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#### Abstract

Suppose we are given a computably enumerable object. We are interested in the strength of oracles that can compute an object that approximates this c.e. object. It turns out that in many cases arising from algorithmic randomness or computable analysis, the resulting highness property is either close to, or equivalent to being PA complete. We examine, for example, majorizing a c.e. martingale by an oracle-computable martingale, computing lower bounds for two variants of Kolmogorov complexity, and computing a subtree of positive measure with no dead ends of a given $\Pi_{1}^{0}$ tree of positive measure. We separate PA completeness from the latter property, called the continuous covering property. We also separate the corresponding principles in reverse mathematics.


## Contents

1. Introduction 1
2. Properties that imply PA degree 8
3. A $K$-compression function without PA degree 18
4. The discrete covering property 22
5. The (strong) continuous covering property 23
6. The (strong) continuous covering principle 29

References 31

## 1. Introduction

Recall that the PA degrees are those Turing degrees that can compute a path through every nonempty $\Pi_{1}^{0}$ subclass of $2^{\omega}$, or equivalently, every nonempty, computably bounded $\Pi_{1}^{0}$ subclass of $\omega^{\omega}$. The PA degrees are so named because they are the degrees of complete consistent extensions of Peano arithmetic. In practice, it is usually easier to think of them as the degrees of $\mathrm{DNC}_{2}$ functions, that is, diagonally noncomputable, $\{0,1\}$-valued functions. It is easy to see that the collection of all such functions is a $\Pi_{1}^{0}$ class in $2^{\omega}$, and not too difficult to see that all such functions have PA degree. The halting problem, $\varnothing^{\prime}$, can easily compute a $\mathrm{DNC}_{2}$ function, so it has PA degree. But it is important to understand that PA degrees can be much more computationally feeble, for example, low [19].

[^0]The PA degrees have played an interesting supporting role in the study of algorithmic randomness, in part because they allow us to approximate certain objects that play a central role. We start with three illustrative examples: plain Kolmogorov complexity, prefix-free complexity, and the optimal supermartingale. All three are intrinsically c.e. objects that are optimal in their classes, they are all Turing equivalent to $\varnothing^{\prime}$, and they can all be approximated using PA degrees. For example, every PA degree computes a martingale that majorizes the optimal c.e. supermartingale [12].

This paper is motivated by the following question: in these and related examples, are the PA degrees necessary? We will see that it depends on the type of example. PA degrees are necessary in the case of plain complexity and the optimal supermartingale, but not in the case of prefix-free complexity. Moving beyond these examples, we will explore the highness class High(CR, MLR), which consists of the oracles relative to which computable randomness implies (unrelativized) Martin-Löf randomness. Every PA complete set is in this class because, as noted, every PA degree computes a martingale that majorizes the optimal c.e. supermartingale. It remains open whether every oracle in $\operatorname{High}(\mathrm{CR}, \mathrm{MLR})$ is PA complete.
$C$-compression functions. Let $C: 2^{<\omega} \rightarrow \omega$ denote plain Kolmogorov complexity. It is easy to see that $C$ is computable from $\varnothing^{\prime}$, and in fact, that they are Turing equivalent. But if all we want to do is find a lower bound for $C$ that respects the same combinatorial restriction as $C$ itself, then it turns out that a PA degree is sufficient. This was first observed by Nies, Stephan, and Terwijn [28].

Definition 1.1. A $C$-compression function is an injective function $F: 2^{<\omega} \rightarrow 2^{<\omega}$ such that $|F(\sigma)| \leqslant C(\sigma)$ for all $\sigma$.

Intuitively, we think of $F$ as mapping $\sigma$ to a minimal program for $\sigma$. By definition, $f(\sigma)=|F(\sigma)|$ is a lower bound for $C(\sigma)$ and $f(\sigma)=n$ for at most $2^{n}$ strings $\sigma$. Alternately, from an $f$ with these properties, it is easy to compute a $C$-compression function.

The property of being a $C$-compression function is $\Pi_{1}^{0}$; if $F$ is not a $C$-compression function, then this is eventually apparent. Furthermore, there is a constant $c$ such that $C(\sigma) \leqslant|\sigma|+c$, for all $\sigma$, so there are only finitely many possibilities for $F(\sigma)$. In particular, the collection of all $C$-compression functions is a computably bounded $\Pi_{1}^{0}$ class. Therefore, every PA degree computes a $C$-compression function. Nies, Stephan, and Terwijn [28] used this fact, along with the low basis theorem, to prove that every 2-random has infinitely many initial segments with maximal $C$-complexity (up to a constant). Note that in this case, the PA degrees are used as a tool in proving a result that makes no mention of them.

Kjos-Hanssen, Merkle, and Stephan [21, Thm. 4.1] showed that a PA degree is actually necessary to compute a $C$-compression function. In particular, they proved that for some constant $k \in \omega$, there is a uniform procedure that computes a $\mathrm{DNC}_{k}$ function (i.e., a $\{0, \ldots, k-1\}$-valued DNC function) from a $C$-compression function. Jockusch [18] showed that $\mathrm{DNC}_{k}$ functions have PA degree. However, he also proved that there is no uniform procedure to compute a $\mathrm{DNC}_{2}$ function from a $\mathrm{DNC}_{k}$ function for $k>2$, so this leaves open a question about uniformity. We prove in Propositions 2.2 and 2.4 that the amount of uniformity that is possible depends on the universal (plain) machine that is used to define $C$. We build a
universal machine such that $\mathrm{DNC}_{2}$ functions can be uniformly computed from a $C$-compression function, and another universal machine such that this is impossible.
$\boldsymbol{K}$-compression functions. Let $K: 2^{<\omega} \rightarrow \omega$ denote prefix-free (Kolmogorov) complexity. Similar to $C$, one easily verifies that the function $K$ is Turing equivalent to $\varnothing^{\prime}$.
Definition 1.2. A $K$-compression function is an injective function $F: 2^{<\omega} \rightarrow 2^{<\omega}$ with prefix-free range such that $|F(\sigma)| \leqslant K(\sigma)$ for all $\sigma$.

This definition ensures that $f(\sigma)=|F(\sigma)|$ is a lower bound for $K(\sigma)$ and, because the range is prefix-free, $\sum_{\sigma \in 2<\omega} 2^{-f(\sigma)} \leqslant 1$. Conversely, given any such $f$, we can compute a corresponding $K$-compression function $F$ using the KraftChaitin theorem. Note that the property of being a $K$-compression function is $\Pi_{1}^{0}$. Furthermore, there is a constant $c$ such that $K(\sigma) \leqslant 2|\sigma|+c$, for all $\sigma$, so there are only finitely many possibilities for $F(\sigma)$. Thus, as above, the collection of all $K$-compression functions is a computably bounded $\Pi_{1}^{0}$ class, so a PA degree can compute a $K$-compression function. This was observed by Nies [27, Solution to Exercise 3.6.16] and used by Bienvenu, et al. [2, Proposition 3.4 (with Hirschfeldt)].

In contrast to the previous example, $K$-compression functions are not necessarily PA complete. We show this in Section 3. This fact will also follow from Theorem 5.5, but the proof in Section 3 serves as a nice warm-up for that result.

What are the degrees of $K$-compression functions? We do not have a complete answer, but we can say a couple of things. The $\Pi_{1}^{0}$ class of $K$-compression functions was studied by Bienvenu and Porter [4, Thm. 7.9], where it was shown that it is deep in the sense of their Def. 4.1. This implies that no incomplete Martin-Löf random can compute a $K$-compression function [4, Thm. 5.3]. In Proposition 4.3, we prove that despite the fact that $K$-compression functions do not always compute constant bounded DNC functions, they always compute very slow growing DNC functions: for any computable, nondecreasing, unbounded $h: \omega \rightarrow \omega \backslash\{0,1\}$, every $K$-compression function computes an $h$-bounded DNC function. Note that for a sufficiently slow growing $h$, the $\Pi_{1}^{0}$ class of $h$-bounded DNC functions also is deep [4], so this is connected to the previous fact. ${ }^{1}$

Majorizing the optimal supermartingale. A c.e. supermartingale $m: 2^{<\omega} \rightarrow$ $\mathbb{R}_{\geqslant 0}$ is called optimal if for each c.e. supermartingale $f$ there is a constant $c>0$ such that $c m(\sigma) \geqslant f(\sigma)$ for each string $\sigma$ (Schnorr; see the book reference [11, Def. 5.3.6]). Obviously, all optimal c.e. supermartingales are equal up to multiplicative constants, and so we refer to the optimal c.e. supermartingale $m$. Again, $m$ is Turing equivalent to $\varnothing^{\prime}$ and, again, we can bound $m$ (this time, from above) using a PA degree. ${ }^{2}$ This was proved by Franklin, Stephan, and Yu [12]; we provide a proof to clarify how we get a bounded $\Pi_{1}^{0}$ class in this case.

[^1]Proposition 1.3 (Franklin, et. al [12]). Every PA degree computes a martingale that majorizes the optimal c.e. supermartingale.

Proof. We may assume that $m(\lambda) \leqslant 1$, where $\lambda$ is the empty string. The martingales that majorize the optimal c.e. supermartingale do not obviously form a computably bounded $\Pi_{1}^{0}$ class because there are infinitely many possibilities for each value. To address this, we restrict to the values at each level of the martingale. For each $n$, let $V_{n}=\left\{0,2^{-n}, 2 \cdot 2^{-n}, 3 \cdot 2^{-n}, \ldots, 2^{n+1}\right\}$. Define

$$
P=\left\{M: 2^{<\omega} \rightarrow \mathbb{Q}:\left(\forall \sigma \in 2^{<\omega}\right) M(\sigma) \in V_{|\sigma|} \text { and } M(\sigma) \geqslant m(\sigma)\right\} .
$$

Then $P$ is clearly a computably bounded $\Pi_{1}^{0}$ class. We must show, however, that $P$ is nonempty. First, define a supermartingale $S: 2^{<\omega} \rightarrow \mathbb{Q}$ as follows. For each $\sigma \in 2^{<\omega}$, take $S(\sigma) \in V_{|\sigma|}$ such that $m(\sigma)+2^{-|\sigma|} \leqslant S(\sigma)<m(\sigma)+2^{-|\sigma|+1}$; this is possible by the definition of $V_{|\sigma|}$ and the fact that $m(\lambda) \leqslant 1$. Note that $S$ has the supermartingale property:

$$
\begin{aligned}
\frac{S\left(\sigma^{\wedge} 0\right)+S\left(\sigma^{\wedge} 1\right)}{2} & <\frac{m\left(\sigma^{\wedge} 0\right)+2^{-\left|\sigma^{\wedge} 0\right|+1}+m\left(\sigma^{\wedge} 1\right)+2^{-\left|\sigma^{\wedge} 1\right|+1}}{2} \\
& =\frac{m\left(\sigma^{\wedge} 0\right)+m\left(\sigma^{\wedge} 1\right)}{2}+\frac{2^{-|\sigma|}+2^{-|\sigma|}}{2} \leqslant m(\sigma)+2^{-|\sigma|} \leqslant S(\sigma) .
\end{aligned}
$$

Now it is straightforward to define a martingale $M$ majorizing $S$ and with values in $\left\langle V_{n}\right\rangle_{n \in \omega}$, in which case $M \in P$. For specificity, recursively define $M$ as follows. Let $M(\lambda)=S(\lambda)$. Assuming that $M(\sigma)$ is defined, let $M\left(\sigma^{\wedge} 0\right)=S\left(\sigma^{\wedge} 0\right)$ and $M\left(\sigma^{\wedge} 1\right)=2 M(\sigma)-M\left(\sigma^{\wedge} 0\right)$.

As before, it is natural to ask if the problem of majorizing $m$ is PA complete. It is; in Proposition 2.9, we construct an atomless c.e. martingale $M$ such that only the PA degrees can compute a martingale majorizing $M$. Since the optimal c.e. supermartingale majorizes $M$ up to a multiplicative constant, only the PA degrees can compute a martingale that majorizes $m$. The proof has an interesting case breakdown that introduces nonuniformity. We show in Proposition 2.12 that this nonuniformity is, at least, somewhat necessary; for no $k \in \omega$ is there a uniform procedure that computes a $\mathrm{DNC}_{k}$ function from every martingale that majorizes $m$. Contrast this with the case of $C$-compression functions. The exact amount of uniformity that is possible is open; see Remark 2.13.

Jordan decomposition. Our next application of PA degrees is not as obviously related to algorithmic randomness as the first three. Brattka, Miller, and Nies [7] used the fact that a PA degree can compute a Jordan decomposition on the rational numbers of a computable function of bounded variation. This is connected to the topic of this paper for two reasons. First, it was used in their proof of a result of Demuth [9]: $x \in[0,1]$ is Martin-Löf random if and only if every computable function $f:[0,1] \rightarrow \mathbb{R}$ of bounded variation is differentiable at $x$. So it is an application of PA degrees to randomness. Second, we will see in Section 2.3 that the problem of finding a Jordan decomposition on the rationals is very closely related to computing a martingale that majorizes an atomless c.e. martingale.

[^2]If $f:[0,1] \rightarrow \mathbb{R}$ and $x \in[0,1]$, then the variation of $f$ on $[0, x]$ is

$$
V_{f}(x)=\sup _{P} \sum_{i=1}^{n_{P}}\left|f\left(t_{i}\right)-f\left(t_{i-1}\right)\right|
$$

where $P$ ranges over finite sequences $0 \leqslant t_{0}<t_{1}<\cdots<t_{n_{P}} \leqslant x$. If $V_{f}(1)$ is finite, we say that $f$ has bounded variation. Jordan proved that a function $f:[0,1] \rightarrow \mathbb{R}$ has bounded variation if and only if there are nondecreasing functions $g, h:[0,1] \rightarrow \mathbb{R}$ such that $f=g-h$. In particular, we can take $g=V_{f}$ and $h=f-g$. Moreover, if $f$ is continuous, then $V_{f}$ is also continuous, so both $g$ and $h$ can be taken to be continuous.

A PA degree is not sufficient to find a continuous Jordan decomposition of a computable function of bounded variation.

Theorem 1.4 (Greenberg, Nies, and Slaman (unpublished)). There is a computable function $f:[0,1] \rightarrow \mathbb{R}$ of bounded variation such that every continuous nondecreasing $g:[0,1] \rightarrow \mathbb{R}$ for which $g-f$ is also nondecreasing computes $\varnothing^{\prime}$.

Proof. Fix disjoint rational intervals $I_{n}$ in $[0,1]$. In each $I_{n}$, fix an increasing sequence of rational numbers $q_{k}^{n}$ converging to $q_{\omega}^{n}=\max I_{n}$. Let $I_{n, k}=\left[q_{k}^{n}, q_{k+1}^{n}\right]$. Define the function $f$ as follows. If $n$ enters $\varnothing^{\prime}$ at stage $s$, make $f \upharpoonright I_{n, s}$ a "saw-tooth" with positive variation $2^{-n}$ but of height $2^{-s}$. Elsewhere make $f=0$. Note that at stage $s$ we can approximate $f$ to within $2^{-s}$, so $f$ is computable.

Suppose that $g$ is a solution. For each $n$, find an $s$ such that $g\left(q_{\omega}^{n}\right)-g\left(q_{s}^{n}\right)<2^{-n}$. Then $n \in \varnothing^{\prime}$ if and only if $n \in \varnothing_{s}^{\prime}$.

Brattka, et al. [7] considered a weaker version of Jordan decomposition, one that can be solved using a PA degree. Let $I_{\mathbb{Q}}=[0,1] \cap \mathbb{Q}$. Given a computable function $f:[0,1] \rightarrow \mathbb{R}$ of bounded variation, they considered the problem of finding nondecreasing functions $g, h: I_{\mathbb{Q}} \rightarrow \mathbb{R}$ such that $f \upharpoonright I_{\mathbb{Q}}=g-h$. We will see that this problem is essentially the same as finding a martingale that majorizes an atomless c.e. martingale. This allows us to conclude that a PA degree is necessary, in general, to find Jordan decompositions on the rationals. Furthermore, the connection to martingales implies that we cannot uniformly compute $\mathrm{DNC}_{k}$ functions, for any $k$, from the Jordan decompositions of a computable function of bounded variation.
$\operatorname{High}(\mathbf{C R}$, MLR $)$. We turn to an application of PA degrees to randomness where the relationship to PA completeness remains open. We say that an oracle $D$ is high for computable randomness versus Martin-Löf randomness if whenever a sequence is computably random relative to $D$, it is Martin-Löf random. We abbreviate this property as $\operatorname{High}(\mathrm{CR}, \mathrm{MLR})$ and use the same notation for the collection of such oracles. Franklin, Stephan, and Yu [12] were the first to study highness for pairs of randomness notions, and in particular, were the first to study the class High(CR, MLR). ${ }^{3}$ They observed that if $D$ has PA degree, then it is High(CR, MLR). To see this, note that by Proposition 1.3, there is a $D$-computable martingale $M$ that majorizes the optimal c.e. supermartingale. In particular, $M$ succeeds on every non-ML-random sequence, so no non-ML-random can be computably random relative to $D$.

[^3]Proposition 1.5 (Franklin, Stephan, and Yu [12]). Every PA complete oracle is High (CR, MLR).

Most similar highness classes and lowness classes for pairs of randomness notions are well-understood. In contrast, we cannot answer a very fundamental question about $\operatorname{High}(\mathrm{CR}, \mathrm{MLR})$ : is every $\operatorname{High}(\mathrm{CR}, \mathrm{MLR})$ oracle PA complete? Some things are known. Franklin, et al. [12] showed that every $D \in \operatorname{High}(C R, M L R)$ computes a Martin-Löf random, and that the class $\operatorname{High}(C R, M L R)$ has measure zero. Note that if $D$ is $\operatorname{High}(\mathrm{CR}, \mathrm{MLR})$, we know that all $D$-computable martingales together succeed on the non-ML-random sequences. In fact, we can do better:

Proposition 1.6 (Kastermans, Lempp, and Miller; see Bienvenu and Miller [3, Prop. 20]). If $D$ is High(CR, MLR), then there is a single $D$-computable martingale $N$ that succeeds on every non-ML-random.

Note that $N$ need not majorize the optimal c.e. supermartingale $m$; it must only succeed on every sequence on which $m$ succeeds.

The class High(CR, MLR) also appears in unpublished work of Miller, Ng, and Rupprecht. Building on the proposition above, they proved that there is a single $D$-computable martingale that succeeds on every non-computably random sequence if and only if $D$ is $\operatorname{High}(\mathrm{CR}, \mathrm{MLR})$ or high (i.e., $\left.D^{\prime} \geqslant_{\mathrm{T}} \varnothing^{\prime \prime}\right)$. The same oracles are necessary to compute a single martingale that succeeds on every non-Schnorr random sequence. Finally, $D$ computes a single martingale that succeeds on all non-Kurtz random sequences if and only if $D$ is $\operatorname{High}(\mathrm{CR}, \mathrm{MLR})$ or has hyperimmune degree.

Covering properties. In attempting to capture computability-theoretic properties weaker than-but close to-PA, we introduce two "covering properties". Both properties say, in different ways, that an oracle can compute a "small" cover of a "small" c.e. object.

For the first, if $\bar{A}=\left\langle A_{n}\right\rangle$ is a sequence of subsets of $\omega$, we let $\mathrm{wt}(\bar{A})=\sum_{n} 2^{-n}\left|A_{n}\right|$. In other words, every element of $A_{n}$ receives weight $2^{-n}$. We say that $\bar{B}$ covers $\bar{A}$ if $A_{n} \subseteq B_{n}$ for all $n$. An oracle $D$ has the discrete covering property if every uniformly c.e. sequence of finite weight is covered by some $D$-computable sequence of finite weight. In Section 4, we prove that an oracle $D$ has the discrete covering property if and only if it computes a $K$-compression function. We also prove that such an oracle computes slow growing DNC functions: for any order function $h: \omega \rightarrow \omega \backslash\{0,1\}$, there is an $h$-bounded DNC function computable from $D$.

For our second covering property, if $U \subseteq 2^{\omega}$ is open, then let $S_{U}$ be the set of strings $\sigma$ such that $[\sigma] \subseteq U$. We say that an oracle $D$ has the continuous covering property if for every $\Sigma_{1}^{0}$ class $U \subseteq 2^{\omega}$ of measure less than 1 , there is an open superset $V \supseteq U$ such that $\lambda(V)<1$ and $S_{V}$ is computable from $D$. Equivalently, by focusing on the complements of the open sets, $D$ has the continuous covering property if for any computable tree $T$ such that $\lambda([T])>0$, there is a $D$-computable tree $S$ with no dead ends such that $S \subseteq T$ and $\lambda([S])>0$. If we further require that every nonempty, relatively clopen subtree of $S$ has positive measure, we get a useful variant: the strong continuous covering property.

The strong continuous covering property obviously implies the continuous covering property. In Section 5, we prove that High(CR, MLR) implies the strong continuous covering property, and that the continuous covering property implies the discrete covering property. We do not know if any of these implication is strict. However,


Figure 1. The relationship of the covering properties to other computability-theoretic properties.
in Theorem 5.5, we prove that having the strong continuous covering property is strictly weaker than having PA degree; this is the most difficult argument of the paper.

Recall that Franklin, et al. [12] showed that every oracle in High(CR, MLR) computes a Martin-Löf random. This also holds for an oracle $D$ with the continuous covering property. To see this, take a $\Sigma_{1}^{0}$ class $U \subseteq 2^{\omega}$ such that $\lambda(U)<1$ and all non-ML-random sequences are in $U$. For example, $U$ could be the second component of a universal Martin-Löf test. Let $T$ be a computable tree such that $[T]=2^{\omega} \backslash U$. Take a $D$-computable subtree $S \subseteq T$ with no dead ends such that $\lambda([S])>0$. Of course, every infinite path through $S$ in Martin-Löf random, and since $S$ has no dead ends, there are paths computable from $S \leqslant{ }_{\mathrm{T}} D$. We have proved:

Proposition 1.7. Every oracle with the continuous covering property computes a Martin-Löf random.

Fig. 1 gives a summary of the results related to the covering properties and indicates several open questions. Two references are missing from the diagram. The fact that a Martin-Löf random sequence need not compute a slow growing DNC function was mentioned above. Greenberg and Miller [15] proved that slow growing DNC functions do not always compute a Martin-Löf random. That is, they proved that if $h: \omega \rightarrow \omega \backslash\{0,1\}$ is any order function (i.e., a computable, nondecreasing, unbounded function), then there is an $h$-bounded DNC function that does not compute a Martin-Löf random. A different proof of this fact (strengthening Martin-Löf randomness to Kurtz randomness) was given by Khan and Miller [20].

The continuous covering properties. In the final section of the paper, we consider reverse mathematical aspects of some of our results. In particular, we introduce two new principles which correspond to the two variants of the continuous covering properties. The Strong continuous covering property (SCCP) states:

If $T \subseteq 2^{<\omega}$ is a tree with positive measure, then there is a nonempty subtree $S \subseteq T$ such that if $\sigma \in S$, then $S$ has positive measure above $\sigma$.
The continuous covering principle ( $C C P$ ) corresponds to the continuous covering property; it only requires that $S \subseteq T$ has positive measure and no dead ends, so unlike SCCP, it does not even guarantee that $S$ is perfect. Using the work of the previous sections, we prove that, over $\mathrm{RCA}_{0}$, both CCP and SCCP are strictly between weak Kőnig's lemma (WKL, the axiom corresponding to the existence of sets of PA degree) and weak weak Kőnig's lemma (WWKL, the axiom corresponding to the existence of Martin-Löf random sequences).

Other uses of PA degrees in algorithmic randomness. We started the introduction by declaring that PA degrees play an interesting supporting role in algorithmic randomness. We have presented some evidence for this claim, but the reader should not be led to believe that we have exhausted the subject. Far from it. Without making a complete survey, let us finish the introduction by mentioning a few other examples.

- Stephan [36] proved that a Martin-Löf random sequence has PA degree if and only if it computes $\varnothing^{\prime}$; this gives an easy proof of a result of Kučera [23], that the degrees of Martin-Löf random are not closed upward.
- Barmpalias, Lewis, and $\operatorname{Ng}$ [1] proved that every PA degree is the join of two Martin-Löf random degrees. Together with the previous result, this gives many examples of pairs of random degrees that join to a nonrandom degree.
- Stephan and Simpson [34] gave an unexpected characterization of the $K$-trivial sets (i.e., those with minimal growth of prefix-free Kolmogorov complexity of their initial segments) as the sets computable from every PA degree relative to which Chaitin's $\Omega$ remains ML-random.
- Higuchi, Hudelson, Simpson, and Yokoyama [16] proved that strong $f$-randomness is equivalent to $f$-randomness relative to a PA degree. Both $f$-randomness and its strong variant are "partial randomness" notions that have been studied, in various degrees of generality, by several authors.

Notation. For $f, h \in \omega^{\omega}$ we write $f \leqslant h$ to mean that $f$ is majorized by $h$. In this case, we say that $f$ is $h$-bounded. Let $h^{\omega}=\left\{f \in \omega^{\omega}: f \leqslant h\right\}$ be the set of $h$-bounded functions. We write $h^{<\omega}$ for the set $\{\sigma \in \omega<\omega:(\forall n<|\sigma|) \sigma(n) \leqslant h(n)\}$ of $h$-bounded strings. Let $\operatorname{id}^{\omega}=\left\{f \in \omega^{\omega}:(\forall n) f(n) \leqslant n\right\}$, in other words, the identity bounded functions.

We let $J$ denote a fixed universal partial computable function, based on an acceptable listing of the partial computable functions; the usual choice is $J(e)=$ $\varphi_{e}(e)$. A function $f$ is diagonally non-computable if $J(e) \neq f(e)$ whenever $J(e) \downarrow$.

As is standard, a tree is a collection of sequences closed under taking initial segments (we will be using subtrees of $\omega^{<\omega}$ as well as subtrees of $2^{<\omega}$ ). There is a $1-1$ correspondence between closed subsets of Baire space $\omega^{\omega}$ and subtrees of $\omega^{<\omega}$ with no dead-ends.

## 2. Properties that imply PA DEgRee

In this section, we look at three examples from algorithmic randomness where PA degrees turn out to be necessary. We will see that $C$-compression functions
and martingales that majorize the optimal c.e. supermartingale must have PA degree. We will also show that there is a computable function of bounded variation $f:[0,1] \rightarrow \mathbb{R}$ such that every Jordan decomposition of $f$ on the rationals has PA degree.

In each case, we examine the amount of uniformity possible.
2.1. $\boldsymbol{C}$-compression functions. Kjos-Hanssen, Merkle, and Stephan [21] gave a uniform procedure to compute a $\mathrm{DNC}_{k}$ function from a $C$-compression function, for some $k$. Since we will modify their proof below, we reproduce it here.

Proposition 2.1 (Kjos-Hanssen, Merkle, and Stephan [21, Theorem 4.1]). Every $C$-compression function has PA degree. Moreover, for large enough $k \in \omega$, there is a uniform way to compute a $\mathrm{DNC}_{k}$ function from a $C$-compression function; namely, there is a Turing functional $\Gamma$ such that for every $C$-compression function $F$, we have that $\Gamma(F)$ is total and is a $\mathrm{DNC}_{k}$ function.

Proof. Define a partial computable function $\psi: 2^{<\omega} \rightarrow 2^{<\omega}$ as follows: if $\sigma \in 2^{<\omega}$ has length $n$ and if $J(n) \downarrow=\tau$ (where we view $\tau$ as an element of $2^{<\omega}$ ), then $\psi(\sigma)=\sigma^{\wedge} \tau$. Note that there is a constant $c \in \omega$ such that $C(\psi(\sigma))<|\sigma|+c$.

Let $F: 2^{<\omega} \rightarrow 2^{<\omega}$ be a $C$-compression function. Since $F$ is injective on the collection of strings of length $n$, there must be a string $\sigma$ of length $n$ such that $|F(\sigma)| \geqslant n$. Thus, $F$ computes a function $f: \omega \rightarrow 2^{<\omega}$ such that $|f(n)|=n$ and $C(f(n)) \geqslant n$. Note that this can be done uniformly (in the same sense as above).

Consider the $F$-computable function $g: \omega \rightarrow 2^{<\omega}$ such that $g(n)$ is the last $c$ bits of $f(n+c)$. We claim that $g$ is $\mathrm{DNC}_{k}$, where $k=2^{c}$. Assume that $g(n)=J(n)$. Let $\sigma$ be the length $n$ prefix of $f(n+c)$. Then $C(f(n+c))=C(\psi(\sigma))<|\sigma|+c=n+c$, which is a contradiction.

As we said in the introduction, the $k$ in the previous result depends on the universal machine used to define $C$. By designing our machine for the purpose, we can ensure that there is a uniform procedure to compute a $\mathrm{DNC}_{2}$ function from a $C$-compression function; this is the next result. On the other hand, in Proposition 2.4, we give a universal plain machine for which this fails.

Proposition 2.2. There is a universal plain machine $V: 2^{<\omega} \rightarrow 2^{<\omega}$ such that there is a uniform way to compute a $D N C_{2}$ function from a $C_{V}$-compression function.

Proof. We modify the proof of the previous proposition. Now let $\psi: 2^{<\omega} \rightarrow 2^{<\omega}$ be the partial computable function defined as follows: if $\sigma \in 2^{<\omega}$ has length $2 n+1$ and if $\varphi_{n}(n) \downarrow=\tau$, then $\psi(\sigma)=\sigma^{\wedge} \tau$.

We want $V$ to be a universal plain machine such that $C_{V}(\psi(\sigma))<|\sigma|+1$. Let $\widehat{V}$ be a given universal machine and define $V\left(00^{\wedge} \rho\right)=\widehat{V}(\rho)$ for all $\rho \in 2^{<\omega}$. This ensures that $V$ is universal, while leaving $3 / 4$ of the strings of each length free to be used otherwise. Note that $3 / 4 \cdot 2^{2 n+1}+3 / 4 \cdot 2^{2 n}>2^{2 n+1}$. So we have room left in the domain of $V$ to ensure that $C_{V}(\psi(\sigma)) \leqslant|\sigma|$ for every (odd length) $\sigma \in 2^{<\omega}$.

As before, from a $C_{V}$-compression function $F$, we can uniformly compute an $f: \omega \rightarrow 2^{<\omega}$ such that $|f(n)|=n$ and $C_{V}(f(n)) \geqslant n$. Consider the $F$-computable function $g: \omega \rightarrow 2^{<\omega}$ such that $g(n)$ is the last bit of $f(2 n+2)$. We claim that $g$ is $\mathrm{DNC}_{2}$. If not, then $g(n)=\varphi_{n}(n)$ for some $n \in \omega$. Let $\sigma$ be the length $2 n+1$ prefix of $f(2 n+2)$. Then $C_{V}(f(2 n+2))=C_{V}(\psi(\sigma)) \leqslant|\sigma|=2 n+1$, which is a contradiction.

Toward proving Proposition 2.4, we need the following simple combinatorial lemma. It generalizes the observation that either a graph $G$ (on at least two vertices) or its complement $\bar{G}$ has no isolated vertices. For, if $v$ is isolated in $G$, then it has edges to every other vertex in $\bar{G}$. Recall that for any set $X$, the set of subsets of $X$ of size $k$ is written $[X]^{k}$.
Lemma 2.3. Let $X$ be an arbitrary set and fix $k \in \omega$. For any colouring $c:[X]^{k} \rightarrow$ $k$, there is an $i<k$ such that

$$
(\forall v \in X)\left(\exists w_{1}, \ldots, w_{k-1} \in X\right) c\left(\left\{v, w_{1}, \ldots, w_{k-1}\right\}\right)=i
$$

Proof. We prove this lemma by induction on $k$. Note that it is trivial for $k=1$. Now assume that it holds for $k$ and consider a colouring $c:[X]^{k+1} \rightarrow k+1$.

If the lemma holds for $i=k$, we are done. Otherwise, there is a $u \in X$ such that the induced colouring $\hat{c}$ on $[X \backslash\{u\}]^{k}$ has range in $k=\{0, \ldots, k-1\}$. Hence, by induction, there is an $i<k$ such that

$$
(\forall v \in X \backslash\{u\})\left(\exists w_{1}, \ldots, w_{k-1} \in X \backslash\{u\}\right) \hat{c}\left(\left\{v, w_{1}, \ldots, w_{k-1}\right\}\right)=i
$$

But then, for all $v \in X \backslash\{u\}$, we have

$$
\left(\exists w_{1}, \ldots, w_{k-1} \in X \backslash\{u\}\right) c\left(\left\{v, u, w_{1}, \ldots, w_{k-1}\right\}\right)=i
$$

The lemma fails if we increase the number of colours. To see this, let $X=$ $\{0, \ldots, k\}$ and define $c:[X]^{k} \rightarrow k+1$ by $c(\{0, \ldots, i-1, i+1, \ldots, k\})=i$. Then for every $i<k+1$, if $Y \subseteq X$ has size $k$ and $i \in Y$, then $c(Y) \neq i$.

The proof of the following proposition illustrates a technique that will be used in later proofs. We want to diagonalize against a functional $\Gamma$ on some element of a $\Pi_{1}^{0}$ class $P$. However, we are not able to effectively guarantee that any specific string $\sigma$ has an extension in $P$. Our solution is to use the structure of $P$ together with Lemma 2.3 to diagonalize against $\Gamma$ on enough strings so that we know that at least one of them is extendible in $P$.

Proposition 2.4. For each $k$, there is a universal plain machine $V$ such that there is no uniform way to compute a $D N C_{k}$ function from a $C_{V}$-compression function.

In fact, we show the following. For a plain machine $V$ and $r \in \omega$, we say that $V$ uses at most $1 / r$ of the available strings of each length if, for all $n$, there are at most $2^{n} / r$ many strings of length $n$ in the domain of $V$.

Proposition 2.5. Let $k \in \omega$. If $V$ is a universal plain machine that uses at most $1 / k+1$ of the available strings of each length, then there is no uniform way to compute a $\mathrm{DNC}_{k}$ function from a $C_{V}$-compression function.

Proposition 2.4 follows by taking any universal plain machine $\hat{V}$, fixing some $c \geqslant$ $\log _{2}(k+1)$, and letting $V\left(0^{c} \sigma\right)=\widehat{V}(\sigma)$ for all $\sigma$.

Proof of Proposition 2.5. Let $P$ be the collection of $C_{V}$-compression functions. By fixing a computable numbering of all finite binary strings, we can view $P$ as a $\Pi_{1}^{0}$ class in Baire space; as mentioned above, $P$ is computably bounded. Fix a computable function $h: \omega \rightarrow \omega$ such that $P \subseteq h^{\omega}$. By the assumption on $V$, there is some $F \in P$ such that the range of $F$ includes at most $1 / k+1$ of the strings of each length.

Now assume, for a contradiction, that $\Gamma$ computes a $\mathrm{DNC}_{k}$ function from every $F \in P$. Without loss of generality, $\Gamma$ is $k$-valued. We may also make it total on $h^{\omega}$ by ensuring that it converges on any oracle not in $P$.

We define a computable process that will output an $i<k$. The result of this process will be $J(e)$, for some $e$. By the recursion theorem, we may assume that we know $e$ in advance. ${ }^{4}$ By compactness, there is an $n \in \omega$ such that $\Gamma(\sigma, e) \downarrow$ for every $\sigma \in h^{n}$ (where, as above, $h^{n}$ is the collection of $h$-bounded strings of length $n$ ). Our goal is to output an $i<k$ such that $\Gamma(\sigma, e)=i$ for some $\sigma \in h^{n}$ that is extendible to an element of $P$. Of course, we cannot hope to effectively identify such a $\sigma$, but we will see that we can effectively find such an $i$.

Define $E$ to be the collection of strings $\sigma \in h^{n}$ which are injective; and let

$$
\widehat{E}=\{\tau \in E: \tau \text { maps onto at most } 1 / k+1 \text { of the strings of each length }\} .
$$

By our assumption on $V$, we know that there is a $\tau \in \widehat{E}$ that is extendible to an element of $P$.

We define a map $Q \mapsto \tau_{Q}$ from $[\hat{E}]^{k}$ to $E$ as follows: given $Q \subseteq \widehat{E}$ of size $k$, since each $\sigma \in Q$ maps to at most $1 / k+1$ of the strings of each length, we can let $\tau_{Q}$ map each $x<n$ to a string $\tau_{Q}(x)$ with $\left|\tau_{Q}(x)\right| \leqslant|\sigma(x)|$ for all $\sigma \in Q$. That is, there is enough room in the range to permit all of the desired compression while keeping $\tau_{Q}$ injective. Note that the minimality condition also implies that $\tau_{Q} \in h^{n}$, and so $\tau_{Q} \in E$. Further, $\tau_{Q}$ uses at most $k / k+1$ of the strings of each length. This implies that if $\sigma \in Q$ is extendible in $P$, then so is $\tau_{Q}$. For suppose that $\sigma \in Q$ is extendible in $P$. For each $x<n,\left|\tau_{Q}(x)\right| \leqslant|\sigma(x)| \leqslant C_{V}(x)$. Since $\tau_{Q}$ uses at most $k / k+1$ of the strings of each length, and $V$ uses at most $1 / k+1$ of the strings of each length, we can extend $\tau_{Q}$ to a function $F \in h^{\omega}$ such that for all $x \geqslant n,|F(x)| \leqslant C_{V}(x)$ as well.

Now define a colouring $c:[\widehat{E}]^{k} \rightarrow k$ as follows: for $Q \in[\widehat{E}]^{k}$, let $c(Q)=\Gamma\left(\tau_{Q}, e\right)$. Fix $i<k$ as in Lemma 2.3 for the colouring $c$; this is the output of our computable procedure, i.e., $J(e)=i$. Now fix $\sigma \in \widehat{E}$ extendible to an element of $P$ and any $Q \in[\widehat{E}]^{k}$ such that $\sigma \in Q$ and $c\left(\tau_{Q}\right)=i$. Then $\tau_{Q}$ is extendible to an element of $P$, but $\Gamma\left(\tau_{Q}, e\right)=i=J(e)$, which contradicts our choice of $\Gamma$.
Remark 2.6. Recall that for sets $P, R \subseteq \omega^{\omega}$, we write $P \leqslant_{s} R$ (and say that $P$ is Medvedev reducible to $R$ ) if there is a Turing functional $\Gamma$ such that for all $X \in R, \Gamma(X)$ is total and $\Gamma(X) \in P$ : each element of $R$ computes an element of $P$, uniformly. In contrast, $P \leqslant_{w} R(P$ is Muchnik reducible to $R$ ) if every element of $R$ computes an element of $P$, but not necessarily uniformly. Jockusch's results mentioned above shows that the classes $\mathrm{DNC}_{k}$ are all Muchnik equivalent (their upward closures in the Turing degrees consist of the PA complete oracles), but that for all $k, \mathrm{DNC}_{k+1}<_{s} \mathrm{DNC}_{k}$. The class $\mathrm{DNC}_{2}$ is Medvedev complete for computably bounded $\Pi_{1}^{0}$ classes. ${ }^{5}$

For a universal plain machine $V$, let $\mathrm{CF}_{V}$ be the collection of $C_{V}$-compression functions. Kjos-Hanssen, Merkle, and Stephan's Proposition 2.1 says that for every universal plain machine $V$ there is some $k$ such that $\mathrm{DNC}_{k} \leqslant{ }_{s} \mathrm{CF}_{V}$; it follows that for all $V$, each $\mathrm{CF}_{V}$ is Muchnik equivalent to $\mathrm{DNC}_{2}$. Proposition 2.2 states that

[^4]for some universal $V, \mathrm{DNC}_{2} \leqslant s \mathrm{CF}_{V}$; Proposition 2.4 says that for every $k$ there is a $V$ for which $\mathrm{DNC}_{k} \leqslant_{s} \mathrm{CF}_{V}$.

The proof of Proposition 2.5 can be restricted above any extendible string $\sigma$. This allows us to diagonalize against multiple functionals.

Lemma 2.7. Let $k \in \omega$ and let $P$ be a computably bounded $\Pi_{1}^{0}$ class. Suppose that for every $\sigma$ extendible on $P, \mathrm{DNC}_{k} \$_{s} P \cap[\sigma]$. Then there is no finite collection $\Gamma_{1}, \ldots, \Gamma_{m}$ of functionals such that for all $X \in P, \Gamma_{i}(X) \in \mathrm{DNC}_{k}$ for some $i \leqslant m$.

That is, not only do elements of $P$ not compute $\mathrm{DNC}_{k}$ functions uniformly, but no finite collection of functionals is sufficient for $\mathrm{DNC}_{k} \leqslant_{w} P$. We remark that the proof of Lemma 2.7 only uses the fact that $\mathrm{DNC}_{k}$ is a $\Pi_{1}^{0}$ class which is determined pointwise, entry by entry; thus, for example, it also applies to separating classes.

Proof. For brevity, in this proof, for $m \geqslant 1$ and $\Pi_{1}^{0}$ classes $P$ and $Q$, write $Q \leqslant{ }_{m} P$ if there is a collection $\Gamma_{1}, \ldots, \Gamma_{m}$ of $m$-many functionals which together reduce $Q$ to $P$, that is, for all $X \in P, \Gamma_{i}(X) \in Q$ for some $i \leqslant m$.

By induction on $m$, we show that for every $\sigma$ that is extendible on $P, \mathrm{DNC}_{k} \leqslant_{m}$ $P \cap[\sigma]$. The case $m=1$ is the assumption of the proposition.

Let $m>1$ and suppose that this has been proved for $m-1$. Let $\Gamma_{1}, \ldots, \Gamma_{m}$ be a collection of $m$-many functionals. Define a functional $\Theta$ as follows: for all $X$ and $e, \Theta(X, e)=\Gamma_{i}(X, e)$ for the first $i$ for which we see the convergence (if there is such). Let $\sigma$ be extendible on $P$. By assumption, we know that $\Theta$ cannot witness that $\mathrm{DNC}_{k} \leqslant_{1} P \cap[\sigma]$. If $\Theta$ is not total on $P \cap[\sigma]$ then we are done. Otherwise, there is some $\tau \geqslant \sigma$, extendible on $P$, and some $e$, such that $\Theta(\tau, e) \downarrow=J(e)$. Fix $i$ such that $\Theta(\tau, e)=\Gamma_{i}(\tau, e)$. Now apply the induction hypothesis to the collection of functionals $\left\{\Gamma_{j}: j \leqslant m, j \neq i\right\}$ and $\tau$ to see that this collection cannot witness $\mathrm{DNC}_{k} \leqslant_{m-1} P \cap[\tau]$; it follows that the original collection $\Gamma_{1}, \ldots, \Gamma_{m}$ cannot witness $\mathrm{DNC}_{k} \leqslant{ }_{m} P \cap[\sigma]$ either.

As mentioned, the proof of Proposition 2.5 gives the assumption of Lemma 2.7, and so we get:

Proposition 2.8. For each $k$, there is a universal plain machine $V$ such that there is no finite collection of functionals $\Gamma_{1}, \ldots, \Gamma_{m}$ such that if $F$ is a $C_{V}$-compression function, then at least one of $\Gamma_{1}(F), \ldots, \Gamma_{m}(F)$ is a $\mathrm{DNC}_{k}$ function.
2.2. Majorizing the optimal c.e. supermartingale. The case of martingales that majorize the optimal c.e. supermartingale is somewhat different from that of $C$-compression functions. Although each such martingale has PA degree, the proof has an unusual case breakdown that precludes uniformity. We will see in Proposition 2.12 that this nonuniformity is somewhat necessary: for no $k$ is there a uniform way to compute a $\mathrm{DNC}_{k}$ function from a martingale that majorizes the optimal c.e. supermartingale. This result exploits the fact that such a martingale may have arbitrarily large initial capital. It is open whether we can salvage uniformity by bounding the initial capital; see Remark 2.13.

Proposition 2.9. There is an atomless c.e. martingale $M$ such that every martingale majorizing $M$ has PA degree.

Proof. Define a c.e. martingale $M$ as follows. If $n$ enters $\varnothing^{\prime}$ at stage $s$, find a string $\sigma \in 2^{s}$ that looks $\mathrm{DNC}_{2}$ at stage $s$, add $2^{-n}$ much capital to the root and push it up to $\sigma$. ${ }^{6}$

Now let $N$ be a martingale that majorizes $M$.
Case 1. $N$ has a $\mathrm{DNC}_{2}$ atom. ${ }^{7}$ A martingale computes all of its atoms, so in this case, $N$ has PA degree.

Case 2. $N$ has no $\mathrm{DNC}_{2}$ atoms. Then for each $n$, there is a stage $f(n)=s$ such that for all strings $\sigma$ of length $s$ that still look $\mathrm{DNC}_{2}$ at stage $s$ we have $N(\sigma) \leqslant 2^{s-n}$. By construction, $f$, which is $N$-computable, majorizes the settling time function for $\varnothing^{\prime}$, so $N$ has PA degree.

Of course, the optimal c.e. supermartingale majorizes $M$, up to a multiplicative constant, so we have the desired result:
Corollary 2.10. Every martingale that majorizes the optimal c.e. supermartingale has PA degree.
Remark 2.11. The statements of Proposition 2.9 and Corollary 2.10 are imprecise, because it is not clear what computing with martingales (and below, real-valued functions on the rationals) means. These are not objects which have well-defined Turing degrees.

To make the statements formal, we use names in Baire space $\omega^{\omega}$. A name for a martingale $N$ is a function taking a string $\sigma$ and a number $k \in \omega$ to a dyadic closed interval $I$ of the form $\left[a 2^{-k},(a+1) 2^{-k}\right]$ for some natural number $a$ containing the value $N(\sigma)$. Using standard codings of strings and dyadic intervals by natural numbers, we view names as elements of Baire space. Now any martingale has many names, and there is not necessarily one with least Turing degree. ${ }^{8}$ There are two possible interpretations of Corollary 2.10:
(1) If $X$ is a name of a martingale $N$ which majorizes the optimal c.e. supermartingale $m$, then $X$ has PA degree.
(2) For every martingale $N$ dominating $m$, there is a PA degree which is Turing below all names of $N$.
(2) is clearly stronger, since in (1) we allow two different names of the same martingale $N$ to compute two distinct PA degrees. The proof of Proposition 2.9 shows that (2) holds: indeed, if $N$ is a martingale majorizing $m$, then the proof produces a single $\mathrm{DNC}_{2}$ function $g$ which is uniformly computable from all names of $N$. In terminology introduced by Miller in [25]), (2) says that if $N$ is a martingale majorizing $m$ then the continuous degree of $N$ lies above some PA Turing degree.

When we consider negative results on uniformity below, we will prove the negation of the uniform version of (1). The interpretation (1) is also relevant when we consider Weihrauch reducibility below.
Proposition 2.12. It is not possible to uniformly compute a $\mathrm{DNC}_{k}$ function from a martingale majorizing the optimal c.e. supermartingale.

More precisely, we show that for every $k \geqslant 2, \mathrm{DNC}_{k}$ is not Medvedev below the collection of all names of martingales majorizing $m$.

[^5]Proof. We give a variant of the proof of Proposition 2.5. Fix $k \in \omega$. Let $\Gamma$ be a functional. We may assume that the initial capital of the optimal supermartingale is bounded by 1 . We fix a computably bounded computable tree $T \subset \omega^{<\omega}$ such that $[T]$ is the collection of all names of martingales which have initial capital $\leqslant k$. Let $P \subseteq[T]$ be the collection of names of martingales which majorize the optimal c.e. supermartingale $m ; P$ is a $\Pi_{1}^{0}$ class. For $n \in \omega$ we let $T_{n}$ be the collection of sequences of length $n$ on $T$. Each $\sigma \in T$ gives us finite information about some values of the martingales named by extensions of $\sigma$, in that it specifies finitely many closed dyadic intervals containing these values. We say that a martingale $N$ is consistent with $\sigma$ if $N$ has a name extending $\sigma$, that is, $\sigma$ gives correct information about the values of $N$. Thus, for example, we say that $\sigma$ specifies initial capital $\leqslant 1$ if $\sigma$ indicates that the initial captial of the named martingales lie in the interval $[0,1]$.

There is a computable function $j$ such that for all $n, j(n)>n$ is sufficiently large so that if $Q \in\left[T_{j(n)}\right]^{k}$ is such that for all $\sigma \in Q, \sigma$ specifies initial capital $\leqslant 1$, then there is some $\tau_{Q} \in T_{n}$ such that for any choice of martingales $N_{\sigma}$ consistent with $\sigma \in Q, \sum_{\sigma \in Q} N_{\sigma}$ is consistent with $\tau_{Q}$.

Let $\Gamma$ be a $k$-valued functional, and suppose that $\Gamma(f)$ is total for all $f \in P$; we may extend $\Gamma$ so that $\Gamma(f)$ is total for all $f \in[T]$. As above, the recursion theorem gives us an $e$ for which we can define $J(e)$. By effective compactness, there is some $n$ such that $\Gamma(\sigma, e) \downarrow$ for every string $\sigma \in T_{n}$.

We let $\widehat{E}$ be the collection of $\sigma \in T_{j(n)}$ which specify initial capital $\leqslant 1$. We know that some $\sigma \in \widehat{E}$ is extendible on $P$. For $Q \in[\widehat{E}]^{k}$ define $\tau_{Q} \in T_{n}$ as discussed. Again the point is that if some $\sigma \in Q$ is extendible on $P$ then so is $\tau_{Q}$ : if $N_{\sigma}$ is consistent with $\sigma$, then there is some $M$ consistent with $\tau_{Q}$ which majorizes $N_{\sigma}$.

The proof concludes by following the last paragraph of the proof of Proposition 2.5, verbatim.

Remark 2.13. The proof of Proposition 2.12 does not give the assumption of Lemma 2.7, as adding martingales implies adding their initial capital. We thus have the following unresolved questions for any $k \geqslant 2$ :

- Is there a finite collection of functionals $\Gamma_{i}$ such that for every name $f$ of a martingale majorizing $m, \Gamma_{i}(f) \in \mathrm{DNC}_{k}$ for some $i$ ?
- Is there a uniform way to compute a $\mathrm{DNC}_{k}$ function from a name of a martingale majorizing $m$ whose initial capital is bounded by 1 ?
2.3. Jordan decomposition on the rationals. Given a computable function $f:[0,1] \rightarrow \mathbb{R}$ of bounded variation, we want to find nondecreasing functions $g, h: I_{\mathbb{Q}} \rightarrow \mathbb{R}$ such that $f \upharpoonright I_{\mathbb{Q}}=g-h$, where $I_{\mathbb{Q}}=[0,1] \cap \mathbb{Q}$. Brattka et al. [7] observed that this can be done with a PA degree. As part of proving that a PA degree is necessary, we will show that finding a Jordan decomposition of $f$ on the rationals is equivalent to finding a martingale that majorizes a related atomless c.e. martingale.

A natural formalisation of this equivalence uses Weihrauch reducibility. The objects compared by this reducibility are binary relations, which can be thought of as pairs of "instances" and "solutions". For instance, in this section we consider the problem of finding the positive part of a Jordan decomposition on the rationals:

- $\mathrm{JD}_{\mathbb{Q}}$ is the problem whose instances are continuous functions $f$ on $[0,1]$ of bounded variation, and solutions are Jordan decompositions $(g, h)$ of $f \upharpoonright I_{\mathbb{Q}}$.

If $A$ and $B$ are Weihrauch problems, then we say that $A$ is Weihrauch reducible to $B$ (and write $A \leqslant_{W} B$ ) if there are two computable mappings $\psi_{\text {inst }}$ and $\psi_{\text {sol }}$ satisfying: for every name $a$ for an instance of $A, \psi_{\text {inst }}(a)$ is a name for an instance of $B$, such that whenever $c$ is a name for a $B$-solution of the instance named by $\psi_{\text {inst }}(a), \psi_{\text {sol }}(a, c)$ is a name for an $A$-solution of the instance named by $a$. If $\psi_{\text {sol }}$ does not make use of $a$, then the reduction is called strong. Note that the functions $\psi_{\text {inst }}$ and $\psi_{\text {sol }}$ are not required to induce functions on the instances and solutions themselves; two names of the same $A$-instance may be mapped by $\psi_{\text {inst }}$ to names of distinct $B$-instances, and the same holds for the solutions. When we define reductions, though, in order to make things readable, we blur the distinction between names and the objects they name. ${ }^{9}$

To show the PA completeness of the Jordan decomposition problem, we will prove the equivalence of the problem $\mathrm{JD}_{\mathbb{Q}}$ with a martingale domination Weihrauch problem. Let us define a lower semicontinuous presentation of a martingale $M$ to be a sequence $\left\langle M_{s}\right\rangle$ of rational-valued martingales such that $M_{s} \leqslant M_{s+1}$ and $M=\lim _{s} M_{s}$. If $\left\langle M_{s}\right\rangle$ is computable then we also call it a c.e. presentation of $M$. We define the following Weihrauch problem.

- AMD is the problem whose instances are lower semicontinuous presentations $\left\langle M_{s}\right\rangle$ of atomless martingales $M$; AMD-solutions for $\left\langle M_{s}\right\rangle$ are martingales majorizing $M$ (not necessarily atomless).
We will show:
Proposition 2.14. The problems $\mathrm{JD}_{\mathbb{Q}}$ and AMD are Weihrauch equivalent.
From this we can deduce the following:
Corollary 2.15. Suppose that $X$ is an oracle such that for every computable function $f:[0,1] \rightarrow \mathbb{R}$ of bounded variation, $X$ can compute a Jordan decomposition $(g, h)$ of $f \upharpoonright I_{\mathbb{Q}}$. Then $X$ is $P A$ complete. In fact, there is a single computable function $f:[0,1] \rightarrow \mathbb{R}$ of bounded variation such that any $X$ computing a Jordan decomposition of $f \upharpoonright I_{\mathbb{Q}}$ is $P A$ complete.

Proof. Let $\left(\psi_{\text {inst }}, \psi_{\text {sol }}\right)$ be a Weihrauch reduction of AMD to $\mathrm{JD}_{\mathbb{Q}}$. Let $\left\langle M_{s}\right\rangle$ be a c.e. presentation of the atomless martingale $M$ given by Proposition 2.9. Let $f=\psi_{\text {inst }}\left(\left\langle M_{s}\right\rangle\right)$. Since $\psi_{\text {inst }}$ is a computable mapping and $\left\langle M_{s}\right\rangle$ is computable, so is $f$. Suppose that $X$ computes a Jordan decomposition $(g, h)$ of $f \upharpoonright I_{\mathbb{Q}}$. Then $N=\psi_{\text {sol }}\left(\left\langle M_{s}\right\rangle,(g, h)\right)$ is also $X$-computable; since $N$ majorizes $M, X$ is PA complete.

Proposition 2.14 also allows us to transfer our non-uniformity result.
Corollary 2.16. For any computable function $f:[0,1] \rightarrow \mathbb{R}$ of bounded variation and any $k$, there is no uniform way to compute a $\mathrm{DNC}_{k}$ function from (a name of) any Jordan decomposition $(g, h)$ of $f \upharpoonright I_{\mathbb{Q}}$.

Proof. Suppose that $\Gamma$ is a Turing functional mapping (names of) pairs of real-valued functions $(g, h)$ on $I_{\mathbb{Q}}$ to $k$-valued functions on $\omega$. Let $f:[0,1] \rightarrow \mathbb{R}$ be computable

[^6]of bounded variation; we need to show that there is some Jordan decomposition $(g, h)$ of $f$ such that $\Gamma(g, h) \notin \mathrm{DNC}_{k}$.

Let $\left(\varphi_{\text {inst }}, \varphi_{\text {sol }}\right)$ be a Weihrauch reduction of $\mathrm{JD}_{\mathbb{Q}}$ to AMD ; let $\left\langle M_{s}\right\rangle=\varphi_{\text {inst }}(f)$, and let $M=\lim _{s} M_{s}$. Note that $\left\langle M_{s}\right\rangle$ is computable, so $M$ is c.e. Recalling that $m$ is the optimal c.e. supermartingale, fix a $d>0$ such that $d m \geqslant M$.

We define a functional $\Theta$ by letting $\Theta(N)=\Gamma\left(\psi_{\text {sol }}(f, d N)\right)$. By Proposition 2.12, there is a martingale $N$ majorizing $m$ such that $\Theta(N) \notin \operatorname{DNC}_{k}$. Then $(g, h)=$ $\psi_{\text {sol }}(f, d N)$ is a Jordan decomposition of $f \upharpoonright I_{\mathbb{Q}}$ such that $\Gamma(g, h) \notin \mathrm{DNC}_{k}$.

Remark 2.17. The proof of Corollary 2.16 shows that we can compute a Jordan decomposition on $I_{\mathbb{Q}}$ of a computable function $f$ of bounded variation, uniformly given a martingale $N$ majorizing $m$ and a computable index for (a name of) $f$. This is because the constant $d$ can be computed given a computable index for $f$.

It remains to prove Proposition 2.14.
The first step is to translate the problem to the dyadic rationals, $\mathbb{Q}_{2}$. Let $I_{\mathbb{Q}_{2}}=[0,1] \cap \mathbb{Q}_{2}$. We define the following Weihrauch problem:

- $\mathrm{JD}_{\mathbb{Q}_{2}}$ : instances are continuous functions $f:[0,1] \rightarrow \mathbb{R}$ of bounded variation; solutions for $f$ are Jordan decompositions of $f \upharpoonright I_{\mathbb{Q}_{2}}$.

Lemma 2.18. The problems $\mathrm{JD}_{\mathbb{Q}}$ and $\mathrm{JD}_{\mathbb{Q}_{2}}$ are strong Weihrauch equivalent.
Proof. Let $b:[0,1] \rightarrow[0,1]$ be a computable, order-preserving bijection such that $b\left[I_{\mathbb{Q}}\right]=I_{\mathbb{Q}_{2}}$; we get this by extending a computable, order preserving bijection between $I_{\mathbb{Q}}$ and $I_{\mathbb{Q}_{2}}$. Note that $b^{-1}$ is also computable.

To reduce $\mathrm{JD}_{\mathbb{Q}}$ to $\mathrm{JD}_{\mathbb{Q}_{2}}$, map an instance $f$ to $f \circ b$; note that if $f$ has bounded variation, then so does $f \circ b$, in fact $V_{f \circ b}(1)=V_{f}(1)$. On the solution side, map a pair $(g, h)$ of functions defined on $I_{\mathbb{Q}_{2}}$ to the pair $\left(g \circ b^{-1}, h \circ b^{-1}\right)$.

To reduce $\mathrm{JD}_{\mathbb{Q}_{2}}$ to $\mathrm{JD}_{\mathbb{Q}}$, map an instance $f$ to itself. On the solution side, map a pair $(g, h)$ of functions defined on $I_{\mathbb{Q}}$ to the pair $\left(g \upharpoonright I_{\mathbb{Q}_{2}}, h \upharpoonright I_{\mathbb{Q}_{2}}\right)$.

Just for notational simplicity later, define the following Weihrauch problem:

- $\operatorname{PJD}_{\mathbb{Q}_{2}}$ : instances are continuous functions $f:[0,1] \rightarrow \mathbb{R}$ of bounded variation; solutions for $f$ are functions $g: I_{\mathbb{Q}_{2}} \rightarrow \mathbb{R}$ such that $\left(g, g-f \upharpoonright I_{\mathbb{Q}_{2}}\right)$ is a Jordan decomposition of $f \upharpoonright I_{\mathbb{Q}_{2}}$.
It is clear that $\mathrm{PJD}_{\mathbb{Q}_{2}}$ is Weihrauch equivalent to $\mathrm{JD}_{\mathbb{Q}_{2}}$; The reduction of $\mathrm{JD}_{\mathbb{Q}_{2}}$ to $\mathrm{PJD}_{\mathbb{Q}_{2}}$ is not strong.

The variation $V_{f}$ of a function $f: I_{\mathbb{Q}_{2}} \rightarrow \mathbb{R}$ is defined as usual, except that the partitions have binary rationals as endpoints. If $f:[0,1] \rightarrow \mathbb{R}$ is continuous of bounded variation then so is $\bar{f}=f \upharpoonright I_{\mathbb{Q}_{2}}$, and $V_{\bar{f}}=V_{f} \upharpoonright I_{\mathbb{Q}_{2}}$.

We will transform functions on $I_{\mathbb{Q}_{2}}$ of bounded variation into signed measures on $[0,1)$. To do this, we associate binary strings with dyadic rational numbers-the endpoints of the associated intervals - in the natural way. For the empty string $\lambda$, we let $l_{\lambda}=0$ and $r_{\lambda}=1$; for any finite binary string $\sigma$, we let $l_{\sigma^{\wedge} 0}=l_{\sigma}, r_{\sigma^{\wedge} 1}=r_{\sigma}$, and $r_{\sigma^{\wedge} 0}=l_{\sigma^{\wedge} 1}=\left(l_{\sigma}+r_{\sigma}\right) / 2$. We write $[\sigma)$ for the half-open interval $\left[l_{\sigma}, r_{\sigma}\right)$.

For a function $f: I_{\mathbb{Q}_{2}} \rightarrow \mathbb{R}$ of bounded variation, there is a (unique) signed measure $\mu^{f}$ on $[0,1)$ defined by

$$
\mu^{f}([\sigma))=f\left(r_{\sigma}\right)-f\left(l_{\sigma}\right)
$$

The map $f \mapsto \mu^{f}$ is computable. Observe that $f$ (defined on $I_{\mathbb{Q}_{2}}$ ) is non-decreasing if and only if $\mu^{f}$ is non-negative. If $f:[0,1] \rightarrow \mathbb{R}$ is continuous then we write $\mu^{f}$ for $\mu^{f \upharpoonright I_{\mathbb{Q}_{2}}}$. For brevity, for a signed measure $\mu$ and $\sigma \in 2^{<\omega}$, we write $\mu(\sigma)$ for $\mu([\sigma))$.

Observation 2.19. Let $f:[0,1] \rightarrow \mathbb{R}$ be continuous of bounded variation. A function $g: I_{\mathbb{Q}_{2}} \rightarrow \mathbb{R}$ is a $\mathrm{PJD}_{\mathbb{Q}_{2}}$-solution for $f$ if and only if $\mu^{g} \geqslant 0$ and $\mu^{g} \geqslant \mu^{f}$. This is because $\mu^{g-f \upharpoonright I_{\mathbb{Q}_{2}}}=\mu^{g}-\mu^{f \upharpoonright I_{\mathbb{Q}_{2}}}=\mu^{g}-\mu^{f}$.

The operation $f \mapsto \mu^{f}$ has an inverse of sorts: for any (finite) signed measure $\mu$ on $[0,1)$ we define $f_{\mu}:[0,1] \rightarrow \mathbb{R}$ by letting

$$
f_{\mu}(x)=\mu([0, x))
$$

This is known as the cumulative distribution function of $\mu$. The function $f_{\mu}$ is not necessarily $\mu$-computable (rather it is $\mu$-left-c.e.); however $f_{\mu} \upharpoonright I_{\mathbb{Q}_{2}}$ is $\mu$-computable (uniformly), because for $q \in I_{\mathbb{Q}_{2}}$ positive we have

$$
f_{\mu}(q)=\sum_{\tau \leqslant \sigma,|\tau|=|\sigma|} \mu(\tau)
$$

for any $\sigma$ such that $q=r_{\sigma}$. If $g:[0,1] \rightarrow \mathbb{R}$ is continuous of bounded variation, then $f_{\mu^{g}}=g-g(0)$. A measure $\mu$ is atomless if and only if $f_{\mu}$ is continuous.

The Hahn decomposition of a signed measure $\mu$ produces the variation $V_{\mu}$ of $\mu$ (often denoted by $|\mu|$ ); it is the least measure $\nu$ satisfying $\nu(A) \geqslant|\mu(A)|$ for all Borel $A$. The measure $V_{\mu}$ is $\mu$-left c.e., uniformly: there is a computable mapping taking $\mu$ to a lower semicontinuous presentation of $V_{\mu}$. This is because for all $\sigma$,

$$
V_{\mu}(\sigma)=\sup _{k \geqslant|\sigma|} \sum\{|\mu(\tau)|: \tau \geqslant \sigma \&|\tau|=k\}
$$

For a continuous $f$ on $[0,1]$ of bounded variation we have $V_{\mu^{f}}=\mu^{V_{f}}$.
Finally, we replace martingales by measures in the familiar way: a martingale $M$ corresponds to the measure defined by $\mu(\sigma)=2^{-|\sigma|} M(\sigma)$. We thus assume that instances and solutions of AMD are measures rather than martingales. We are ready to prove one direction of Proposition 2.14:

Proposition 2.20. $\mathrm{PJD}_{\mathbb{Q}_{2}}$ is strong Weihrauch reducible to AMD.
Proof. On the instance side, we map a continuous function $f:[0,1] \rightarrow \mathbb{R}$ of bounded variation to a lower semicontinuous presentation of $V_{\mu^{f}}=\mu^{V_{f}}$; we observed that this can be done computably. Since $f$ is continuous, so is $V_{f}$, so $\mu^{V_{f}}$ is atomless.

On the solution side, map a measure $\nu$ to $f_{\nu} \upharpoonright I_{\mathbb{Q}_{2}}$.
To show this works, suppose that $\nu \geqslant \mu^{V_{f}}$; then $\nu \geqslant \mu^{f}$, as $\mu^{V_{f}} \geqslant \mu^{f}$. Also $\nu \geqslant 0$. By Observation 2.19, $g=f_{\nu}$ is a $\mathrm{PJD}_{\mathbb{Q}_{2}}$-solution for $f$.

In the other direction, we need two facts.
Lemma 2.21. Let $(g, h)$ be a Jordan decomposition of a function $f: I_{\mathbb{Q}_{2}} \rightarrow \mathbb{R}$ of bounded variation. Then $\mu^{g}+\mu^{h} \geqslant \mu^{V_{f}}$.
Proof. The minimality property of $V_{\mu^{f}}$ means that it suffices to show that for all $\sigma$, $\max \left\{\mu^{g}(\sigma), \mu^{h}(\sigma)\right\} \geqslant\left|\mu^{f}(\sigma)\right|$. If $\mu^{f}(\sigma) \geqslant 0$, then $\mu^{g}(\sigma) \geqslant \mu^{f}(\sigma)$ as $\mu^{g} \geqslant \mu^{f}$ (by Observation 2.19). If $\mu^{f}(\sigma)<0$ then $\mu^{h}(\sigma)=\mu^{g}(\sigma)-\mu^{f}(\sigma)=\mu^{g}(\sigma)+\left|\mu^{f}(\sigma)\right| \geqslant$ $\left|\mu^{f}(\sigma)\right|$ because $\mu^{g} \geqslant 0$.

The second fact is taken from the proof of Theorem 3.5 of [13] by Freer et al. (joint with Rute). That theorem states that any continuous non-decreasing interval-c.e. function $f:[0,1] \rightarrow \mathbb{R}$ is of the form $V_{g}$ for some computable function $g$. (To say that $f$ is interval-c.e. means that the real $f(y)-f(x)$ is left-c.e., uniformly in rationals $x<y$.) Note that if $\mu$ is an atomless left-c.e. measure, then $f_{\mu}$ is interval c.e. So we can restate the result slightly as follows:

Proposition 2.22 ([13]). There is a computable mapping taking any lower semicontinuous presentation $\left\langle\nu_{s}\right\rangle$ of an atomless measure $\nu$ to a continuous function $g:[0,1] \rightarrow \mathbb{R}$ of bounded variation such that $\nu=V_{\mu^{g}}$.

Sketch of proof. We define a signed measure $\eta$ and let $g=f_{\eta}$ (so $\eta=\mu^{g}$ ). The rough idea is as follows. By stage $s$, we have defined $\eta(\sigma)$ for all $\sigma$ of length $\leqslant \ell_{s}$ for some $\ell_{s} \in \omega$, with $|\eta(\sigma)| \leqslant \nu_{s}(\sigma)$ for all such $\sigma$. At stage $s$ we define $\eta(\tau)$ for longer strings $\tau$ (preserving $|\eta(\tau)| \leqslant \nu_{s}(\tau)$ ), by letting $\left|\eta\left(\tau^{\wedge} i\right)\right|=\nu_{s}\left(\tau^{\wedge} i\right)$ for the $i$ for which the latter is the smaller between $\nu_{s}\left(\tau^{\wedge} 0\right)$ and $\nu_{s}\left(\tau^{\wedge} 1\right)$; but we keep the sign of $\eta\left(\tau^{\wedge} i\right)$ the same as that of $\eta(\tau)$. As we go along, at every level $n \geqslant \ell_{s}$, at most $2^{\ell_{s}}$ many strings $\tau$ of length $n$ have $|\eta(\tau)| \neq \nu_{s}(\tau)$. As $\nu_{s}$ is atomless (because $\nu$ is), eventually the discrepancy between $\nu_{s}(\sigma)$ and $\sum_{\tau>\sigma \&|\tau|=n}|\eta(\tau)|$ is small for each $\sigma$ of length $\ell_{s}$, which is when we halt stage $s$ and declare the next value $\ell_{s+1}$. To get $g=f_{\eta}$ computable from $\left\langle\nu_{s}\right\rangle$, we need to ensure that $\ell_{s}$ is sufficiently long so that $\nu_{s}(\sigma) \leqslant 2^{-s}$ for all $\sigma$ of length $\ell_{s}$, which again is possible because $\nu_{s}$ is atomless. ${ }^{10}$

The following now completes the proof of Proposition 2.14:
Proposition 2.23. AMD is strong Weihrauch reducible to $\mathrm{JD}_{\mathbb{Q}_{2}}$.
Proof. On the instance side, using Proposition 2.22, map a lower semicontinuous presentation $\left\langle\nu_{s}\right\rangle$ of an atomless measure function $\nu$ to a continuous $f$ such that $\nu=V_{\mu^{f}}=\mu^{V_{f}}$. On the solution side, map $(g, h): I_{\mathbb{Q}_{2}} \rightarrow \mathbb{R}$ to $\mu^{g}+\mu^{h}$. Lemma 2.21 says that this works.

## 3. A $K$-compression function without PA degree

We provide a proof that there is a $K$-compression function that does not have PA degree. This should be considered a warm-up for the somewhat more involved proof of Theorem 5.5, which by Propositions 4.1 and 5.1 implies the present result.

As this is a warm-up, we introduce notation which may appear cumbersome at present, but will be useful later. In the current argument, we work in the space $\mathrm{id}^{\omega}$, which, recall, is the space of identity-bounded functions. We also let $\mathrm{id}^{\leqslant \omega}=\mathrm{id}^{\omega} \cup \mathrm{id}^{<\omega}$ be the collection of identity-bounded sequences, finite and infinite. For $\sigma \in \mathrm{id}^{<\omega}$, we let

$$
[\sigma]=\left\{f \in \mathrm{id}^{\leqslant \omega}: \sigma \preccurlyeq f\right\} .
$$

The sets $[\sigma] \cap \mathrm{id}^{\omega}$ are the basic clopen subsets of $\mathrm{id}^{\omega}$, and generate the topology on that space, which is the topology inherited from Baire space.

[^7]For convenience, we treat prefix-free complexity $K$ as a function on $\omega$ (via the length-lexicographical ordering of binary strings). The weight of a function $f \in \omega^{\leqslant \omega}$ is

$$
\mathrm{wt}(f)=\sum_{n \in \operatorname{dom} f} 2^{-f(n)}
$$

We say that $f \in \omega^{\omega}$ has finite weight if $\mathrm{wt}(f)<\infty$. For a set $A \subseteq \mathrm{id}^{\leqslant \omega}$ and real number $r$, we let

$$
A_{\leqslant r}=\{f \in A: \mathrm{wt}(f) \leqslant r\},
$$

and we similarly define $A_{<r}$ and $A_{>r}$. If $P \subseteq \mathrm{id}^{\omega}$ is a $\Pi_{1}^{0}$ class, then for any rational number $q, P_{\leqslant q}$ is a $\Pi_{1}^{0}$ class as well. This is not usually true for $P_{<q}$ (let alone $\left.P_{>q}\right)$. Note that the space $\mathrm{id}^{\omega}$, by definition, is computably bounded, and so $\Pi_{1}^{0}$ subclasses of id ${ }^{\omega}$ are effectively compact: from a cover of such a set generated by a c.e. collection of basic clopen sets, we can effectively find a finite sub-cover. Also, every PA degree computes an element of each nonempty such set.

Let $P^{K}=\left\{f \in \mathrm{id}^{\omega}: f \leqslant K\right\}$. Note that $P^{K}$ is a $\Pi_{1}^{0}$ class.
Lemma 3.1. $P^{K}$ contains a finite weight function; indeed, $P_{\leqslant 3}^{K} \neq \varnothing$.
Proof. This follows from the fact that $\mathrm{wt}(K)=\sum_{n \in \omega} 2^{-K(n)}<1$. Let $K^{*}(n)=$ $\min \{K(n), n\}$. Then $K^{*} \in P^{K}$ and $\mathrm{wt}\left(K^{*}\right) \leqslant \mathrm{wt}(K)+\sum_{n \in \omega} 2^{-n}<3$.

This proves that every PA degree computes a $K$-bounded function of finite weight (a fact we already saw in the introduction). Note that as wt $(K)<1$, a $K$-bounded function of finite weight can be, by finite alteration, changed to a $K$-bounded function with weight bounded by 1 , so such functions have the same Turing degrees as $K$-compression functions.

Our goal is to prove that being of PA degree is not necessary to compute a $K$-bounded function of finite weight.
Theorem 3.2. There is a $K$-bounded function $f: \omega \rightarrow \omega$ of finite weight that does not have PA degree.
Proof. We build $f$ using a forcing argument. The forcing conditions are triples of the form $(\sigma, P, q)$ where:

- $\sigma \in \mathrm{id}^{<\omega}$;
- $P \subseteq P^{K} \cap[\sigma]$ is a $\Pi_{1}^{0}$ class such that:
- if $h \in P, g \leqslant h$, and $g \in[\sigma]$, then $g \in P ;$
- $q \in \mathbb{Q}$ and $P_{\leqslant q} \neq \varnothing$.

The condition $(\sigma, P, q)$ should be thought of as saying that $f \in P_{\leqslant q}$. We say that $(\tau, R, s)$ extends $(\sigma, P, q)$ if $\sigma \leqslant \tau, R \subseteq P$, and $s \leqslant q$. Note that $\left(\left\rangle, P^{K}, 3\right)\right.$ is a condition, so the set of conditions is nonempty.

For a filter $G$ of forcing conditions, we let

$$
f_{G}=\bigcup\{\sigma:(\sigma, P, q) \in G \text { for some } P \text { and } q\}
$$

Then $f_{G} \in \mathrm{id}^{\leqslant \omega}$. If $(\sigma, P, q)$ is a condition, then we can find $\tau$ properly extending $\sigma$ such that $(\tau, P \cap[\tau], q)$ is also a condition (take $\tau$ to be an initial segment of a function witnessing that $P_{\leqslant q}$ is nonempty). This shows that if $G$ is only mildly generic, then $f_{G}$ is defined on all of $\omega$.
Lemma 3.3. Suppose that $(\sigma, P, q) \in G$. Then $f_{G} \in P_{\leqslant q}$.

Proof. Let $\tau<f_{G}$. Then there is a condition $(\tau, Q, s) \in G$. By extending this condition (and possibly $\tau$ ), we may assume that $(\tau, Q, s)$ extends the condition $(\sigma, P, q)$. Since $Q_{\leqslant s}$ is nonempty and $Q_{\leqslant s} \subseteq[\tau] \cap P_{\leqslant q}$, we have that $[\tau] \cap P_{\leqslant q}$ is nonempty. This is true for all $\tau<f_{G}$. Since $P_{\leqslant q}$ is closed, we have $f_{G} \in P_{\leqslant q}$.

By definition, $P \subseteq P^{K}$ for any condition $(\sigma, P, q)$, so $f_{G}$ is $K$-bounded. Lemma 3.3 also implies that $\mathrm{wt}\left(f_{G}\right)$ is finite.

There is not much difference between $P_{\leqslant q}$ and $P_{<q}$.
Lemma 3.4. Let $(\sigma, P, q)$ be a condition. Then $P_{<q}$ is nonempty.
Proof. Suppose not. Then $P_{\leqslant q}$ is nonempty and every element of $P_{\leqslant q}$ has weight exactly $q$, i.e., $P_{\leqslant q}=P_{=q}$. This gives us an algorithm for computing $\varnothing^{\prime}$. Note that if $m$ enters $\varnothing^{\prime}$ at stage $s$, then $K(s) \leqslant^{+} m$. Hence it suffices, given any $m \in \omega$ to find an $n \in \omega$ such that $K(x) \geqslant m$ for all $x \geqslant n$.

To do so, let $T$ be a computable subtree of $\mathrm{id}^{<\omega}$ such that $[T]=P_{=q}$. For $r<q$, recall that $\mathrm{id}_{>r}^{<\omega}$ is the collection of finite $\tau$ such that $\mathrm{wt}(\tau)>r .{ }^{11}$ Let $T_{n}$ be the set of strings on $T$ of length $n$. Since $P_{=q} \subseteq \operatorname{id}_{>r}^{\omega}$ and id ${ }^{\omega}$ is compact, for every $r<q$ there is an $n \in \omega$ such that $T_{n} \subseteq \mathrm{id}_{>r}^{<\omega}$; such $n$ can be of course found effectively from $r$. If $T_{n} \subseteq \mathrm{id}_{>q-2^{-m}}^{<\omega}$, then $K(x)>m$ for all $x \geqslant n$. For we know that there is some $\sigma \in T_{n}$ which is extendible $\left([\sigma] \cap P_{=q} \neq \varnothing\right.$ ); if $h \in[\sigma] \cap P_{=q}, x \geqslant|\sigma|$, and $\mathrm{wt}(h)-\mathrm{wt}(\sigma)<2^{-m}$ then $h(x)>m$. Since $(\sigma, P, q)$ is a condition, we know that $h \leqslant K$.

Remark 3.5. By the foregoing fact, if $(\rho, R, t)$ is a condition, then there is a $t^{\prime}<t$ such that $\left(\rho, R, t^{\prime}\right)$ is a condition as well. Thus, by genericity, if $(\sigma, P, q) \in G$, then there is some $q^{\prime}<q$ such that $\left(\sigma, P, q^{\prime}\right) \in G$. By Lemma 3.3, $f_{G} \in P_{\leqslant q^{\prime}}$, and so $f_{G} \in P_{<q}$.

The main work is to show that $f_{G}$ does not have PA degree. This will follow from genericity (and Lemma 3.3), once we show that for any Turing functional $\Gamma$, the collection of conditions

$$
D_{\Gamma}=\left\{(\sigma, P, q):\left(\forall h \in P_{\leqslant q}\right) \Gamma(h) \notin \mathrm{DNC}_{2}\right\}
$$

is dense in our forcing partial order.
First, we extend to a condition that gives us some "breathing room". We let

$$
F=\left\{(\sigma, P, q): P_{<\mathrm{wt}(\sigma)+\varepsilon} \neq \varnothing \text { where } \varepsilon=(q-\mathrm{wt}(\sigma)) / 3\right\}
$$

Lemma 3.6. The collection $F$ of conditions is dense.
Proof. Let $(\tau, Q, p)$ be a condition. By Lemma 3.4, let $h \in Q_{<p}$. Pick $\varepsilon$ small enough so that $\mathrm{wt}(h)+3 \varepsilon<p$. Take $\sigma<h$ extending $\tau$ such that $\mathrm{wt}(h)-\mathrm{wt}(\sigma)<\varepsilon$. Then $(\sigma, Q \cap[\sigma], \mathrm{wt}(\sigma)+3 \varepsilon)$ is an extension of $(\tau, Q, p)$ in $F$.

It thus suffices to show that every condition in $F$ has an extension in $D_{\Gamma}$. Note that if $(\sigma, P, q) \in F$ with $\varepsilon=(q-\mathrm{wt}(\sigma)) / 3$, then $(\sigma, P, \mathrm{wt}(\sigma)+\varepsilon)$ is also a condition; however we will find an extension of $(\sigma, P, q)$ in $D_{\Gamma}$, rather than of $(\sigma, P, \operatorname{wt}(\sigma)+\varepsilon)$.

Fix some $\left(\sigma^{*}, P^{*}, q\right) \in F$; let $r=\operatorname{wt}\left(\sigma^{*}\right)$ and $\varepsilon=(q-r) / 3$.

[^8]As we did in the proof of Proposition 2.5, we define a partial computable process which may either output 0 or 1 (or diverge). The output of this process will be $J(e)$ for some $e$, and by the recursion theorem, we may assume we know $e$ in the definition of this process. Consider the $\Pi_{1}^{0}$ class $Q$ obtained from $P^{*}$ by removing not only all the strings $\tau$ of weight below $r+2 \varepsilon$ for which $\Gamma(\tau, e) \downarrow$, but also all strings majorizing such strings $\tau$ :

$$
Q=\left\{h \in P^{*}:(\forall \tau \leqslant h) \tau \notin C\right\}
$$

where

$$
C=\left\{\tau \in\left(\mathrm{id}^{<\omega} \cap\left[\sigma^{*}\right]\right)_{<r+2 \varepsilon}: \Gamma(\tau, e) \downarrow\right\} .
$$

The point is that if $h \in Q, g \leqslant h$, and $\sigma^{*}<g$, then $g \in Q .{ }^{12}$
If $Q_{\leqslant r+2 \varepsilon} \neq \varnothing$, then our partial computable process does not terminate. Suppose now that $Q_{\leqslant r+2 \varepsilon}=\varnothing$. This is eventually effectively recognised, as $Q_{\leqslant r+2 \varepsilon}$ is a $\Pi_{1}^{0}$ class effectively obtained from $e$. In this case the process terminates; we will determine its output $i \in\{0,1\}$ through Lemma 3.8. We use the following auxiliary fact:

Lemma 3.7. If $Q_{\leqslant r+2 \varepsilon}=\varnothing$, then we can effectively find an $n \in \omega$ and a set $E \subseteq \mathrm{id}^{=n}$ such that:
(1) Every $\sigma \in E$ extends $\sigma^{*}$ and $\operatorname{wt}(\sigma)<r+2 \varepsilon$ (that is, $E \subseteq \mathrm{id}^{=n} \cap\left[\sigma^{*}\right]_{<r+2 \varepsilon}$ );
(2) For every $\sigma \in E$, there is a $\tau \leqslant \sigma$ (in particular $|\tau| \leqslant|\sigma|$ ) in $C$.
(3) If $\sigma \in E, \sigma^{\prime} \in\left[\sigma^{*}\right]_{<r+2 \varepsilon}$, and $\sigma^{\prime} \leqslant \sigma$, then $\sigma^{\prime} \in E$.
(4) There is a $\sigma \in E$ such that $[\sigma] \cap P_{<r+\varepsilon}^{*} \neq \varnothing$.

Proof. Let $S$ be a computable tree such that $[S]=P^{*}$; we may assume that if $\sigma \in S, \sigma^{\prime} \leqslant \sigma$, and $\sigma^{\prime} \in\left[\sigma^{*}\right]$, then $\sigma^{\prime} \in S$; this is because if $\sigma$ is extendible in $P^{*}$ (meaning $\left.[\sigma] \cap P^{*} \neq \varnothing\right)$ then so is $\sigma^{\prime}$. Let $S_{Q}=\{\sigma \in S:(\forall \tau \leqslant \sigma) \tau \notin C\}$. Then $\left[S_{Q}\right]=Q$; since $Q_{\leqslant r+2 \varepsilon}$ is empty, by compactness, we can find some $n$ such that every sequence of length $n$ in $S_{Q}$ has weight $>r+2 \varepsilon$. We then let $E$ be the collection of sequences of length $n$ in $S_{<r+2 \varepsilon}$. Properties (1)-(3) follow from the definition of $S_{Q}$. Property (4) holds because $P_{<r+\varepsilon}^{*}$ is nonempty; some $\sigma$ of length $n$ has an extension in $P^{*}$ of weight $<r+\varepsilon$, and necessarily, $\sigma \notin S_{Q}$.

Having obtained $E$, we let

$$
\widehat{E}=E_{<r+\varepsilon}=\{\sigma \in E: \operatorname{wt}(\sigma)<r+\varepsilon\} .
$$

Condition (4) says that $\widehat{E}$ is nonempty, indeed some $\sigma \in \widehat{E}$ is extendible in $P_{<r+\varepsilon}^{*}$. Now an important point is that if $\sigma, \sigma^{\prime} \in \widehat{E}$, then the pointwise minimum min $\left(\sigma, \sigma^{\prime}\right)$ is in $E$, as both $\sigma$ and $\sigma^{\prime}$ extend $\sigma^{*}$ and so $\operatorname{wt}(\sigma)-\operatorname{wt}\left(\sigma^{*}\right)<\varepsilon$, and similarly for $\sigma^{\prime}$. This allows us to show the following. For $i \in\{0,1\}$, let $C_{i}=\{\tau \in C: \Gamma(\tau, e)=i\}$; we assume that $\Gamma$ maps into $\{0,1\}$-valued functions, so $C=C_{0} \cup C_{1}$.
Lemma 3.8. There is some $i \in\{0,1\}$ such that for every $\sigma \in \widehat{E}$ there is a $\tau \leqslant \sigma$ in $C_{i}$. We declare this $i$ the output of our partial computable process.

[^9]Proof. For any pair $\sigma, \sigma^{\prime}$ of strings from $\widehat{E}$, find some $\tau \leqslant \min \left(\sigma, \sigma^{\prime}\right)$ in $C$; let $c\left(\left\{\sigma, \sigma^{\prime}\right\}\right)=\Gamma(\tau, e)$. By Lemma 2.3, there is a colour $i \in\{0,1\}$ such that for all $\sigma \in \widehat{E}$, there is a $\sigma^{\prime} \in \widehat{E}$ such that $c\left(\left\{\sigma, \sigma^{\prime}\right\}\right)=i$. (This is easy; if it fails for 0 , then a single $\sigma^{\prime}$ witnesses it for 1.) This colour $i$ is as required.

We now describe the extension of $\left(\sigma^{*}, P^{*}, r+3 \varepsilon\right)$ in $D_{\Gamma}$. There are two cases. If $Q_{\leqslant r+2 \varepsilon}$ is nonempty, then $\left(\sigma^{*}, Q, r+2 \varepsilon\right)$ is a condition, and $\Gamma(h, e) \uparrow$ for all $h \in Q_{\leqslant r+2 \varepsilon}$. We assume, then, that $Q_{\leqslant r+2 \varepsilon}$ is empty. Let $i$ be the outcome of the partial computable process described above (which has an output in this case). Let $\sigma \in \widehat{E}$ be extendible in $P_{<r+\varepsilon}^{*}$; fix an $h \in P_{<r+\varepsilon}^{*}$ with $\sigma<h$. Let $\tau \leqslant \sigma$ be in $C_{i}$.

Let $R=P^{*} \cap[\tau]$. We claim that $R_{\leqslant r+3 \varepsilon}$ is nonempty. For we can let $g=\tau^{\wedge} h \uparrow$ $[|\tau|, \infty)$. Note that $g \leqslant h$, so $g \in P^{*}$. And
$\mathrm{wt}(g)=\mathrm{wt}(\tau)+(\mathrm{wt}(h)-\mathrm{wt}(h \uparrow|\tau|)) \leqslant \mathrm{wt}(\tau)+\left(\mathrm{wt}(h)-\mathrm{wt}\left(\sigma^{*}\right)\right)<(r+2 \varepsilon)+\varepsilon$.
Thus $(\tau, R, r+3 \varepsilon)$ is a condition extending $\left(\sigma^{*}, P^{*}, r+3 \varepsilon\right)$. Every $h \in R$ extends $\tau$, so $\Gamma(h, e)=i=J(e)$. Therefore, $\Gamma(h) \notin \mathrm{DNC}_{2}$.

## 4. The discrete covering property

In this section, we show that having the discrete covering property is equivalent to computing a $K$-compression function, and that such oracles compute $h$-bounded DNC functions for any order function $h$. Recall that we defined the discrete covering property in terms of sequences of subsets of $\omega$. For the first proof in this section, it is convenient to work with sequences $\bar{A}=\left\langle A_{n}\right\rangle$ of subsets of $2^{<\omega}$, which is a clearly a harmless translation. Similarly, in the second proof, we work with sequences of subsets of $\omega^{<\omega}$.

Proposition 4.1. An oracle $D$ computes a $K$-compression function if and only if it has the discrete covering property.

Proof. The equivalence is straightforward. First, assume that $D$ has the discrete covering property. Let $A_{n}=\{\sigma: K(\sigma) \leqslant n\}$, so $\bar{A}=\left\langle A_{n}\right\rangle$ is a uniformly c.e. sequence such that $\operatorname{wt}(\bar{A})<2$. Thus there is a $D$-computable sequence $\bar{B}=\left\langle B_{n}\right\rangle$ of finite weight that covers $\bar{A}$. Define a $D$-computable function $f$ as follow: let $f(\sigma)$ be the least $n$ such that $\sigma \in B_{n}$. This ensures that $f(\sigma) \leqslant K(\sigma)$ and $\mathrm{wt}(f)<\mathrm{wt}\left(B_{n}\right)<\infty$. Some finite alteration of $f$ is a $K$-bounded function with weight bounded by 1 , and an application of the Kraft-Chaitin theorem gives us a $D$-computable $K$-compression function.

For the other direction, assume that $F: 2^{<\omega} \rightarrow 2^{<\omega}$ is a $K$-compression function computable from $D$. Let $\bar{A}$ be a uniformly c.e. sequence of finite weight. Then there is a $c \in \omega$ such that $\sigma \in A_{n}$ implies that $K(\sigma) \leqslant n+c$. Hence $\sigma \in A_{n}$ implies that $|F(\sigma)| \leqslant n+c$. Define $B_{n}=\{\sigma:|F(\sigma)| \leqslant n+c\}$, so $\bar{B}$ is a $D$-uniformly computable sequence that covers $\bar{A}$. Also,

$$
\mathrm{wt}(\bar{B}) \leqslant 2^{c+1} \sum_{\sigma \in 2^{<\omega}} 2^{-|F(\sigma)|} \leqslant 2^{c+1}
$$

Therefore, $D$ has the discrete covering property.
Remark 4.2. Note that by this proof, the sequence $\bar{A}=\left\langle A_{n}\right\rangle$ given by $A_{n}=$ $\{\sigma: K(\sigma) \leqslant n\}$ is universal: if $D$ computes a cover for $\bar{A}$, it has the discrete covering property.

Recall that an order function is a computable, nondecreasing, unbounded function on $\omega$.

Proposition 4.3. Let $h: \omega \rightarrow \omega \backslash\{0,1\}$ be any order function. Suppose an oracle $D$ has the discrete covering property. Then $D$ computes an $h$-bounded DNC function.

Proof. Fix an increasing computable function $g$ such that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \frac{h(g(m))}{2^{m}}=\infty . \tag{4.1}
\end{equation*}
$$

We build a uniformly c.e. sequence $\bar{A}=\left\langle A_{n}\right\rangle$ of subsets of $h^{<\omega}$ as follows. If $k$ enters $\varnothing^{\prime}$ at stage $s$, then find a $\tau \in h^{<\omega}$ of length $g(s)$ such that

$$
(\forall n<g(s)) J_{s}(n) \downarrow<h(n) \Longrightarrow \tau(n)=J_{s}(n) .
$$

In other words, except that it must remain $h$-bounded, $\tau$ is trying to be an extension of $J$ at stage $s$. For each $m \leqslant s$, put $\tau \upharpoonright g(m)$ into $A_{k+m+2}$. We act for each $k$ at most once, so

$$
\mathrm{wt}(\bar{A})<\sum_{k \in \omega} \sum_{m \in \omega} 2^{-k-m-2}=\sum_{k \in \omega} 2^{-k-1}=1 .
$$

Let $\bar{B}$ be a $D$-computable sequence of subsets of $h^{<\omega}$ such that $\mathrm{wt}(\bar{B})$ is finite. By removing finitely many elements, we may assume that $\mathrm{wt}(\bar{B}) \leqslant 1$.

There are two cases, much like in the proof of Proposition 2.9. First, assume that there is a $k$ such that for all $m$, there is a $\tau \in B_{k+m+2}$ of length $g(m)$ such that

$$
(\forall n<g(m)) J(n) \downarrow<h(n) \Longrightarrow \tau(n)=J(n) .
$$

Define a $D$-computable function $f: \omega \rightarrow \omega$ such that if $n \in[g(m-1), g(m))$, then $f(n)$ is different from $\tau(n)$ for every $\tau \in B_{k+m+2}$ of length $g(m)$. Our assumption guarantees that if $f(n)<h(n)$, then $f(n) \neq J(n)$. Note that there are at most $2^{k+m+2}$ elements of $B_{k+m+2}$, hence we can ensure that $f(n) \leqslant 2^{k+m+2}$ for all such $n$. But by (4.1), we have $h(g(m-1))>2^{k+m+2}$ for all sufficiently large $m$. Therefore, $f(n)<h(n)$ for all sufficiently large $n$. By taking a finite modification of $f$, we get a $D$-computable $h$-bounded DNC function.

If the first case fails, then for every $k$ there is an $m$ and a $t$ such that

$$
\left(\forall \tau \in B_{k+m+2} \cap \omega^{g(m)}\right)(\exists n<g(m))\left[J_{t}(n) \downarrow<h(n) \text { but } \tau(n) \neq J_{t}(n)\right] .
$$

Note that we can find such an $m$ and $t$ effectively from $\bar{B}$, hence from $D$. Let $s(k)=\max \{m, t\}$, so $s$ is a $D$-computable function. By the construction of $\bar{A}$, it cannot be the case that $k$ enters $\varnothing^{\prime}$ after stage $s(k)$. Therefore, $\varnothing^{\prime} \leqslant{ }_{\mathrm{T}} D$, so $D$ computes a $\mathrm{DNC}_{2}$ function (which is certainly $h$-bounded).

## 5. The (Strong) continuous covering property

Recall from the introduction that by definition, an oracle $D$ has the continuous covering property if for every $\Pi_{1}^{0}$ class $P$ of positive measure, there is a $D$-computable tree $T \subseteq 2^{<\omega}$ with no dead ends such that $\lambda([T])>0$ and $[T] \subseteq P$. The main result of this section, and arguably of the paper, is that the continuous covering property does not imply PA completeness. We also relate the continuous covering property to the discrete covering property and to High(CR, MLR). Everything we prove about the continuous covering property actually holds for a possibly stronger variant of this notion; see Definition 5.2 below.

Proposition 5.1. Every oracle that has the continuous covering property also has the discrete covering property.
Proof. Let $\left\langle C_{n, k}\right\rangle$ be a computable array of independent clopen subsets of $2^{\omega}$ (each given canonically) such that $\lambda\left(C_{n, k}\right)=2^{-n}$ for all $k$. For an sequence $\bar{A}=\left\langle A_{n}\right\rangle$ of subsets of $\omega$ such that $\operatorname{wt}(\bar{A})<\infty$. Consider the $\Sigma_{1}^{0}$ class

$$
U=\bigcup\left\{C_{n, k}: k \in A_{n}\right\} .
$$

Note that

$$
\lambda(U)=1-\prod_{n \in \omega} \prod_{k \in A_{n}}\left(1-2^{-n}\right)
$$

But $\prod_{n \in \omega} \prod_{k \in A_{n}}\left(1-2^{-n}\right)>0$ if and only if $\operatorname{wt}(\bar{A})=\sum_{n \in \omega} \sum_{k \in A_{n}} 2^{-n}<\infty$. Therefore, $\lambda(U)<1$.

If $D$ has the continuous covering property, then there is an open set $V \supseteq U$ such that $\lambda(V)<1$ and $S_{V}=\left\{\sigma \in 2^{<\omega}:[\sigma] \subseteq V\right\}$ is $D$-computable. Let $B_{n}=$ $\left\{k: C_{n, k} \subseteq V\right\}$. Then $\bar{B}=\left\langle B_{n}\right\rangle$ is a $D$-computable cover of $\bar{A}$. All that remains is to prove that $\bar{B}$ has finite weight. But

$$
1-\prod_{n \in \omega} \prod_{k \in B_{n}}\left(1-2^{-n}\right) \leqslant \lambda(V)<1,
$$

so $\prod_{n \in \omega} \prod_{k \in B_{n}}\left(1-2^{-n}\right)>0$. This implies that $\mathrm{wt}(\bar{B})=\sum_{n \in \omega} \sum_{k \in B_{n}} 2^{-n}<\infty$.
Note that nothing prevents $[T]$ in the definition of the continuous covering property from having intervals in which it is nonempty but has measure zero (or even from having isolated paths). It is convenient to work with an apparently stronger notion in which such intervals are explicitly forbidden.

Definition 5.2. We say that $D$ has the strong continuous covering property if for every $\Pi_{1}^{0}$ class $P$ of positive measure, there is a $D$-computable tree $T \subseteq 2^{<\omega}$ such that $T \neq \varnothing,[T] \subseteq P$, and for all $\sigma \in T, \lambda([T] \cap[\sigma])>0$.

We do not know whether the strong continuous covering property and the continuous covering property are equivalent.

One reason that the strong continuous covering property is convenient is that we can show that there is a "universal" $\Pi_{1}^{0}$ class for this property (compare with Remark 4.2). Let $U$ be the first component of the standard universal Martin-Löf test, i.e., the test obtained by combining all Martin-Löf tests. So $\lambda(U)<1$ and for any Martin-Löf test $\left\langle V_{n}\right\rangle$ there is an $n$ such that $V_{n} \subseteq U$. Let $\mathbf{P}$ be the complement of $U$, so it is a positive measure $\Pi_{1}^{0}$ class. The following lemma states that having the strong continuous covering property for $\mathbf{P}$ is enough to ensure the strong continuous covering property in general.

For any $W \subseteq 2^{\omega}$ and $\sigma \in 2^{<\omega}$, let $W \mid \sigma=\left\{X \in 2^{\omega}: \sigma^{\wedge} X \in W\right\}$.
Lemma 5.3. Suppose $T$ is a nonempty tree such that $[T] \subseteq \mathbf{P}$, and for all $\sigma \in T$, $\lambda([T] \cap[\sigma])>0$. Then $T$ has the strong continuous covering property.

Proof. We work in the dual setting, with $\Sigma_{1}^{0}$ classes. Let $T$ be a tree as described in the statement of the lemma. Let $W$ be the open class generated by $2^{<\omega} \backslash T$. So $\lambda(W)<1$, and $U \subseteq W$, where $U=2^{\omega} \backslash \mathbf{P}$ is the first component of the standard universal Martin-Löf test, as above. Also, we have

$$
2^{<\omega} \backslash T=\left\{\sigma \in 2^{<\omega}:[\sigma] \subseteq W\right\}=\left\{\sigma \in 2^{<\omega}: \lambda(W \mid \sigma)=1\right\}
$$

Let $V$ be a $\Sigma_{1}^{0}$ class with $\lambda(V)<1$. Let $S \subseteq 2^{<\omega}$ be a prefix-free c.e. set of strings such that $V=[S]$. Define $S^{n}$ recursively, as usual: let $S^{0}=\{\langle \rangle\}$ and define $S^{n+1}$ to be $\left\{\sigma^{\wedge} \tau: \sigma \in S^{n}\right.$ and $\left.\tau \in S\right\}$. It is straightforward to check that $\lambda\left(\left[S^{n}\right]\right)=(\lambda(V))^{n}$, so an effective subsequence of $\left\langle\left[S^{n}\right]\right\rangle$ forms a Martin-Löf test. Therefore, there is an $n$ such that $\left[S^{n}\right] \subseteq W$. Let $n$ be the least such; $n>0$ since $\lambda(W)<1$. Let $\sigma$ be a string witnessing that $\left[S^{n-1}\right] \nsubseteq W$, i.e., $\sigma \in S^{n-1}$ and $[\sigma] \nsubseteq W$. Now consider $W \mid \sigma$. We have that $[\sigma] \nsubseteq W$ implies that $\lambda(W \mid \sigma)<1$, and $\left[S^{n}\right] \subseteq W$ implies that $V=[S] \subseteq W \mid \sigma$. Note that

$$
\{\tau:[\tau] \subseteq W \mid \sigma\}=\left\{\tau:\left[\sigma^{\wedge} \tau\right] \subseteq W\right\}
$$

is $T$-computable. Finally, if $\lambda((W \mid \sigma) \mid \tau)=\lambda\left(W \mid \sigma^{\wedge} \tau\right)=1$, then $\left[\sigma^{\wedge} \tau\right] \subseteq W$, hence $[\tau] \subseteq W \mid \sigma$. Since $V$ was an arbitrary $\Sigma_{1}^{0}$ class with $\lambda(V)<1$, we have proved that $\operatorname{deg}_{\mathrm{T}}(T)$ has the strong continuous covering property.

In the next proposition, it will be convenient to work with exactly computable martingales, which are rational-valued martingales that are computable as functions from $2^{<\omega}$ to $\mathbb{Q} \cap[0, \infty)$. Schnorr [30] proved that for every computable martingale $V$, there is an exactly computable martingale $B$ such that $V(\sigma) \leqslant B(\sigma) \leqslant V(\sigma)+2$ for each $\sigma \in 2^{<\omega}$. In particular, $V$ and $B$ succeed on the same sequences. (See also [27, 7.3.8]; note that there, $B$ is called computable, which should be interpreted as "exactly computable" in the sense above.) We will use the relativized form of this fact.

Proposition 5.4. Every oracle $D$ in High(CR, MLR) has the strong continuous covering property.

Proof. By Proposition 1.6, there is a $D$-computable martingale $N$ that succeeds on all non-ML-random sequences. By the note above, we may assume that $N$ is exactly computable. We may also assume that $N(\rangle)<1$. Let $Q$ be the set of minimal strings $\sigma$ with $N(\sigma) \geqslant 1$ and let $V=[Q]$ be the $\Sigma_{1}^{0}[D]$ class generated by $Q$. Note that if $(\forall \tau \preccurlyeq \sigma) N(\tau)<1$, then $[\sigma] \nsubseteq V$, and in fact $\lambda(V \mid \sigma) \leqslant N(\sigma)<1$. Thus

$$
\left\{\sigma \in 2^{<\omega}:[\sigma] \subseteq V\right\}=\left\{\sigma \in 2^{<\omega}:(\exists \tau \preccurlyeq \sigma) N(\tau) \geqslant 1\right\}
$$

which is $D$-computable.
Let $U=2^{<\omega} \backslash \mathbf{P}$ be the first component of the standard universal Martin-Löf test and fix a prefix-free set $S \subseteq 2^{<\omega}$ such that $U=[S]$. We attempt to build a sequence of strings $\sigma_{0}<\sigma_{1}<\sigma_{2}<\cdots$ as follows. Let $\sigma_{0}=\langle \rangle$. If $\sigma_{n}$ has been defined, it must be the case that $\left[\sigma_{n}\right] \nsubseteq V$. If possible, pick a $\tau \in S$ such that $\left[\sigma_{n}{ }^{\wedge} \tau\right] \nsubseteq V$ and let $\sigma_{n+1}=\sigma_{n}{ }^{\wedge} \tau$.

If $\sigma_{n}$ exists for every $n$, then let $X=\bigcup_{n \in \omega} \sigma_{n}$. Note that $X \notin V$, so $N$ does not succeed on $X$; in fact, it never reaches 1 . On the other hand, $X \in \bigcap_{n \in \omega}\left[S^{n}\right]$, so it is not Martin-Löf random. This contradicts the choice of $N$.

Therefore, there is an $n$ such that $\sigma_{n}$ is defined, but $\sigma_{n+1}$ is not. So $\left[\sigma_{n}\right] \nsubseteq V$, but for every $\tau \in S$, we have $\left[\sigma_{n}{ }^{\wedge} \tau\right] \subseteq V$. This means that $U \subseteq V \mid \sigma_{n}$. We also have that $\lambda\left(V \mid \sigma_{n}\right)<1$. Finally, if $[\rho] \nsubseteq V \mid \sigma_{n}$, then it must be the case that $\lambda\left(\left(V \mid \sigma_{n}\right) \mid \rho\right)=\lambda\left(V \mid \sigma_{n} \hat{\rho} \rho\right) \leqslant N\left(\sigma_{n} \hat{\rho} \rho\right)<1$. Therefore, Lemma 5.3 tells us that $D$ has the strong continuous covering property.

Theorem 5.5. There is an oracle $D$ with the strong continuous covering property that does not have PA degree.

Proof. The proof of this theorem is an elaboration on the proof of Theorem 3.2. We will build a tree $T$ that does not have PA degree but which satisfies the hypothesis of Lemma 5.3. The tree $T$ is built by forcing. In the previous proof, forcing conditions specified a finite initial segment $\sigma$ of the $K$-compression function we built, a $\Pi_{1}^{0}$ class of possible extensions of $\sigma$, and a rational number $q$ with the promise that the function that we eventually build will have weight at most $q$. In the current construction, a forcing condition will specify: a finite initial segment of $T$ (which we code by its set of leaves $u$ ); a $\Pi_{1}^{0}$ class of possible extensions of $u$ to trees $S \subseteq \mathbf{P}$; and for each leaf $\sigma \in u$, a rational number $q_{\sigma}$ with the promise that the measure of $T \cap[\sigma]$ is at least $q_{\sigma}$. The structure of the proof is the same as before, but the combinatorial lemmas are more elaborate. We start with some terminology and notation.

We let $\mathcal{A}$ denote the set of nonempty trees with no dead ends. Coding strings by numbers, $\mathcal{A}$ itself is an effectively closed subset of Cantor space. We will work with $\Pi_{1}^{0}$ classes of trees with no dead ends, namely, $\Pi_{1}^{0}$ subclasses of $\mathcal{A}$. To keep notational complexity in check, below, we ignore the difference between $[T]$ and $T$ (for $T \in \mathcal{A}$ ) and write $T$ for both. Note that for $S, T \in \mathcal{A}$, we have $S \subseteq T$ iff $[S] \subseteq[T]$. For $S, T \in \mathcal{A}$, we let $S \wedge T$ denote the unique element $R$ of $\mathcal{A}$ such that $[R]=[S] \cap[T]$ (if $[S] \cap[T]$ is empty then $S \wedge T$ is undefined).

Infinite trees are built up of finite ones. Let $\mathcal{A}_{<\omega}$ be the collection of all nonempty finite subtrees of $2^{<\omega}$. For $T \in \mathcal{A}$ and $\vartheta \in \mathcal{A}_{<\omega}$, we say that $T$ extends $\vartheta$ (and sometimes write $\vartheta<T$ ) if $\vartheta \subset T$ and every $\sigma \in T$ is comparable with a leaf of $\vartheta$. For each $\vartheta \in \mathcal{A}_{<\omega}$, we let $[\vartheta]$ be the collection of $T \in \mathcal{A}$ that extend $\vartheta$. This is a clopen subset of $\mathcal{A}$, and the collection of these sets generates the topology on $\mathcal{A}$. We often restrict ourselves to trees of a fixed height; for $n \in \omega$, let $\mathcal{A}_{n}$ be the set of finite trees all of whose leaves have length $n$. For $\vartheta \in \mathcal{A}_{<\omega}$ and $n$ greater than the height of $\vartheta$, we let $[\vartheta]_{n}$ be the set of trees $\varpi \in \mathcal{A}_{n}$ which extend $\vartheta$, again in the sense that each $\tau \in \varpi$ extends some $\sigma \in \vartheta$ and each $\sigma \in \vartheta$ is extended by some $\tau \in \varpi$; we write $\vartheta \leqslant \varpi$. Note that for $\vartheta, \varpi \in \mathcal{A}_{<\omega}, \vartheta \leqslant \varpi$ if and only if $[\varpi] \subseteq[\vartheta]$.

We also implicitly use the bijection between $\mathcal{A}_{<\omega}$ and the collection of finite antichains of strings (a tree is mapped to its leaves). For example, for a finite antichain of strings $u$ we let $[u]$ be [ $\vartheta]$ where $u$ is the set of leaves of $\vartheta$. A tree $\vartheta \in \mathcal{A}_{<\omega}$ and its set of leaves are both identified with the clopen subset of $2^{\omega}$ determined by $\vartheta$. Thus for example, for a finite antichain $u$ of strings we let $\lambda(u)=\sum_{\sigma \in u} 2^{-|\sigma|}$. Similarly, for $T \in \mathcal{A}$ and $\tau \in 2^{<\omega}$ we let $T \cap \tau=\{\sigma \in T: \sigma \nsucceq \tau\}$.

Fix the $\Pi_{1}^{0}$ class $\mathbf{P}$ from Lemma 5.3. Our forcing conditions are triples $(u, P, \bar{q})$ such that:

- $u$ is a nonempty finite antichain of strings;
- $P \subseteq \mathcal{A}$ is a $\Pi_{1}^{0}$ subclass of $[u]$ such that:
- for all $T \in P$ we have $T \subseteq \mathbf{P}$;
- if $T \in P, S \in[u]$ and $S \subseteq T$ then $S \in P$.
- $\bar{q}=\left\langle q_{\sigma}\right\rangle_{\sigma \in u}$ is a sequence of positive rational numbers such that each $q_{\sigma}$ is smaller than $2^{-|\sigma|}$, and

$$
P_{\geqslant \bar{q}}=\left\{T \in P:(\forall \sigma \in u) \lambda(T \cap \sigma) \geqslant q_{\sigma}\right\}
$$

is nonempty.

If we let $P$ be the set of trees $T \in \mathcal{A}$ such that $T \subseteq \mathbf{P}$ and $q$ be any rational number smaller than $\lambda(\mathbf{P})$, then $(\{\rangle\}, P,\langle q\rangle)$ is a condition. So the set of conditions is nonempty. A condition $(v, R, \bar{r})$ extends a condition $(u, P, \bar{q})$ if:
(1) $u \leqslant v$;
(2) $R \subseteq P$; and
(3) for all $\sigma \in u$, we have $q_{\sigma} \leqslant \sum\left\{r_{\tau}: \tau \in v \& \tau \geqslant \sigma\right\}$.

Note that if $u \leqslant v$, then condition (3) is equivalent to $[v]_{\geqslant \bar{r}} \subseteq[u]_{\geqslant \bar{q}}$. In particular, we see that if a condition $(v, R, \bar{r})$ extends a condition $(u, P, \bar{q})$, then $R_{\geqslant \bar{r}} \subseteq P_{\geqslant \bar{q}}$.

Our first lemma is directly analogous to Lemma 3.4.
Lemma 5.6. Let $(u, P, \bar{q})$ be a condition. Then

$$
P_{>\bar{q}}=\left\{T \in P:(\forall \sigma \in u) \lambda(T \cap \sigma)>q_{\sigma}\right\}
$$

is nonempty.
Proof. Suppose not. Let $v$ be a $\subseteq$-maximal subset of $u$ for which there is some $T \in P_{\geqslant \bar{q}}$ with $\lambda(T \cap \sigma)>q_{\sigma}$ for all $\sigma \in v$, and let $T$ witness this. Let $\varepsilon>0$ be rational smaller than $\lambda(T \cap \sigma)-q_{\sigma}$ for all $\sigma \in v$, and let $q_{\sigma}^{\prime}=q_{\sigma}+\varepsilon$ for $\sigma \in v$ and $q_{\sigma}^{\prime}=q_{\sigma}$ for $\sigma \in u-v$. Thus, $P_{\geqslant \bar{q}^{\prime}}$ is nonempty, and for all $S \in P_{\geqslant \bar{q}^{\prime}}$, for all $\sigma \in u-v$ we have $\lambda(S \cap \sigma)=q_{\sigma}$. Choose any $\sigma \in u-v$, and let $Q=\left\{S \cap \sigma: S \in P_{\geqslant \bar{q}^{\prime}}\right\}$. Let $q=q_{\sigma}$. So $Q$ is a nonempty $\Pi_{1}^{0}$ subclass of $\mathcal{A}$ and for all $T \in Q, T \subseteq \mathbf{P}$ and $\lambda(T)=q$.

Let $V_{n}=\varnothing$ if $n \notin \varnothing^{\prime}$, and otherwise let $V_{n}=\left\{\sigma^{\wedge} 0^{n}:|\sigma|=s\right\}$ where $s$ is the stage at which $n$ enters $\varnothing^{\prime}$. Since $\lambda\left(V_{n}\right) \leqslant 2^{-n}$ and $\left\langle V_{n}\right\rangle$ is uniformly c.e., for all sufficiently large $n$ we have $V_{n} \cap \mathbf{P}=\varnothing$.

Let $m \in \omega$. By compactness, we can effectively find a $t \in \omega$ and a $C \subseteq \mathcal{A}_{t}$ such that $Q \subseteq \bigcup_{\vartheta \in C}[\vartheta]$ and such that $q / \lambda(\vartheta)>1-2^{-m}$ for all $\vartheta \in C$. We then claim that provided that $m$ is large enough, $m \in \varnothing^{\prime}$ if and only if $m \in \varnothing_{t}^{\prime}$. For fix some $\vartheta \in C$ such that $[\vartheta] \cap Q \neq \varnothing$, and fix some $T \in[\vartheta] \cap Q$. If $m$ enters $\varnothing^{\prime}$ at stage $s>t$ then for every leaf $\sigma$ of $\vartheta, \lambda(T \mid \sigma) \leqslant \lambda(\mathbf{P} \mid \sigma) \leqslant 1-2^{-m}$ and so $q=\lambda(T) \leqslant\left(1-2^{-m}\right) \lambda(\vartheta)$ which is not the case. This algorithm for computing $\varnothing^{\prime}$ gives the desired contradiction.

We will often use Lemma 5.6 in conjunction with the following:
Lemma 5.7. Let $(u, P, \bar{q})$ be a condition; let $v \geqslant u$, and suppose that $S>v$ and $S \in P_{>\bar{q}}$. Then there is some $\bar{p}=\left\langle p_{\tau}\right\rangle_{\tau \in v}$ such that $(v, P \cap[v], \bar{p})$ is a condition extending $(u, P, \bar{q})$.

Proof. For $\sigma \in u$, let $v_{\sigma}=\{\tau \in v: \tau \geqslant \sigma\}$. Choose rational $p_{\tau}$ for $\tau \in v$ so that $p_{\tau} \leqslant \lambda(S \cap \tau)$, and for all $\sigma \in u, \sum_{\tau \in v_{\sigma}} p_{\tau} \geqslant q_{\sigma}$; this is possible because $S \cap \sigma=\bigcup_{\tau \in v_{\sigma}} S \cap \tau$ and so $\sum_{\tau \in v_{\sigma}} \lambda(S \cap \tau)=\lambda(S \cap \sigma)>q_{\sigma}$. Then $S \in[v] \cap P_{\geqslant \bar{p}}$ so ( $v, P \cap[v], \bar{p})$ is indeed a condition as required.

For a filter $G$ of forcing conditions, we let $T_{G}$ be the downward closure of

$$
\bigcup\{u:(u, P, \bar{q}) \in G \text { for some } P \text { and } \bar{q}\} .
$$

We assume from now that $G$ is fairly generic.
Lemma 5.8. $T_{G} \in \mathcal{A}$.

Proof. It suffices to show that for any condition $(u, P, \bar{q})$, for all large $n$, there is an extension $(v, Q, \bar{p})$ of $(u, P, \bar{q})$ such that every $\sigma \in v$ has length $n$.

Let $(u, P, \bar{q})$ be a condition, and let $n>|\sigma|$ for all $\sigma \in u$. By Lemma 5.6, let $S \in P_{>\bar{q}}$. Let $v=S^{=n}$ be the collection of strings on $S$ of length $n$. Since $u<S$, we have $u<v$, and of course $v<S$; by Lemma 5.7 , there is some $\bar{p}$ such that $(v, P \cap[v], \bar{p})$ is a condition extending $(u, P, \bar{q})$.

Lemma 5.9. Let $(u, P, \bar{q}) \in G$. Then $T_{G} \in P_{\geqslant \bar{q}}$.
Proof. Let $\vartheta<T_{G}$; we can find some $(v, Q, \bar{p}) \in G$ extending $(u, P, \bar{q})$ such that $\vartheta \preccurlyeq v$. Since $Q_{\geqslant \bar{p}} \subseteq[v] \cap P_{\geqslant \bar{q}}$, it follows that $[\vartheta] \cap P_{\geqslant \bar{q}}$ is nonempty. Since $P_{\geqslant \bar{q}}$ is closed, the lemma follows.

Let $\Gamma: \mathcal{A} \rightarrow 2^{\omega}$ be a Turing functional. Let $D_{\Gamma}$ be the set of conditions $(u, P, \bar{q})$ such that $\Gamma(T) \notin \mathrm{DNC}_{2}$ for all $T \in P_{\geqslant \bar{q}}$. We show that $D_{\Gamma}$ is dense.

First we prepare. The following is analogous to Lemma 3.6. We define the collection $F$ of conditions that give us sufficient breathing room. Let $(v, P, \bar{q})$ be a condition; for $\sigma \in v$, let $\varepsilon_{\sigma}=\left(2^{-|\sigma|}-q_{\sigma}\right) / 3$. We set $r_{\sigma}=2^{-|\sigma|}$, so that we can write $\bar{q}=\bar{r}-3 \bar{\varepsilon}$. The condition $(v, P, \bar{q})$ is in $F$ if $P_{>\bar{r}-\bar{\varepsilon}}$ is nonempty.
Lemma 5.10. The collection $F$ of conditions is dense.
Proof. Let $(u, P, \bar{q})$ be a condition. By Lemma 5.6, let $T \in P_{>\bar{q}}$. Fix some $\sigma \in u$. Take a positive rational number $\delta_{\sigma}$ such that $6 \delta_{\sigma}<\lambda(T \cap \sigma)-q_{\sigma}$. Find some finite antichain $v_{\sigma}$ of extensions of $\sigma$ such that $v_{\sigma}<T \cap \sigma$ and further $\lambda\left(v_{\sigma}\right)-\lambda(T \cap \sigma)<\delta_{\sigma}$ (where we again identify $v_{\sigma}$ with the clopen subset of Cantor space it determines).

For $\tau \in v_{\sigma}$, let $\eta_{\tau}=r_{\tau}-\lambda(T \cap \tau)$; so

$$
\begin{equation*}
\sum_{\tau \in v_{\sigma}} \eta_{\tau}=\lambda\left(v_{\sigma}\right)-\lambda\left(T \cap v_{\sigma}\right)<\delta_{\sigma} \tag{5.1}
\end{equation*}
$$

using the fact that $T \cap \sigma=T \cap v_{\sigma}$.
Let $u_{\sigma}^{*}=\left\{\tau \in v_{\sigma}: r_{\tau}-3 \eta_{\tau}>0\right\}$. We aim to show that:

$$
\begin{equation*}
\sum_{\tau \in u_{\sigma}^{*}}\left(r_{\tau}-3 \eta_{\tau}\right)>q_{\sigma} \tag{5.2}
\end{equation*}
$$

If this is the case, then each $u_{\sigma}^{*}$ is nonempty; letting $u^{*}=\bigcup_{\sigma \in u} u_{\sigma}^{*}$, we would have $u \leqslant u^{*}$. We can then choose, for each $\tau \in u^{*}$, a rational $\varepsilon_{\tau}$ just slightly larger than $\eta_{\tau}$, so that we still have $\varepsilon_{\tau}<r_{\tau} / 3$ and $\sum_{\tau \in u_{\sigma}^{*}}\left(r_{\tau}-3 \varepsilon_{\tau}\right)>q_{\sigma}$ for each $\sigma \in u$. Then $\left(u^{*}, P \cap\left[u^{*}\right], \bar{r}-3 \bar{\varepsilon}\right)$ would be a condition extending $(u, P, \bar{q})$; it would be a condition in $F$, since $T^{*}=T \cap u^{*}$ witnesses that $\left(P \cap\left[u^{*}\right]\right)_{>\bar{r}-\bar{\varepsilon}}$ is nonempty: $T^{*} \subseteq T$ and so is in $P$, and for $\tau \in u^{*}$ we have $\lambda\left(T^{*} \cap \tau\right)=\lambda(T \cap \tau)=r_{\tau}-\eta_{\tau}>r_{\tau}-\varepsilon_{\tau}$.

Fix $\sigma \in u$. Toward showing (5.2), we note that by (5.1), as $\sum_{\tau \in u_{\sigma}^{*}} \eta_{\tau} \leqslant \sum_{\tau \in v_{\sigma}} \eta_{\tau}$, we have

$$
\sum_{\tau \in u_{\sigma}^{*}}\left(r_{\tau}-3 \eta_{\tau}\right)>\lambda\left(u_{\sigma}^{*}\right)-3 \delta_{\sigma}
$$

so it suffices to show that

$$
\begin{equation*}
\lambda\left(u_{\sigma}^{*}\right) \geqslant q_{\sigma}+3 \delta_{\sigma} . \tag{5.3}
\end{equation*}
$$

Let $w_{\sigma}=v_{\sigma} \backslash u_{\sigma}^{*}=\left\{\tau \in v_{\sigma}: \lambda(T \mid \tau) \leqslant 2 / 3\right\}$. Then

$$
\lambda\left(u_{\sigma}^{*}\right)+\lambda\left(w_{\sigma}\right)=\lambda\left(v_{\sigma}\right) \geqslant \lambda(T \cap \sigma)>q_{\sigma}+6 \delta_{\sigma}
$$

so it suffices to show that

$$
\begin{equation*}
\lambda\left(w_{\sigma}\right) \leqslant 3 \delta_{\sigma} \tag{5.4}
\end{equation*}
$$

By definition, $\lambda\left(T \cap w_{\sigma}\right) \leqslant(2 / 3) \cdot \lambda\left(w_{\sigma}\right)$. Now

$$
\begin{aligned}
\lambda\left(u_{\sigma}^{*}\right)+(2 / 3) \cdot \lambda\left(w_{\sigma}\right)+\delta_{\sigma} & \geqslant \lambda\left(T \cap u_{\sigma}^{*}\right)+\lambda\left(T \cap w_{\sigma}\right)+\delta_{\sigma} \\
& =\lambda(T \cap \sigma)+\delta_{\sigma} \geqslant \lambda\left(v_{\sigma}\right)=\lambda\left(u_{\sigma}^{*}\right)+\lambda\left(w_{\sigma}\right)
\end{aligned}
$$

subtracting $\lambda\left(u_{\sigma}^{*}\right)$ gives the desired result (5.4).
Now fixing a condition $\left(u^{*}, P^{*}, \bar{r}-3 \bar{\varepsilon}\right)$ in $F$, we find an extension in $D_{\Gamma}$. The main property we use is that for $S, T \in\left[u^{*}\right]_{>\bar{r}-\bar{\varepsilon}}$, for all $\tau \in u^{*}$ we have $\lambda((S \wedge T) \cap \tau)>$ $r_{\tau}-2 \varepsilon_{\tau}$, so $S \cap T \in\left[u^{*}\right]_{>\bar{r}-2 \bar{\varepsilon}}$. We can now run the proof from above.

We define a partial computable process which may output 0 or 1 ; by the recursion theorem, we obtain an $e$ such that this output is $J(e)$. Let

$$
C=\left\{\varsigma \in \mathcal{A}_{<\omega}: \varsigma \in\left[u^{*}\right]_{>\bar{r}-2 \bar{\varepsilon}} \& \Gamma(\varsigma, e) \downarrow\right\},
$$

and let

$$
Q=\left\{T \in P^{*}:(\forall \vartheta \subset T) \vartheta \notin C\right\} .
$$

Here by $\vartheta \subset T$ we do mean the sets of strings, not the associated closed sets; and we do not require that $T>\vartheta$.

Note that for all $T \in P^{*}$, since $T \subseteq \mathbf{P}$, for all $\tau \in T$ we must have $\lambda(T \cap \tau)<2^{-|\tau|}$. Hence if $T \in\left[u^{*}\right]_{\geqslant \bar{p}}$ for some $\bar{p}$, then for all $\vartheta \geqslant u^{*}$ with $\vartheta<T$, we must have $\vartheta \in\left[u^{*}\right]_{>\bar{p}}$. Hence, if $Q_{\geqslant \bar{r}-2 \bar{\varepsilon}}$ is nonempty, then $\left(u^{*}, Q, \bar{r}-2 \bar{\varepsilon}\right)$ is an extension of $\left(u^{*}, P^{*}, \bar{r}-3 \bar{\varepsilon}\right)$ in $D_{\Gamma}$. We suppose then that $Q_{\geqslant \bar{r}-2 \bar{\varepsilon}}$ is empty.

As in Lemma 3.7, by compactness, we can find an $n \in \omega$ and a set $E \subseteq \mathcal{A}_{n}$ such that:
(1) $E \subseteq\left[u^{*}\right]_{>\bar{r}-2 \bar{\varepsilon}}$;
(2) For every $\vartheta \in E$ there is some $\varrho \subseteq \vartheta$ in $C$;
(3) For every $\vartheta \in E$ and $\varrho \subseteq \vartheta$ in $\left[u^{*}\right]_{>\bar{r}-2 \bar{\varepsilon}}$ we have $\varrho \in E$;
(4) There is some $\vartheta \in E$ such that $[\vartheta] \cap P_{>\bar{r}-\bar{\varepsilon}}^{*}$ is nonempty.

The proof is the same; we let $E$ be the set of $\varsigma \in \mathcal{A}_{n} \cap\left[u^{*}\right]_{>\bar{r}-2 \bar{\varepsilon}}$ on a computable tree determining $P^{*}$, for some $n$ such that every $\vartheta \in \mathcal{A}_{n}$ on a tree determining $Q$ is in $\left[u^{*}\right]_{\leqslant \bar{r}-2 \bar{\varepsilon}}$.

We let $\widehat{E}=E \cap\left[u^{*}\right]_{>\bar{r}-\bar{\varepsilon}}$. As observed above, if $\vartheta, \varrho \in \widehat{E}$ then $\vartheta \cap \varrho \in\left[u^{*}\right]_{>\bar{r}-2 \bar{\varepsilon}}$ and so $\vartheta \cap \varrho \in E$. As in the proof of Lemma 3.8, this shows that there is some $i \in\{0,1\}$ such that for every $\vartheta \in \widehat{E}$ there is some $\varsigma \subseteq \vartheta$ in $C_{i}=\{\varsigma \in C: \Gamma(\varsigma, e)=i\}$. As above, this $i$ is the output of our computable process, so $J(e)=i$.

Let $\vartheta \in \widehat{E}$ be such that $[\vartheta] \cap P_{>\bar{r}-\bar{\varepsilon}}^{*}$ is nonempty; fix some $T$ in that set. Find $\varsigma \subseteq \vartheta$ in $C_{i}$. Let $S=T \cap \varsigma$. Note that $\varsigma<S$ because $\varsigma \subseteq \vartheta$. For all $\sigma \in u^{*}$, as $\lambda(T \cap \sigma)>r_{\sigma}-\varepsilon_{\sigma}$ and $\lambda(\varsigma \cap \sigma)>r_{\sigma}-2 \varepsilon_{\sigma}$, we have $\lambda(S \cap \sigma)>r_{\sigma}-3 \varepsilon_{\sigma}$. In particular, $S$ is infinite; as $S \subseteq T$, we have $S \in P^{*}$. Altogether, $S \in P_{>\bar{r}-3 \bar{\varepsilon}}^{*}$. By Lemma 5.7, as $\varsigma \geqslant u^{*}$ and $S \geqslant \varsigma$, there is a condition ( $\left.\varsigma, P^{*} \cap[\varsigma], \bar{p}\right)$ extending $\left(u^{*}, P^{*}, \bar{r}-3 \bar{\varepsilon}\right)$; this condition is in $D_{\Gamma}$.

## 6. The (Strong) continuous covering principle

In this section, we study two (possibly equivalent) reverse mathematical principles strictly between WKL (weak Kőnig's lemma) and WWKL (weak weak Kőnig's lemma). Our principles correspond to the continuous covering property and its strong variant.

We assume that the reader has some familiarity with reverse mathematics; see Simpson [32] for an introduction.

We say that a tree $T \subseteq 2^{<\omega}$ has positive measure if there is a $\varepsilon>0$ such that

$$
(\forall n) \frac{\#\{\sigma \in T:|\sigma|=n\}}{2^{n}}>\varepsilon
$$

In the introduction, we defined the strong continuous covering principle (SCCP):
If $T \subseteq 2^{<\omega}$ is a tree with positive measure, then there is a nonempty subtree $S \subseteq T$ such that if $\sigma \in S$, then $S$ has positive measure above $\sigma$.
In particular, note that SCCP implies that $S$ is a perfect subtree of $T$. Our second principle is the one corresponding to the continuous covering property: the continuous covering principle (CCP):

If $T \subseteq 2^{<\omega}$ is a tree with positive measure, then there is a subtree $S \subseteq T$ of positive measure that has no dead ends.
We will prove, over $\mathrm{RCA}_{0}$, that

$$
\text { WKL } \rightleftarrows \mathrm{SCCP} \longrightarrow \mathrm{CCP} \rightleftarrows \mathrm{WWKL}
$$

It is easy to see that SCCP implies CCP; we do not know whether the reverse implication holds. The remaining implications and non-implications are proved below in Propositions 6.1-6.5.

Proposition 6.1. $\mathrm{RCA}_{0}+\mathrm{WKL} \vdash \mathrm{SCCP}$.
Proof. This is the formalisation in $\mathrm{RCA}_{0}$ of the fact that every PA degree has the strong continuous covering property.

Proposition 6.2. $\mathrm{RCA}_{0}+\mathrm{CCP} \vdash \mathrm{WWKL}$.
Proof. WWKL simply says that if $T$ is a tree with positive measure, then $T$ has an infinite path. Given a tree $T$ with positive measure, let $S \subseteq T$ be the positive measure subtree with no dead ends that is guaranteed by CCP. Since $S$ has positive measure, it must contain the root. Since it has no dead ends, we can construct an infinite path $X$ by always following the leftmost branch in $S$. Then $X$ is an infinite path in $T$.
Proposition 6.3. $\mathrm{RCA}_{0}+\mathrm{WWKL} \vdash \mathrm{CCP}$.
Proof. Fix an $\omega$-model $(\omega, \mathcal{S})$ of $W W K L$ such that whenever $X \in \mathcal{S}$, there is an incomplete Martin-Löf random sequence $Y \in \mathcal{S}$ such that $X \leqslant_{\mathrm{T}} Y$. Building such a model is straightforward; for example, we can let $\mathcal{S}$ be the ideal generated by the joins of finitely many columns of some incomplete ML-random sequence. We claim that $(\omega, \mathcal{S})$ is not a model of CCP.

Assume that $(\omega, \mathcal{S})$ actually is a model of CCP. By formalizing Propositions 5.1 and 4.3, it must be the case that for any order function $h: \omega \rightarrow \omega \backslash\{0,1\}$, there is an $h$-bounded DNC function in $\mathcal{S}$. However, as mentioned in the introduction, for a sufficiently slow growing $h$, only complete Martin-Löf random sequences can compute $h$-bounded DNC functions. This is a contradiction, so $(\omega, \mathcal{S})$ is not a model of CCP.

In order to construct a model of SCCP that is not a model of WKL, we need to strengthen Theorem 5.5.

Theorem 6.4. Assume that $X$ does not have PA degree. There is an oracle $D$ with the strong continuous covering property relative to $X$ such that $X \oplus D$ does not have PA degree.
Proof. We modify the proof of Theorem 5.5. We use the same forcing notion, except that we replace $\mathbf{P}$ by $\mathbf{P}^{X}$. Rather than using the recursion theorem, we argue as follows. Let $\Gamma$ be an $X$-computable functional, and let ( $\left.u^{*}, P^{*}, \bar{r}-3 \bar{\varepsilon}\right)$ be a condition in $F$. For every $e$, let $\psi(e)$ be the output of the partial computable process described in the proof of Theorem 5.5 when computing $\Gamma(\varsigma, e)$. The function $\psi$ is $X$-partial computable. If $\psi$ is not total, and in particular $\psi(e) \uparrow$, then the corresponding extension $\left(u^{*}, Q, \bar{r}-2 \bar{\varepsilon}\right)$ is an extension forcing that $\Gamma(h, e) \uparrow$. Otherwise, $\psi$ is an $X$-computable function. By assumption, $\psi \notin \mathrm{DNC}_{2}$; so there is some $e$ such that $\psi(e)=J(e)$. The corresponding extension $\left(\varsigma, P^{*} \cap[\varsigma], \bar{p}\right)$ then forces that $\Gamma(h, e)=J(e)$.
Proposition 6.5. $\mathrm{RCA}_{0}+$ SCCP $\nvdash W K L$.
Proof. By iterating the previous result, build an $\omega$-model $(\omega, \mathcal{S})$ such that

- $\mathcal{S}$ is a Turing ideal;
- for every $X \in \mathcal{S}$, there is a $D \in \mathcal{S}$ with the strong continuous covering property relative to $X$;
- $\mathcal{S}$ contains no set of PA degree.

Therefore, $(\omega, \mathcal{S}) \models \mathrm{RCA}_{0}+\mathrm{SCCP}+\neg \mathrm{WKL}$.
We should mention a connection to recent work of Chong, Li, Wang, and Yang [8], who studied the complexity of computing perfect subsets of sets of positive measure. They report that during a discussion with Wei Wang about their work, Ludovic Patey proved that
$\mathrm{RCA}_{0}+$ "every closed set of positive measure has a perfect subset" $\vdash \mathrm{WKL}$.
Note that the principle SCCP implies that every closed set of positive measure has a perfect subset of positive measure, so Proposition 6.5 improves on the result of Patey. More recently, Barmpalias and Wang have announced that they showed that $\mathrm{RCA}_{0}$ together with the principle "every closed set of positive measure has a perfect subset of positive measure" does not imply WKL, in other words, that they have also proved Proposition 6.5.

## References

[1] George Barmpalias, Andrew E. M. Lewis, and Keng Meng Ng. The importance of $\Pi_{1}^{0}$ classes in effective randomness. J. Symbolic Logic, 75(1):387-400, 2010.
[2] Laurent Bienvenu, Noam Greenberg, Antonín Kučera, André Nies, and Dan Turetsky. Coherent randomness tests and computing the K-trivial sets. J. Eur. Math. Soc. (JEMS), 18(4):773-812, 2016.
[3] Laurent Bienvenu and Joseph S. Miller. Randomness and lowness notions via open covers. Ann. Pure Appl. Logic, 163(5):506-518, 2012.
[4] Laurent Bienvenu and Christopher P. Porter. Deep $\Pi_{1}^{0}$ classes. Bulletin of Symbolic Logic, 22:249-286, June 2016.
[5] Vasco Brattka. Computability and analysis, a historical approach. In Pursuit of the universal, volume 9709 of Lecture Notes in Comput. Sci., pages 45-57. Springer, [Cham], 2016.
[6] Vasco Brattka, Guido Gherardi, and Arno Pauly. Weihrauch complexity in computable analysis. arXiv 1707.03202, 2017.
[7] Vasco Brattka, Joseph S. Miller, and André Nies. Randomness and differentiability. Trans. Amer. Math. Soc., 368(1):581-605, 2016.
[8] C. T. Chong, Wei Li, Wei Wang, and Yue Yang. On the computability of perfect subsets of sets with positive measure. To appear in Proceedings of the AMS.
[9] O. Demuth. The differentiability of constructive functions of weakly bounded variation on pseudo numbers. Comment. Math. Univ. Carolinae, 16(3):583-599, 1975.
[10] François G. Dorais, Damir D. Dzhafarov, Jeffry L. Hirst, Joseph R. Mileti, and Paul Shafer. On uniform relationships between combinatorial problems. Trans. Amer. Math. Soc., 368(2):13211359, 2016.
[11] R. Downey and D. Hirschfeldt. Algorithmic randomness and complexity. Springer-Verlag, Berlin, 2010. 855 pages.
[12] Johanna N. Y. Franklin, Frank Stephan, and Liang Yu. Relativizations of randomness and genericity notions. Bull. Lond. Math. Soc., 43(4):721-733, 2011.
[13] C. Freer, B. Kjos-Hanssen, A. Nies, and F. Stephan. Algorithmic aspects of Lipschitz functions. Computability, 3(1):45-61, 2014.
[14] Noam Greenberg, Rutger Kuyper, and Dan Turetsky. Cardinal invariants, non-lowness classes, and Weihrauch reducibility. Computability, 8(3-4):305-346, 2019.
[15] Noam Greenberg and Joseph S. Miller. Diagonally non-recursive functions and effective Hausdorff dimension. Bull. Lond. Math. Soc., 43(4):636-654, 2011.
[16] Kojiro Higuchi, W. M. Phillip Hudelson, Stephen G. Simpson, and Keita Yokoyama. Propagation of partial randomness. Ann. Pure Appl. Logic, 165(2):742-758, 2014.
[17] Peter G. Hinman. A survey of Mučnik and Medvedev degrees. Bull. Symbolic Logic, 18(2):161229, 2012.
[18] Carl G. Jockusch, Jr. Degrees of functions with no fixed points. In Logic, methodology and philosophy of science, VIII (Moscow, 1987), volume 126 of Stud. Logic Found. Math., pages 191-201. North-Holland, Amsterdam, 1989.
[19] Carl G. Jockusch, Jr. and Robert I. Soare. $\Pi_{1}^{0}$ classes and degrees of theories. Trans. Amer. Math. Soc., 173:33-56, 1972.
[20] Mushfeq Khan and Joseph S. Miller. Forcing with bushy trees. Bull. Symb. Log., 23(2):160-180, 2017.
[21] Bjørn Kjos-Hanssen, Wolfgang Merkle, and Frank Stephan. Kolmogorov complexity and the recursion theorem. Trans. Amer. Math. Soc., 363(10):5465-5480, 2011.
[22] Bjørn Kjos-Hanssen, André Nies, and Frank Stephan. Lowness for the class of Schnorr random reals. SIAM J. Comput., 35(3):647-657, 2005.
[23] Antonín Kučera. Measure, $\Pi_{1}^{0}$-classes and complete extensions of PA. In Recursion theory week (Oberwolfach, 1984), volume 1141 of Lecture Notes in Math., pages 245-259. Springer, Berlin, 1985.
[24] Yu. T. Medvedev. Degrees of difficulty of the mass problem. Dokl. Akad. Nauk SSSR (N.S.), 104:501-504, 1955.
[25] Joseph S. Miller. Degrees of unsolvability of continuous functions. J. Symbolic Logic, 69(2):555584, 2004.
[26] A. A. Mučnik. On strong and weak reducibility of algorithmic problems. Sibirsk. Mat. Ž., 4:1328-1341, 1963.
[27] André Nies. Computability and randomness, volume 51 of Oxford Logic Guides. Oxford University Press, Oxford, 2009.
[28] André Nies, Frank Stephan, and Sebastiaan A. Terwijn. Randomness, relativization and Turing degrees. J. Symbolic Logic, 70(2):515-535, 2005.
[29] Nicholas Rupprecht. Effective Correspondents to Cardinal Characteristics in Cichońs Diagram. PhD thesis, University of Michigan, 2010.
[30] C.P. Schnorr. Zufälligkeit und Wahrscheinlichkeit. Eine algorithmische Begründung der Wahrscheinlichkeitstheorie. Springer-Verlag, Berlin, 1971. Lecture Notes in Mathematics, Vol. 218.
[31] Stephen G. Simpson. Mass problems and randomness. Bull. Symbolic Logic, 11(1):1-27, 2005.
[32] Stephen G. Simpson. Subsystems of second order arithmetic. Perspectives in Logic. Cambridge University Press, Cambridge; Association for Symbolic Logic, Poughkeepsie, NY, second edition, 2009.
[33] Stephen G. Simpson. Turing degrees and Muchnik degrees of recursively bounded DNR functions. In Computability and complexity, volume 10010 of Lecture Notes in Comput. Sci., pages 660-668. Springer, Cham, 2017.
[34] Stephen G. Simpson and Frank Stephan. Cone avoidance and randomness preservation. Ann. Pure Appl. Logic, 166(6):713-728, 2015.
[35] Andrea Sorbi. The Medvedev lattice of degrees of difficulty. In Computability, enumerability, unsolvability, volume 224 of London Math. Soc. Lecture Note Ser., pages 289-312. Cambridge Univ. Press, Cambridge, 1996.
[36] Frank Stephan. Martin-Löf random and PA-complete sets. In Logic Colloquium '02, volume 27 of Lect. Notes Log., pages 342-348. Assoc. Symbol. Logic, La Jolla, CA, 2006.
[37] Peter Vojtáš. Topological cardinal invariants and the Galois-Tukey category. In Recent developments of general topology and its applications (Berlin, 1992), volume 67 of Math. Res., pages 309-314. Akademie-Verlag, Berlin, 1992.
[38] Klaus Weihrauch. Computable analysis. Texts in Theoretical Computer Science. An EATCS Series. Springer-Verlag, Berlin, 2000. An introduction.
(N. Greenberg) School of Mathematics and Statistics, Victoria University of Wellington, Wellington, New Zealand

E-mail address: greenberg@sms.vuw.ac.nz
URL: http://homepages.mcs.vuw.ac.nz/~greenberg/
(J. S. Miller) Department of Mathematics, University of Wisconsin-Madison, 480 Lincoln Dr., Madison, WI 53706, USA

E-mail address: jmiller@math.wisc.edu
URL: http://www.math.wisc.edu/~jmiller/
(A. Nies) Department of Computer Science, University of Auckland, Private bag 92019, Auckland, New Zealand

E-mail address: andre@cs.auckland.ac.nz
URL: https://www.cs.auckland.ac.nz/~nies/


[^0]:    Date: September 1, 2020.
    2010 Mathematics Subject Classification. Primary 03D30; Secondary 68Q30, 03D32.
    This research in this paper was commenced when the authors participated in the Buenos Aires Semester in Computability, Complexity and Randomness, 2013. Greenberg and Nies were partially supported by a Marsden grant of the Royal Society of New Zealand. Miller was initially supported by the National Science Foundation under grant DMS-1001847; he is currently supported by grant \#358043 from the Simons Foundation.

[^1]:    ${ }^{1}$ To be more precise, J. Miller, and independently, Greenberg, Nies, and Slaman (both unpublished), have shown that for an order function $h$, if $\sum_{n} 1 / h(n)<\infty$, then every ML-random set computes an $h$-bounded DNC function, while if $\sum_{n} 1 / h(n)=\infty$, then an ML-random computing an $h$-bounded DNC function must be Turing complete (i.e., compute $\varnothing^{\prime}$ ). The latter result requires a sensible choice of the universal partial computable function used in the definition of DNC. The result appears first in [4, Thm. 7.6]; see also a direct presentation in [33].
    ${ }^{2}$ Majorizing the optimal c.e. supermartingale can be recast in terms of compression functions. Via the map $\mu(\sigma)=f(\sigma) / 2^{|\sigma|}$, martingales correspond to continuous measures, and supermartingales correspond to continuous semi-measures. The a priori complexity $K M$ is defined by letting

[^2]:    $K M(\sigma)=-\log _{2} \nu(\sigma)$, where $\nu$ is the semi-measure corresponding to the optimal c.e. supermartingale (see for example [11, Sec. 3.16]). Thus majorizing $m$ corresponds to computing a $K M$-compression function: a function $g$ of the form $g(\sigma)=-\log _{2} \mu(\sigma)$, where $\mu$ majorizes the optimal c.e. semi-measure.

[^3]:    ${ }^{3}$ Lowness for pairs of randomness notions was introduced earlier by Kjos-Hanssen, Nies, and Stephan [22].

[^4]:    ${ }^{4}$ More formally, we define a partial computable function $\psi$; by the Recursion Theorem, there is an $e$ such that $J(e)=\psi(e)$.
    ${ }^{5}$ Medvedev reducibility was introduced in [24], and Muchnik reducibility in [26]. For more on these reducibilities see [35, 31, 17].

[^5]:    ${ }^{6}$ In other words, for $\tau \leqslant \sigma$, we let $M_{s+1}(\tau)-M_{s}(\tau)=2^{|\tau|-n}$; to preserve the martingale property, for $\tau>\sigma$, we let $M_{s+1}(\tau)-M_{s}(\tau)=2^{|\sigma|-n}$.
    ${ }^{7}$ That is, the associated measure $\mu(\sigma)=2^{-|\sigma|} M(\sigma)$ has a $\mathrm{DNC}_{2}$ atom.
    ${ }^{8}$ This only occurs if infinitely many of the values of $N$ are dyadic rationals.

[^6]:    ${ }^{9}$ Weihrauch reducibility was introduced in computable analysis [38]; see also [5, 6]. It was independently discovered in the study of uniform implications in reverese mathematics [10], and earlier in the study of cardinal characteristics of the continuum [37]; for related applications in computability see [29, 14].

[^7]:    ${ }^{10}$ The proof as written in [13] uses martingales instead of measures; to translate to the notation of that paper, $\nu(\sigma)=2^{-|\sigma|} M(\sigma)$ and $\eta(\sigma)=2^{-|\sigma|} L(\sigma)$. Lemma 3.3 of [13] constructs a computable signed measure $\eta$ such that $\nu=V_{\eta}$; In Theorem 3.5, the construction is modifed to get $\eta=\mu^{g}$ with $g$ computable, starting with a function $f$ such that $\nu=\mu^{f}$.

[^8]:    ${ }^{11}$ Note that it is possible that $\mathrm{wt}(\tau)<r$ but every infinite extension of $\tau$ in $\mathrm{id}^{\omega}$ has weight $>r$; indeed, $[\tau] \subseteq \operatorname{id}_{>r}^{\omega}$ if and only if $\operatorname{wt}(\tau)+2^{-|\tau|+1}>r$. Nonetheless, $\mathrm{id}_{>r}^{\omega}$ is the open set generated by $\mathrm{id}_{>r}^{<\omega}$.

[^9]:    ${ }^{12}$ Note, however, that $Q$ is not quite the same as the class obtained by removing all $h$ for which there is a $g \leqslant h$ in $P_{\leqslant r+2 \varepsilon}^{*}$ such that $\Gamma(g, e) \downarrow$. The class $Q$ is smaller, since a witness $\tau$ may not be extendible to an $h$-majorized $g$ of weight at most $r+2 \varepsilon$.

