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ABSTRACT. We consider random Cayley digraphs of order n with uniformly distributed gener-
ating sets of size k. Specifically, we are interested in the asymptotics of the probability that
such a Cayley digraph has diameter two as n — oo and k = f(n), focusing on the functions
f(n) = |en) and f(n) = |n%]. In both instances we show that the probability converges to 1 as
n — oo, for any fixed ¢ € (0,1/2) and any fixed § € (1/2,1), respectively. We obtain sharper
results for Abelian groups. The proofs use detailed asymptotic analysis in several regimes of the
combinatorial function a(n, k, t), equal to the number of ways of choosing a subset of size k from
a set of size n while not choosing any of ¢ preassigned disjoint pairs.

1. INTRODUCTION

Tt is well known that almost all graphs and digraphs have diameter two [1]. This result has been
generalized and strengthened in various directions, of which we shall be interested in restrictions
to Cayley graphs and digraphs.

In [5] it was proved that almost all Cayley digraphs have diameter two, and in [4] this was
extended to Cayley graphs. The random model used in [5, 4] is the most straightforward one: in
terms of Cayley digraphs for a given group G, one chooses a random generating set by choosing its
elements among the non-identity elements of G independently and uniformly, each with probability
27"+l where n is the order of G. Observe that such generating sets have size at least n/2 with
probability at least 1/2, in which case a simple counting argument shows that the corresponding
Cayley digraphs have diameter at most two. The less trivial part of [5] therefore concerns random
Cayley digraphs in which the number of generators is at most half of the order of the group.

This motivates a study of random Cayley digraphs in which the number of generators is re-
stricted. In this case one cannot use the model of [5]. Instead, we let every generating set of the
Cayley digraph of a fixed degree appear with equal probability. The fundamental question here is:
For which functions f is it true that the diameter of a random Cayley digraph of an arbitrary group
of order n and of degree f(n) is asymptotically almost surely equal to 2 as n tends to infinity?
By the well known Moore bound for graphs or digraphs of diameter two we know that f has to
increase at least as fast as v/n. A study of the behaviour of the problem for functions of the form
f(n) = |n°| for the powers § satisfying 1/2 < & < 1 is therefore natural in this context. However,
even the case when f(n) = |cn] for a constant ¢ seems not to have been investigated before and,
as we shall see, leads to an interesting asymptotic analysis.

The probability that a random Cayley digraph of (in- and out-) degree k on a group of order
n has diameter 2 will be estimated in Section 3 in terms of a certain combinatorial function that
depends on n, f(n), and a third parameter reflecting the class of groups considered. It turns
out that in the case of Abelian groups the combinatorial function can be analyzed by elementary
methods and yields the following results, proved in Section 4:

e For any ¢ such that 0 < ¢ < 1/2, the probability of a random Cayley digraph on an Abelian
group of order n and degree |cn| having diameter 2 is at least 1 — O(exp(—c®n/2)).

e For any ¢ such that 1/2 < 6 < 1, the probability of a random Cayley digraph on an Abelian
group of order n and degree |n°| having diameter 2 is at least 1 — O(exp(—n2°~1/2)).

e For each p(n) € (0,1] and £ > 0, the probability of a random Cayley digraph of degree
k= |v/2n In(n/u(n))] on an Abelian 2-group of order n having diameter 2 is at least
1 — p(n) — € for all sufficiently large n.

e If f(n) is such that f(n)/vn Inn — oo as n — oo, then the probability of a random Cayley
digraph of degree f(n) on an Abelian group of order n having diameter 2 converges to 1.
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The elementary methods of our analysis of random Cayley digraphs on Abelian groups fail
when Cayley digraphs on arbitrary groups are considered. However, as we show in Section 5, more
sophisticated methods can be used to extend several of the results mentioned above to arbitrary
groups. More precisely, we prove the following:

e The probability of a random Cayley digraph of order n and degree k having diameter 2
tends exponentially fast to 1 as n goes to infinity, provided that k/n remains in a compact
subset of the interval (0,1/2).

e For any constant 0 such that 1/2 < § < 1, the probability of a random Cayley digraph of
order n and degree |n°] having diameter 2 tends to 1 as n goes to infinity.

o If f(n) is such that f(n)/vn Inn — oo as n — oo, then the probability of a random Cayley
digraph of order n and degree f(n) having diameter 2 converges to 1.

2. THE MODEL

Throughout, let G be a finite group of order n and k a positive integer not exceeding n — 2. The
set of non-trivial elements of G will be denoted by G*. For a set A and an integer r, the symbol
(f) stands for the set of all subsets of A of size r.

For S € (CZ), the Cayley digraph on G relative to S, denoted by Cay(G,S), is the k-valent
digraph with vertex set G and arc set {(g,9s) : ¢ € G,s € S}. The distance ds(g,h) from the
vertex g to the vertex h in Cay(G, S) is the length of the shortest directed path from g to h in
Cay(G, S). The diameter diam(Cay(G, S)) is the smallest integer d such that for every ordered
pair (g, h) the distance from ¢ to h is at most d.

We are now ready to introduce our model for random Cayley digraphs of a given valence. Let
P(G, k) be the probability space (B,25, Pr) where B = ((2), 2B is the power set of B, and Pr is
the uniformly distributed probability measure on B. Since |B| = (*'), Pr({S}) = (”;1)71 for all
S € B. More generally, for every subset L C G* of size ¢, the probability that a random set S € B
contains L as a subset is given by

(1) Pr(S 2 L) =Pr<{8€ (i) :LQS}) _ (”;if) (”glyl |

We can now define a random variable Diam: B — R on the probability space P(G, k) by letting,
for every S € (C};),

2) Diam(S) = diam(Cay(G, S)).

The main goal of this article is to derive bounds on the probability of the event Diam(S) > 2 and
study the asymptotic behavior of the bounds.

Since Cayley digraphs are vertex-transitive, the diameter of Cay(G, S) coincides with the max-
imum value of 9g(1,y) over all y € G*. Clearly, ds(1,y) < 2 if and only if y € S, or there exists
x € S such that (1,z,y) is a directed path from 1 to y of length 2. The latter is equivalent to
requiring that {z,x~ !y} C S; in particular, the events in the following definition play an important
role in the analysis.

Definition 2.1. For z,y € G*, let

T(z,y)_{S:SE ((Z*>,{x,x1y}§5'} and X@y)= |J Ty

zeG*\{y}

If S is an arbitrary element of (C;;) and Diam(S) < 2 then, for each y € G*, y € Sor S € X(y).
Hence Pr(Diam < 2) < minyeg- Pr(y € S or S € X(y)). In particular, if Pr(X(y) | y ¢ S) denotes

the conditional probability of the complement X (y) of X (y) given that y ¢ S, we have the following
inequality:

nil)-;gg%Pr(X(y)lyééS),

Pr(Diam > 2) > max Pr(y¢ Sand S ¢ X(y)) =(1—
yeds
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where the last identity is a direct consequence of (1). On the other hand, if Diam(S) > 2 then
there exists y € G* such that y ¢ S and S ¢ X (y). As a result:

Pr(Diam > 2) < Z Pr(m|y¢5)-Pr(y¢S)S(n—k—1)~£%§Pr(m|y¢S).
yeG*

Due to these inequalities, if we define

(3) M = max Pr(X(y) |y ¢ 9)

then we obtain
(4) (1-

Notice that the upper- and lower-bounds in equation (4) differ by a linear factor of order n.
These inequalities provide the basis of our investigation. In what follows, we obtain asymptotic
estimates on the probability of the event [Diam > 2] from estimates on M.

k
o)+ M < Pr(Diam > 2) < (n —k — 1) - M.
n_

3. PRELIMINARY ESTIMATES

In this section we derive bounds on the quantity M appearing in (3) and (4). Our analysis is
based on the following coefficients.

Definition 3.1. Let A be a fixed set of size n and J be a set of t pairwise disjoint unordered pairs
from A, where 0 < 2t < n. Define a(n, k,t) to be the number of k-subsets of A that contain, as a
subset, none of the pairs from J.

Notice that if n = k-+t then a(n, k,t) = 2! by the pigeonhole principle. Furthermore, if n < k+t
then a(n, k,t) = 0 for the same reason.

Lemma 3.2. For anyn > k+t and n > 2t we have

(5) a(n, b, t) = ij (” P 2t> (k ‘ e)QM'

£=0

Proof. Let J be a set of t pairwise disjoint unordered pairs from A, and let X be the set of k-subsets
of A containing none of the pairs from J. Clearly, a(n,k,t) = |X|. To determine the cardinality
of X, let U = A\ UJ be the set of all elements of A appearing in none of the pairs from J. Fix ¢,
0 < ¢ < min{k,n — 2t}, and count the number of k-subsets S € X that intersect U in a set of size
{. Note that SNU can be chosen in (";2’5) ways. On the other hand, S\ U can be selected by first
choosing the k — ¢ pairs from J that S intersects, and then choosing which of the two elements of
each intersecting pair it contains. Hence, there are precisely ("_ZQt) (k’i Z)Qk_e subsets S € X with
|SNU| = ¢. The result follows by summing over all integers 0 < ¢ < min{k,n — 2t}, and noticing
that the possibly remaining terms in the summation vanish when ¢ > (n — 2t).

O

A straightforward consequence of the definition is that the function a(n, k,t) is decreasing in ¢
and increasing in n. Later on we need the following direct consequence of Lemma 3.2.

Lemma 3.3. If « > 2 and B > 0 are integers then f(k,t) = a(at + B, k,t) is increasing in t.

Proof. Note that f(k,t) = Zf:o ((O’*Zj)tﬂj) (kfj)Zk'_j. Since a > 2, each of the factors in this sum

are increasing functions of ¢, and hence so is the function f(k,t). O

We are now ready to bound the quantity M appearing in (3) and (4). In what follows, the
“square roots” of elements in GG will play an important role. We will therefore first introduce and
discuss the set

(6) o(y) ={z € G:a® =y},
defined for an arbitrary element y € G.

Lemma 3.4. Let G be a finite group. If the order of G is odd, then o(y) is a singleton for every
y € G. If the order of G is even, then there exists at least one element y € G with o(y) = (.
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Proof. Consider the mapping s : G — G, x — 2. Note that |o(y)| = 1, for all y € G, if and
only if s is a bijection. Suppose first that |G| = 2m + 1 is odd; in particular, z?™+1 = 1, for all
z € G, due to Lagrange’s theorem. Hence, for every z,y € G, we see that 22 = y? implies that
2m+2 — 92m+2 — o So s is a bijection and the claim of the lemma follows. On the other
hand, if |G| is even, G has a non-trivial involution z. Since s(z) =1 = s(1), s is not a bijection.
Since G is finite, this implies that s is not surjection, which in turn implies that there is an element
y € G such that o(y) = 0. O

xr =2

We can now determine the exact value of M when G is Abelian.

Lemma 3.5. If G is an Abelian group of order n and k an integer such that 1 < k <n — 2 then

(7) M = <n ; 2> - -a(2t, k. t),

where

‘ Fl—?‘ _J(n—=2)/2 if n is even;
- 2 B (n—=3)/2 , ifnis odd

Proof. Notice that, for each y € G*, the distribution of S when we condition of the event [y ¢ 5]
is uniformly distributed over B, := (G*k{y}); in particular, if we define Pr,(A) = |A|/(”;2), for all
A C By, then Pr(X(y) |y ¢ S) = Pry,(X'(y)), where we have defined

(8) X'(y)={SeB,: {z,a7 'y} ¢ S, forall z € G*\ {y}}.

As a result, M = (”;2)_1 -m, where m = max{|X'(y)| : y € G*}.

Fix y € G* and, for each x € G* \ {y}, define T, = {z,27 'y} C G*\ {y}. Because G is
Abelian, T, N T, # ( if and only if T,, = T,; in particular, the set {T, : * € G*\ {y}} partitions
G*\ {y}. Clearly, T, is a singleton if and only if z € o(y), in which case T,, = {z}. As a result,
{T, : x € G*\ ({y}Uo(y))} partitions G*\ ({y}Uc(y)) into 7 = (n—2—|o(y)|)/2 unordered pairs.
From the definition in (8), we see that a k-subset S C G* \ {y} belongs to X'(y) if and only if it is
a subset of G*\ ({y} Uo(y)) which does not contain, as a subset, any of the aforementioned pairs.
Due to Definition 3.1, there are precisely a(27, k, 7) such subsets S. But notice that a(27,k,7) is
an increasing function of 7 because of Lemma 3.4; in particular, | X’(y)| is maximal when |o(y)| is
minimal for y € G*. By Lemma 3.3, if G has odd order then |o(y)| =1 for all y € G*, and hence
m = a(2t,k,t) with ¢ = (n — 3)/2. On the other hand, if G has even order, then there exists an
element y € G* with o(y) = 0, implying that m = a(2t, k,t) with t = (n — 2)/2. O

If G is not Abelian then we may bound M from above, as stated in the following theorem.

Lemma 3.6. If G is a finite group of order n and k an integer such that 1 <k <n — 2 then

9) M < <n;2)1~a(3t+l,k7t),

where
t— { [(n—=1)/3] ., if |G| is even;
l(n—2)/3] , if |G| is odd.

Proof. Let y € G* and s = |o(y)|. Define C = G*\ ({y} Uo(y)). We first show that there exists
aset J C C of size 7 = [2=1=%] such that the sets {z, 27!y}, with € J, are distinct, pairwise
disjoint, and of cardinality 2. (Notice that for each z € C, {z,z7 'y} C C.) We shall define such a
set J recursively.

If s > n—3then 7 = 0, and J = @ has the desired properties. So we may assume that s < n—4.
Then the set C' is non-empty, and we can choose 1 € C' and set J; = {z1}. Now suppose that
Jo, with 1 < ¢ < 7, has been defined so that J; C C, |J;| = [, and | Ugey, {z, 27y} = 2I. Let
Ko =Uzeg{z,yz~ 1, 27y}, Since |Ky| <3¢ <3r—-3<n—-s—4<n—s—2=|C|, we can choose
an element 24,1 € C'\ Ky and define Jy 1 = JoU{xp41}. Clearly, |Jpy1| = €+1and Jy11 € C. Now
suppose that |Uze,,, {z, r71y}| < 2¢+2. Then one of the elements x4, or xz_&ly must belong to
Uses, {o, 27 y}. However, both of these cases imply that 24,1 € K, which is not possible. This
construction yields therefore a set J = J, with the desired properties.
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Notice that

n—2\""
M= ( . ) " max X' (y)],
where X'(y) is as defined in (8). We first show that | X' (y)| < a(37+1,k, T), where 7 = L%‘U(y)‘j
is the cardinality of the aforementioned set J. Note that {x, 27!y} is a singleton whenever z € o (y).
In particular, for k-subset S C G* \ {y}, S € X'(y) if and only if, for each x € G*\ ({y} Ua(y)),
{x,2 7y} ¢ S. Since J € G*\ ({y} Ua(y)), for each x € J, {x, 27y} € G*\ ({y} Uo(y)), and
the definition of the coefficients a(n, k, t) implies that | X' (y)| < a(n—1—|o(y)|, k, 7). But observe
that n —2 —|o(y)| < 374 1. Since a(n, k,t) is an increasing function of n, | X' (y)| < a(37+1,k, 7).
Finally, by Lemma 3.3, the function a(37 + 1,k,7) is increasing in 7 and since the maximum
value of 7 is achieved for those y which have |o(y)| minimal, it follows from Lemma 3.4 that
| X'(y)| < a(3t+1,k,t), where t is now as in the statement of the lemma. Since this holds for every
y € G*, the result follows. O

Knowledge of the asymptotic behaviour of the function a(n, k, t) when n is asymptotically linear
in ¢ would allow us to make conclusions about the asymptotic behaviour of the random variable
Diam. For example, Theorem 5.1 shows that if lim, . (n —k — 1) (";2)71(1(315 +1,|en],t) =0
for a constant ¢ such that 0 < ¢ < 1/2, then the diameter of a random Cayley digraph of order
n and degree |cn| is asymptotically almost surely equal to two. Similar statements, with ¢ equal
to different linear functions of n, could be made for random Abelian Cayley digraphs on the basis
of Theorem 4.1. In the next sections we will show that limits such as the above are indeed equal
to zero and therefore the corresponding random Cayley digraphs almost surely have diameter two.
We also consider the lower bound in the Abelian case, and describe more precisely the threshold
at which Pr(Diam < 2) jumps asymptotically away from 0.

4. ANALYSIS IN ABELIAN GROUPS

In this section we restrict ourselves to Abelian groups, for which we can prove the following
result. The proof is omitted as it is a direct consequence of equations (3) and (4), Lemma 3.5 and
the first equality in Lemma 3.2.

Theorem 4.1. If G is Abelian of finite order n and k an integer such that 1 < k <n — 2 then

(10) (1—%)- (”;2>_1<Z> -2F < Pr(Diam > 2) < (n—k — 1) - (”;2)_1- (2) Lok,

where t is as in Lemma 3.5.

We start the analysis by observing that in the context of Lemma 3.5 we have that n —2 = 2t +d
where d = 0 if n is even and d = 1 if n is odd. Therefore,

(11) M= (” . 2)1a(2t, kot) = (%Z d) - {2’f (;)} —b(t, k)e(t, k),

where
2\ ' [t 2% —k+1\*

Observe that the function c(t, k) converges to 1 as ¢ — co uniformly on the set {(¢,k) € R2 : 0 <
k < f(t)} for any function f(t) such that f(¢)/t — 0 as t — oco. Furthermore, for any constants
1, co satisfying 0 < ¢; < ¢ < 1 there exist constants dy,ds such that 0 < dy < ¢(t,k) < da
whenever ¢t < k < ¢ot. In particular, if the ratio A = k/t remains within prescribed bounds as
t — oo, away from zero, then the value of ¢(t, k) remains within a bounded interval, away from
zZero.

For the asymptotic analysis of the behaviour of binomial coefficients appearing in b(t, k) we use
Stirling’s approximation. To state the result of the corresponding routine calculations in a concise
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form, for 0 < A < 1 let

RN =2-XNIn(1-X/2)—(1—=NIn(l-N),

1/2
P(\) = (;_;A) / , and
Ct,AN)=1+0t ) +0((tAN)™ ) +0(t1-A)"")  ast— oo

Then, writing k = At, routine calculation with the help of Stirling’s approximation yields
(12) b(t,k) = exp(tR(\)) P(A\) C(t, \) ;
the terms R, P and C represent the exponential rate, the leading coefficient, and the correction

term. The exponential rate R(\) is easily seen to be negative for 0 < A < 1. Furthermore C(¢, \)
tends to 1 for any fixed A € (0,1) as ¢ — oco. Note also that

(13) RA)=2-MNIn(1—=X/2) = (1 =X 1In(l = X) = =A2/44+0(\®) for 0 < X < 1.

Our first result about the behaviour of Pr(Diam > 2) in the case of Abelian groups deals with
the situation where k = cn for some ¢ < 1/2. In our asymptotic calculations for n — co we may
then replace A = k/t for t = |(n — 2)/2]| with the value 2¢. Combining now (11), (12) and (13).
with Theorem 4.1 we arrive at the following result:

Theorem 4.2. For any constant ¢ such that 0 < ¢ < 1/2, the probability of a random Cay-
ley digraph on an Abelian group of order n and degree |cn| having diameter 2 is at least 1 —
O(exp(—c?n/2)). O

We now turn to the case where k ~ n® with 1/2 < § < 1. For k = M\ with A = o(1) as t — oo,
the approximation (13) is still valid, and we also have C(t,A\) = 1+ O(X). Thus, if k grows at
least as fast as n® with § > 1/2, for asymptotic computation we may replace k with 2n°~'t and
set A = 2n°~1. Then, the exponent tR(\) in (12) may be replaced with —n?~1/2, which implies
exponential decay if 6 > 1/2. Using Theorem 4.1 again, we have the following conclusion.

Theorem 4.3. For any constant § such that 1/2 < § < 1, the probability of a random Cayley
digraph on an elementary Abelian 2-group of order n and degree |n’| having diameter 2 is at least

1 — O(exp(—n?°=1/2)). O

It is natural to ask what happens when k ~ /n. By the Moore bound for diameter two, the
probability of a random Cayley digraph of degree k and order n (for a general group) having
diameter 2 is zero if & < /n. It is interesting to note that if the right-hand side is increased
by a factor of 2, then for any n of the form n = 22¢ there exists a Cayley (di)graph of order n
and degree k = 2y/n = 2-2% on an elementary Abelian group of order n, which has diameter 2.
Indeed, representing vertices of the graph as 2d-dimensional 0-1 vectors, it is sufficient to consider
a generating set of the form S; U Sy where S; and Sy consists of all non-zero vectors having the
first d and the last d coordinates equal to zero, respectively. It follows that the probability that a
random Cayley (di)graph on an elementary Abelian 2-group of order n and degree k = 2y/n has
diameter 2 is positive. This, of course, does not allow to make any conclusion as to how large this
probability might be.

However, our approximation above shows that if k& = |¢y/n], then the upper bound from part
(10) of Theorem 4.1 tends to infinity as n — oo, while the lower bound converges to exp(—c?/2).
In particular, this shows that, when restricted to Cayley graphs on Abelian groups of order n and
valence ¢y/n, the probability Pr(Diam = 2) does not tend to 1 as n — oo, for any value of ¢. Note
that when ¢ < 1, our lower bound is inferior to the Moore bound.

This brings us to the question in the Introduction concerning the threshold for k¥ = f(n) at
which the asymptotic value of the upper bound on Pr(Diam > 2) undergoes a phase transition,
switching abruptly from 1 to 0 as k increases. The facts above give a lot of information on this
point in the case of Abelian groups for which we have both an upper and a lower estimate (10) of
Theorem 4.1 on the probability of having diameter greater than 2. Note that we have already seen
that the Moore bound does not give the correct asymptotic order for the threshold.

Theorem 4.4. Let G be a finite Abelian group of order n and let P(n,k) denote the probability
that a random Cayley digraph of degree k = f(n) on G has diameter at most 2. Suppose that
0<p(n) <p'(n) <1
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e If f(n)/Vnlnn — oo, then P(n, k) = 1 as n — oo.
o If f(n)/\/2nIn(n/u(n)) — 1 then P(n,k) >1— p/(n) for all sufficiently large n.
o If f(n)/\/2n(—Iny/(n)) = 1 then P(n,k) <1 — p(n) for all sufficiently large n.

Proof. To simplify the calculations, in the asymptotics we may replace ¢ with n/2 and A = k/t
with 2k/n; moreover, by (13) and other facts above we may replace the upper bound in question
with n exp[—k2/(2n) + O(k*/n?))]. Note that this approximation works well if & = o(n?/3), which
includes the region of interest to us here. Now n exp[—k?/(2n)+O(k3/n?)]/u(n) — 1 if and only if
k/+/2n In(n/p(n)) — 1. Part (ii) follows directly from the definition of limit. By letting p(n) — 0,
we obtain (i). By the same method, we can deal with the lower bound and obtain (iii). O

We move on in the next section to general finite groups. Results similar to those we have
already obtained for Abelian groups could perhaps in principle be developed in a way similar to
the elementary approach above, but with much more effort and facing difficulties which we now
outline.

The upper bound on M for general groups now involves the factor a(3t+1, k,t). The expression
for this factor involving binomial coefficients in (5) will have a number of summands of order k,
which is not constant. It seems unlikely therefore that an elementary asymptotic analysis will
work. We cannot hope for better — as a consequence of [6, 10] this combinatorial sum cannot be
converted to a ‘closed formula’ of length independent on the parameters n and k for k = cn or
k = n®. We will deal with this difficulty in the next section by using a more sophisticated approach.

5. ASYMPTOTIC ANALYSIS FOR GENERAL GROUPS

In this section we address the case of general finite groups. For this case, Lemma 3.6 provides
an upper-bound for M in terms of the coefficients a(n, k,t). The following result is now a direct
consequence of equation (4).

Theorem 5.1. If G is a finite group of order n and k an integer such that 1 < k <n — 2 then

n—2

(14) Pr(Diam >2) < (n—k—1) - < .

1
> ~a(3t+1,k,t),

where t is as in Lemma 3.6.

In what follows, we aim to analyze the asymptotic behavior of the upper-bound in equation
(14) for the case where k = |cn] and k = |[n%|, with 0 < ¢ < 1 and 1/2 < § < 1. We do so
in general by considering the asymptotic behavior of a(n, k,t) when n > 2¢. The most technical
aspect of the asymptotic analysis is when n > k + ¢, which we address reducing it to a uniform
asymptotic expansion of a one-dimensional parameter-varying integral. When k& = ©(n), the
asymptotic behavior of the resulting integral relies on the stationary phase method, as found for
example in [11]. Instead, when k = o(n), the analysis follows the lines of [2, 3]. We note in passing
that the first of these regimes could be easily addressed using the methods recently developed in
[7, 8] (see [9, Section 4.9] for more details). However, the methods of [7, 8] do not work directly in
the sublinear case, unlike the methods of the present paper.

5.1. Integral representation. We begin our study of the asymptotic behaviour of a(n, k, t), when
n > 2t. Define d; = (n — 2t)/n, d2 = t/n and ds = k/n. In what follows, unless otherwise stated,
dy, do and d3 always stand as short forms of these functions of (n, k,t). There are three possible
asymptotic regimes to consider in terms of the relationship between d; + ds and ds.

If di +ds < dsie. k+t>n then

(15) a(n, k,t) =0.
On the other hand, if dq +ds = ds3 i.e. k+t =n then
(16) a(n,k,t) = 2"

In what remains of this section, we assume that d; + dy > d3 i.e. n >k +t.
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Recalling formula (5), for fixed n and ¢, consider the generating function

Skt = Sy (n . 2t> (k : e) 2

k>0 k>0  ¢=0
n—2t\ . AV
= E Z.E 2] = (] n=2t(1 4 9.\t
; < i )x : <J) # = (el + 20)
>0 7=>0

Due to Cauchy’s formula, the above implies that
1 [" ) ) )
a(n, k,t) = 2*/ R (14 re®) 2 (1 4 2re?) e R0 dp,
T

for all 7 > 0. Since the modulus of the integrand is maximized at § = 0, we normalize the integral
by the factor (1 +7)""2¢(1+ 2r)!, and rewrite the integrand in an exponential-logarithmic form to
obtain

(17) a(n, k,t) = E(rin, k,t) - I(r;n, k,1),

—T

where

E(rin,k,t) = (2m) 7 - r7F(1 4+ 7)" 721 + 2r)7,

I(r;n,k‘,t)z/ exp(—n-F(O;r,dl,dg,dg))dH,

—T

1 0 1 92 0
F(G;r,dl,dg,dg)=d3-i9—d1-ln{ 117“6 }—dg-ln{w}7
T

where logarithms are always to be interpreted in the principal sense.

To determine the asymptotic behavior of the coefficients a(n, k,t), the goal is to tune r with
(n, k,t) so that I(r;n,k,t) decays polynomially with n, in which case E(r;n,k,t) captures the
precise exponential growth rate of the coefficients. We note for later that

In E(r;n, k,t
(18) ME@ R (14 1) + do (1 + 20) — ds Inr-
n
To accomplish the above notice that
oF . d17“ 2d27“
—(0;7,dy,do,ds) =i | d3 — ——— — )
60( ;7,dy, da, d3) Z(s Trr 1+2r>

Thus, in order for # = 0 to be a stationary point of F(0;r,dy,da,ds), r and (n, k, t) must satisfy the
relation dir/(1 +r) + 2dor/(1 + 2r) = ds. A routine calculation shows that the only non-negative
real solution to this equation is given by the formula

2d3
(1 — 3d3) + \/(1 - 3d3)2 + 8d3(d1 +dy — dg) >0
In what remains of the manuscript, and unless otherwise stated, r always stands for the above
function of (dy,ds,ds) when dy + ds > ds. Furthermore, it is understood that r is given by (19)
when it is omitted from the notation. Thus, for example, F(6;dy, ds,ds) denotes F(0,7;dy,ds, ds3);
in particular, § = 0 is a stationary point of F'(0;dy,ds,ds).
On the other hand, notice that

62F d17" dQT

(19) r=

—(0;dy,da,d3) = .
ggz (03 1 2, ds) 2+ (A t2re
Using that dy + 2dy = 1, it follows almost immediately that
0*F r
20 ——(0;dy,ds,d3) > ————.
(20) e O ) > o
Similarly, but after using that In(1 —w) < —w/2, for all 0 < w < 1, it also follows that
(1 —cosO)r
21 Re{F(0;dy,ds,d3)} > — .
( ) e{ ( s 01, 62, 3)}— 2(1+2T>2

Three distinct regimes are possible when d; +ds > d3, depending on the behavior of r as n — oc.
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If » — oo then (17), (18) and (21) imply that a(n, k,t) = O(2¢ - O(/r+(ditd2=ds)In(r)) Tp the
special case that d3 stays bounded away from 1/3, it follows from (19) that r(dy 4+ da — d3) = ©(1);
in particular, a(n, k,t) = O(2! - e9((d1+d2=d3))y  Hence, if n(d; + dy — d3) remains bounded then

(22) a(n, k,t) = O(2").

This bound is sharp because a(n, k,t) = 2¢ when d; + dy = d3.
On the other hand, if r stays in a compact subset C' of (0, +00) then

(23) a(n’ k, t) — @(n—1/2en(d1 In(1+4r)+dz In(14-27)—ds In r)).

Due to the identity in (18), the above is equivalent to having I(n, k,t) = ©(n~'/2), uniformly for
all (n,k,t) such that » € C. To see this, first think of (6;r,d1,ds,ds) as a vector of unrelated
variables, and notice that there exists a sufficiently small 0 < § < 7 such that F(6;r,d1,ds,ds) is
an analytic function of 6 for || < 4, for all (r,dy,ds,ds3) such that r € C. Due to (21), I(n,k,t)
is localizable around @ = 0 and, because of the analyticity, the end-points of the integral may
be shifted by incurring exponentially small errors that stay uniform for » € C. Since § = 0 is a
stationary point of F'(6;dy,ds,ds), the inequality in (20) together with Laplace’s method imply
the claimed asymptotics for I(n,k,t).
Finally, if » — 0% then

(24) a(n’ k, t) — @(k—l/Qen(dl In(14r)+ds In(14-27)—ds In r))

Similarly as before, all reduces to show now that I(n,k,t) = ©(k~'/?). The difficulty here is that
F(0;dy,ds,ds) converges uniformly to 0 for all —r < # < 7 when r — 07. We resolve this issue
exploiting that F'(6;r,d1,ds,ds) is also analytic with respect to r near » = 0. Indeed, thinking
again of (6;7,dy,ds,ds) as a vector of unrelated variables, notice that there is n > 0 such that
F(0;r,dy,ds,d3) is an analytic function of (6;r) for |#] < 27 and |r| < n, for all (dy,ds,ds). In
particular, since F(0;0,dy,ds,ds) — %—5(0;07d1,d2,d3)9 = 0, for all || < 2, it follows from the
Hartogs’ series of this function that
F(0:7,d1, oy ds) — O (0 dy i, )0 = - G057, ),

for certain function G(6;r,dy,ds,ds), analytic in (6;r) for |8] < 27 and |r| < 7. Recall that
G(0;dy,dy,ds) stands for G(6;r,d1,ds,ds) when r is given by formula (19). Since § = 0 is a sta-
tionary point of F(0;dy,ds,ds), the above identity implies that F'(0;dy,da,ds) = r-G(0;d1,da, ds).
Hence

(25) I(n,k,t) :/ o—rG(8id1,d2,ds) g9

But notice that nr — oo because nr ~ k for dir/(1 4 r) + 2dar/(1 4+ 2r) = ds and dy + 2dy = 1.
On the other hand, due to (19), (20) and (21), it is immediate that 8 = 0 is a stationary point of
G(G, dl, dz, dg), and

0°G 1
902 (0;dr,do,d3) > 301 2
1—cosf

Re{G(0;dy,ds,d >

e‘{ ( y U1, U2, 3)} = 2(1+2T)2
The arguments used for the previous regime now imply that I(n, k,t) = ©((nr)~'/?) = ©(k~/?),
as claimed.

5.2. The linear case. We first specialize the results of the previous section to determine the
asymptotic order of the coefficients upper-bound for the probability of the event [Diam > 2| in
Theorem 5.1, when k = |en|, with 0 < ¢ < 1, and ¢ ~ n/3 is as in Lemma 3.6; in particular,
dy=(t+1)/(3t+1) ~1/3,da =t/(3t+1) ~1/3 and d3 = k/(3t+ 1) ~ c. We distinguish between
three possible regimes, according to the value of ¢ relative to 2/3.

If 0 < ¢ < 2/3 then, for large enough n, di + ds > d3 and r — r., where

2c
(1-3¢)+ /(1 —3¢)2+8c(2/3—¢)

(26) Te =
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In particular, if ¢ is bounded away from 0 and 2/3 then, for sufficiently large n independent of ¢, r is
bounded to a compact subset of (0, +0c0) and the asymptotic regime of the coefficients a(3t+1, k, t)
is described by equation (23). The exponential rate of these coefficients w.r.t. n is therefore given
by —cln(re) +In(1 +7.)/3 + In(1 + 2r.)/3.

On the other hand, using that n! = I'(n 4+ 1) and the asymptotic expansion of the Gamma
function at infinity, we find for 0 < k < n — 2 but k/(n — 2) bounded away from 1 that

(27) iln{(n;2>_l}:zlog<i>+<1—§>log<1—s>—|—0(bgém>.

Recall that when ¢ > 1/2, every Cayley graph of degree |cn| and order n has diameter at most
2. Deferring the study of the value ¢ = 0 to the next subsection dealing with the sub-linear case,
the discussion above yields the following result.

Theorem 5.2. If C C (0,1/2] is a compact set and 0 < v < inf.ec 7, then the probability of a
random Cayley digraph of order n and degree k having diameter 2 is at least 1 — O(y/n - e~ ™),
uniformly for all n and k such that k/n € C, as n goes to infinity.

5.3. The sublinear case. Finally, we analyze the asymptotic order of the upper-bound for the
probability of the event [Diam > 2] in Theorem 5.1 when k = ©(n%), with 1/2 < § < 1, and
t ~n/3 is as in Lemma 3.6. Note that the case with 6 = 1 falls into the context of the linear case
in the previous section.

As before, d; — 1/3 and ds — 1/3, however, d3 — 0T; in particular, 7 — 07. The asymptotic
regime of the coefficients a(3t+1, k, t) is therefore described by equation (24). Using equation (27),

we find that the exponential growth rate of the coefficients ("gz)ila(&f +1,k,t)is

dslogds + (1 —ds)log(1 —ds) — dslogr + (1 — 2d2) log(1 + r) + d2 log(1 + 2r) + O (logn(n)> .

Due to equation (19), this rate is asymptotic to —r2/3. When k = ©(n’), with § > 1/2, the upper-
bound of Pr[Diam > 2] is of order n'=%/2 exp(—n 29~ (1 4 0(1))/3), which leads to the following
result.

Theorem 5.3. For any constant § such that 1/2 < § < 1, the probability of a random Cayley di-
graph of order n and degree k = ©(n®) having diameter 2 is at least 1 —O(n' /2 exp(—n(2=1) /3)).

6. CONCLUSION

We have derived rather detailed information on the event that a random Cayley digraph of a
group has diameter 2 in the case of elementary Abelian 2-groups, and slightly less precise informa-
tion in the general case. Many natural questions have been answered by our asymptotic analysis
of upper and lower bounds on probability, but some remain. For example, the case k ~ c\/n
is not settled by our analysis, nor is the exact asymptotic order of the phase transition where
Pr(Diam > 2) switches from almost inevitable to almost impossible. We know that this order is
at most vVnlnn and definitely exceeds /n, and we conjecture that for both Abelian and general
groups, vVnlnn is the correct order.

Our upper and lower bounds for the probability differ by a factor of order n, and tighter bounds
will be needed in order to make better progress on these problems.

Finally, recall that the function a(n, k, t) has a natural combinatorial interpretation which may be
more widely applicable. Our asymptotic analysis yields immediate consequences for this function,
in regimes including more cases than were needed for the results in this paper, and even more could
be deduced by similar methods.
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