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Abstract

A high-level intermediate representation of the knowledge of a task domain is recognised as a

useful step in the design of knowledge-based systems. It can serve as a common medium for

discussion between domain experts and knowledge engineers, thereby facilitating knowledge

enhancement. It can also form an unambiguous statement from which to implement a

knowledge-based system, and it can represent a permanent record of the knowledge included

in the system. This paper describes a methodology for guiding the knowledge analysis of a

domain, and for constructing a model of the domain knowledge in the Conceptual Graph

Knowledge Representation Language. The domain model can then be easily implemented in

Prolog or in a knowledge representation language that directly supports Conceptual Graphs
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introduction

Currently, the task of designing knowledge-based systems frequently proceeds in an ad hoc

manner.  The process of knowledge engineering can be hampered by the lack of formal

specifications for the desired system and by the difficulty of knowing how to start organising

the relevant knowledge of the task domain [Alexander et al., 1986; Partridge, 1989]. This

paper will address this by examining the use of a methodology for knowledge analysis

resulting in an intermediate knowledge representation in the Conceptual Graph Knowledge

Representation Language (CGKRL).

The design and implementation of expert systems typically involves four interacting functional

components: domain experts, knowledge engineers, a prototype program, and verification of

the prototype [Buchanan, 1979].  The knowledge engineers elicit knowledge from the experts

and implement a prototype, which is then reviewed by the domain experts.

However, there are several advantages in creating an intermediate representation of domain

knowledge at a level more abstract than that of the program:
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• the intermediate representation can serve as a record of the elicited domain knowledge,

independent of any implementation [Alexander et al., 1986; Plant, 1987; Wielinga &

Breuker, 1986; Young, 1987].

• the intermediate representation enables the domain experts and knowledge engineers to

discuss the domain in a common medium. This enhances the knowledge analysis process

by serving as a model of the domain [Alexander et al., 1986; Edwards, 1987; Butler &

Chamberlin, 1987; Recogzei & Plantinga, 1987].

• the intermediate representation can facilitate the identification of errors and omissions, and

reduce misunderstandings about the knowledge structures of the domain [Alexander et al.,

1986].  Thus an intermediate representation can reduce the likelihood of costly, and

complex rewrites of a prototype.

• the intermediate representation can serve as a means of deciding upon the most suitable

implementation for the system [Wielinga & Breuker, 1986; Plant, 1987], without allowing

current implementational trends to affect the knowledge elicitation/analysis processes.

• the intermediate representation can be used as a basis for explanation, training, and system

documentation after implementation of the system [Young, 1987].

The use of “paper models” or graphical representations of knowledge is a powerful and

intuitive way of explicitly representing knowledge [Johnson-Laird, 1983; Pylyshyn, 1984].

Graphical domain models combined with textual statements of knowledge have been used

successfully in KEATS [Motta et al., 1986; Rajan et al., 1989] and more recently in KADS

[Breuker & Wielinga, 1985] to facilitate the processes of knowledge elicitation and

acquisition. The CGKRL described here provides a statement of domain knowledge, which is

independent of any specific implementation.  Thus, the resulting model could eventually be

used to implement an expert system in any desired AI environment or language.

This paper will first introduce the concept of describing expert domains at the knowledge

level, and will then illustrate the  knowledge analysis methodology with a test case.

knowledge representation at the knowledge level

Firstly, it must be stated that this paper makes a distinction between a representational

language and an implementational language, which is not always apparent in AI literature

[Bobrow, & Winograd, 1977; Brachman, 1979; Brachman, et al., 1983; Hines & Unger,

1987]. Our knowledge representation is intended to be completely independent of any specific

computational implementation, as for example, the theories of frames, production rules, or

semantic nets are independent of specific implementations. This distinction has, however,

frequently been blurred, and knowledge representations are often implementational languages

containing knowledge pertaining to the control and execution of the program, in addition to

knowledge about the domain.
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Alexander et al., [1986] posited a knowledge level analysis producing a formal specification of

domain knowledge independent of implementational details. Their ontological analysis

provides a description of a task domain at the knowledge level [Newell, 1982; Pylyshyn,

1984]. The knowledge level is a higher (more abstract) level lying above the symbol, or

program level. That is, the function of knowledge is independent of any symbolic

representation required to express it. At the knowledge level only the behaviour of a system

and the set of operations required to achieve the behaviour need be specified; the structures

used to implement the behaviour need not be specified [Levesque, 1984]. For example, the

abstract data type is described in a high-level manner, in terms of its behaviour and its

operators, rather than in terms of any specific computational implementation [Johnson-Laird,

1983].

High-level representations of knowledge can therefore facilitate understanding by enabling

domains to be described independently of the implementations which might support any

resulting system.  Such descriptions at the knowledge level constitute “functional

descriptions.” For example, a clock may be described by the behaviour of its mechanism,

whereas its function is to tell the time to an observer [Bobrow, 1984].

How then are we to describe knowledge functionally? One way is to construct an ontology

defining the concepts within the domain of expertise. Regoczei and Plantinga [1987] proposed

a methodology for natural language based knowledge acquisition which restricts itself to

compiling an ontology and an inventory list for a domain. Our ontology will not only model

entities and instances, but will also represent the relationships between them. Our basic

ontology according to this criterion must contain entities and instances, their properties,

functions, and relations between them. It should also admit properties of properties, relations

of relations, and so on, in a system that has no a priori limit to the construction of higher-

order properties and relations.

The idea that meaning may be expressed by a set of concepts has been used in a variety of

differing domains within AI. A well known application is that of Schank [1973] in natural

language understanding. The conceptual dependency concepts of Schank were specifically

crafted to describe the underlying meaning in natural language. However, there is no a priori

reason why a finite set of semantic concepts could not describe meaning or function in other

AI domains.  Sowa [1984] has proposed a more complex set - the Conceptual Graph. This

representation is based on an extension of the entity-relationship diagrams of Chen [1983],

which have proved useful for data description.

Entity-relationship diagrams are not, however, detailed enough to represent the full meaning

of natural languages. Conceptual graphs were therefore developed as an intermediate semantic

representation [Sowa et al., 1985] which may be used to describe any domain by a process

termed conceptual analysis; this results in a precise catalogue of concepts, relations, facts, and



Watson, I.D., Shave, M.J., & Moralee, D.S. (1989). A Knowledge Analysis Methodology Using an Intermediate Representation Based on Conceptual Graphs. In:
Proc. 9th. Int. Workshop on Expert Systems & their Applications, Vol. 1: pp.183-198.

principles. Thus, in the domain of knowledge-based systems, conceptual analysis is

synonymous with knowledge analysis.

Conceptual Graphs are a way of representing both declarative and procedural knowledge in a

uniform and disciplined manner. Moreover, their simple syntax can be combined with a

visually expressive representation, enabling people who are not familiar with the knowledge

representation to understand the graphs quickly. Conceptual graphs support a number of

knowledge structures, enabling most knowledge types to be adequately represented. A full

account can be found in Sowa [1984].

A particular point of interest to our application is that a type hierarchy is created in the

CGKRL which enables domain knowledge to be considered at differing levels of abstraction.

Thus, for example, if the domain of interest were disease diagnosis, it would be possible to

treat the domain at the general level of infectious organisms, and also at the more specific

levels of bacteria, and viruses. Hence, knowledge common to all infectious organisms would

be associated with the more general concept, whilst only knowledge pertaining to bacteria

would be associated with that concept.

Moreover, since a concept may itself form a conceptual graph, a description of a domain may

be composed of a set of nested individual graphs (cf. Figures 1, 2, & 3), rather than a single

large graph, as is the case with other semantic networks. This facility proves particularly useful

during iterative knowledge elicitation/analysis cycles, permitting the details of a concept to be

considered initially at a very abstract level.  Subsequent cycles then add detail to general

concepts, facilitating top-down knowledge elicitation and analysis. Conceptual graphs thereby

allow several levels of knowledge abstraction to co-exist in the domain model, a desirable

attribute of knowledge representations [Gladun & Rabinovich, 1979].

knowledge elicitation and analysis

It is often convenient to divide the  knowledge of a task domain broadly into declarative

knowledge, and procedural knowledge. The division between each category in most domains

will be imprecise, but nonetheless it has been recognised that such divisions can assist

knowledge elicitation [Alexander, et al., 1986; Edwards, 1987], since it is sometimes

necessary to differentiate between the “facts” of a domain and the procedures which “operate”

upon them. Alexander, et al., [1986] in their ontological analysis proposed treating knowledge

in three steps: first the facts of a domain are defined, then the operations which act upon them,

and finally the heuristics which control the operations. Interestingly, Edwards [1987] in his

detailed account of a knowledge elicitation/acquisition process states that, the knowledge

engineer should attempt to describe the procedural knowledge prior to describing the

declarative knowledge. This apparent contradiction is mitigated because both agree that the

distinctions between categories of knowledge are actually far from rigid, and that some
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declarative knowledge must be described to make sense of the procedural knowledge, and vice

versa.

A strength of Conceptual Graphs is that they support a uniform representation for both

procedural and declarative knowledge [Hines & Unger, 1987], and therefore it is not

necessary to differentiate between knowledge types during analysis. This results in a more

natural grouping of the knowledge in a domain, allowing the domain facts to be grouped with

the procedures and heuristics which operate upon them. In our view Edwards was correct in

emphasising that the procedural knowledge makes sense of a domain by imposing a structure

on the relationships between the declarative knowledge. This implies that top-down

knowledge elicitation is preferable; it enables the domain to be treated initially at its most

abstract level.

overview of the methodology

The knowledge analysis methodology may be summarised by the steps described below.

Source material for analysis may take the form of recorded (audio or visual) transcripts from

interviews or textual sources.

1. The transcript is processed by a series of simple steps which remove noise and repetition,

standardise terminology and tenses, and resolve ambiguity.

2. The transcript is then divided into modules, each referring to a particular subject. The

transcript is now in a form which is suitable for translation into the representation. This is

known as the source document.

3. The source document, is translated by a number of steps into the CGKRL to produce an

intermediate representation. Translation proceeds statement by statement from the most

general statements to the most specific. It is at this stage that the domain knowledge takes

on a structured form, with the relations between domain concepts being explicitly

represented. This becomes the domain model.

4. The domain model is examined jointly by the knowledge engineers and domain experts

resulting in further knowledge elicitation/analysis cycles, until such time as the model is

judged adequate.

5. When knowledge analysis is completed the resulting domain model can then be used as a

document from which implementation can proceed.

the factory test case

The methodology has been refined by the use of several test cases. The source material for the

first case study was a University admissions handbook. This required very little processing in

order to make a suitable source document from which translation could take place. Indeed, it

was the well-structured, precise, and unambiguous form of this handbook, which highlighted
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the desirability of such a form for future source documents. A second case study used

elicitation transcripts dealing with soil erosion. This material had been used by another

researcher to develop an expert system using the mathematical modelling language “Z” [Plant,

1987].. This gave us the opportunity to compare the two approaches.

Our third case study dealt with the running of a small manufacturing plant. This factory mixes

two liquids to manufacture a detergent of a precise specification. One of the liquids is

delivered by lorries and loaded into a storage tank, whilst the second liquid is obtained from a

reservoir tank on site. The liquids flow through pipes controlled by valves into a mixing vessel,

and finally the detergent flows to a packaging unit. The specification of the detergent can be

altered by controlling the flow of liquids into the mixing vessel.

An interview with an expert familiar with the running of the factory was tape recorded,

providing a transcript as a basis for the knowledge analysis. This transcript required

considerable processing to render it in a suitable form. Work on case studies has found the

following characteristics to be desirable in the source document:

• terminology and usage must be standardised.

• tenses should be standardised to avoid temporal ambiguity.

• text should be as unambiguous as possible, subjects should be referred to directly, not

indirectly.

• the document should be structured into modules such that each module contains an

identifiable subject grouping.

• modules should be logically ordered, such that their grouping reflects the grouping of

subject groups within the domain.

• modules should be divided into units, such that each unit has an identifiable subject; units

may be sub-divided into sub-units describing aspects of the unit's subject.

• units should be logically ordered as for module.

As an example, the following is a section from the elicitation transcript describing the factory:

Expert: Right, the object of this system ummm...is to produce detergent within a

certain specification, to maximise profits....ummm...in this particular system I’m allowed a

certain time or a maximum of five lorries arriving at one time, or rather waiting at one

time.....Ummm I can open or close the valves....aahh....lorries arrive randomly, I don't have

any control of the lorries arriving, but I have control on holding the lorry or unloading.

The above fragment is not yet suitable for translation into the intermediate representation; it is

poorly structured, it deals with a number of separate subjects, and it is ambiguous. The initial

transcript was processed through the stages described above to produce concise unambiguous

text.
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The decision as to what are the primary subjects of the domain should be taken jointly by

domain experts and knowledge engineers, but at most 20-30 subjects should be decided upon.

This is similar to the practise in traditional data analysis in which a manageable number of key

entities are chosen initially to describe the domain. Thus, in the factory example the following

set of subjects were selected: Strategy, Controls, Costing, Specification, Tanks, Valves,

Material, Product, Lorries, Overflow, Pipes, Flow,  and Extras. These constitute a range of

knowledge types from heuristic, through procedural to declarative. However, the subject

groupings, or modules, are not exclusive, and a statement could be assigned to more than one

module. Consequently, statements are also given a qualitative measure (high, medium, or low)

of their relevance to a module. By this stage the elicited knowledge was in the form of the

source document from which translation into the intermediate representation could take place.

It is desirable for the knowledge engineers to be able to follow a disciplined translation

methodology, which would produce a correct set of conceptual graphs when applied to any

set of statements. However, since English can be ambiguous this task is not simple. First, it

must be emphasised that it is not our intention to translate natural language into the CGKRL

since, as is described above, the elicited material undergoes pre-processing to produce a

source document in a form suitable for translation.  The objective then, was to design a series

of steps which, when applied to a suitable piece of processed text (the source document) will

facilitate accurate translation into the CGKRL.

Translation occurs in a top-down manner: a statement from the source document is selected

(preferably by the domain experts) as being a representative general statement of the goals or

function of the domain, or a summary of the problem area. The concepts within this statement

are then assigned places in the type hierarchy. Since the first statement is very general, these

concepts should occupy places at the top of the hierarchy. For example, it was decided that

the following statement (from the above extract of the transcript) was the most general

statement of the function of the domain:

[1/#9.1: (HIGH) The object of this system is to produce detergent within a certain specification,

[1/#9.2: (HIGH) and to maximise profits.]]

This statement was translated into a type definition for SYSTEM as in Figure 1.  This gave us

the first conceptual graph of the domain model; henceforth any use of the concept SYSTEM

had to conform to this definition.

Figure 1.

Translation then proceeds by describing the concepts in this first graph by adding more

knowledge obtained from appropriate statements in the source document. This additional

knowledge may be represented by any of the knowledge structures supported by conceptual

graphs. At all times, when new concepts are added to the model, they are placed in the type
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hierarchy, and when they are subsequently used they must conform to type.  New concepts

which are used to elaborate initial concepts are then in turn described in increasing detail.  In

this manner translation proceeds from the most general statements of the domain, to general

descriptions of the objects in the domain, and finally to more detailed descriptions of processes

and objects.

For example, MAXIMISE is described by the definition in Figure 2, and MAX_STRATEGY

is described by the schema in Figures 3a, 3b, and 3c.  MAXIMISE is defined as a type of ACT

using the method MAX_STRATEGY. This concept is in turn described by three schema each

of which describes an alternative method to ensure the factory is running efficiently.  These

schema are not exclusive, and each description of MAX_STRATEGY may be applied at the

same time.

Figure 2.

Figure 3a.

Translation from the source document into the CGKRL is continually guided by the

developing model itself. New graphs added to the model must not contradict any graphs

already contained in the model; thus the meaning or usage of concepts must remain constant

throughout knowledge analysis. It is eventually intended that knowledge analysis will be

carried out with the aid of a case tool, which will constantly check that concepts are

conforming to type, and satisfying the requirements of associated definitions, prototypes and

schema as the model is built up. However, these tasks are currently performed by hand during

the translation process.

Figure 3b.

Figure 3c.

knowledge enhancement

We have found that the simple syntax and expressive representation of the CGKRL can enable

domain experts to identify ambiguities and omissions easily. In view of the importance of this

information, we can say that in this sense knowledge about the domain is enhanced. The

concept of knowledge enhancement is central to the use of an intermediate knowledge

representation, and to the choice of the CGKRL as the knowledge representation language.

We believe, that the representation of domain knowledge in a high-level intermediate

representation, free from implementational constraints, assists knowledge engineers and

domain experts in checking the accuracy of the knowledge necessary for representing the

problem task.

In general, any procedures which encourage critical examination of the knowledge of a task

domain will result in some enhancement of that knowledge [Wielinga et. al.,., ?? Chadreskaran
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??; Steels, ??]. However, the following features of the CGKRL make it particularly suitable to

this task:

• it allows a domain to be considered initially at a general or abstract level, which enables the

general outline of the domain to be considered prior to the detail.

• it has a simple syntax, and an expressive graphical representation which enables the domain

experts to examine the model directly, a feature notably lacking if either first order

predicate calculus, or high-level languages such as LISP or Prolog were used.

• it supports consistency during knowledge analysis.

• it can highlight imprecise or ambiguous definitions of domain concepts and relations, it

enables knowledge which is unrelated to the domain to be identified, and it can facilitate

the identification of significant omissions.

During knowledge analysis, translation is constrained principally by the type hierarchy - a

concept must always conform to type. Thus, if a concept were intended to replace a default

concept during translation, but it did not conform to the type of the default concept, a

mismatch would occur. Type mismatches are not permitted, and either the type of the intended

replacement, or the type of the default concept, would need to be changed. If neither of these

actions could be taken the knowledge engineers and domain experts would need to review the

type hierarchy in order to resolve the mismatch. In addition, the use of previously defined

definitions, prototypes, and schema ensures that the usage, or meaning, of concepts remains

constant during analysis, enabling the CGKRL to maintain consistency during knowledge

analysis, regardless of the size of a domain, and regardless of the number of people performing

the analysis.

It is possible to present the resulting domain model in a variety of forms: a concise textual

form, and the more expressive graphical form  (cf. Figures 1 through 3c). However, unlike

certain database analysis tools the graphical representation is a complete translation of the

textual form. Moreover, it is possible to provide a number of useful overviews of the domain

model. Figure 4 shows a schematic diagram of the relations between certain concepts within

the domain. The numbers under the concept names refer to graphs in the model describing the

concepts. For instance, the concept MAXIMISE is described by the definition in graph #11

(cf. Figure 2).

Figure 4.  Schematic diagram showing relationships of concepts from graph #1

This form of diagram has proven useful by enabling the domain expert to check quickly the

relationships between concepts. The diagram also demonstrates the similarity of conceptual

graphs to entity-relationship diagrams. Experience has shown us that a domain expert who had

received only a brief introduction to the representation was able to use the various facilities

provided by the CGKRL to review the domain model, and to identify errors, ambiguities, and

omissions, thus leading to a further knowledge elicitation/analysis cycle.
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conclusion

We believe that the use of an intermediate representation of domain knowledge lying between

the elicitation of the knowledge, and the implementation of a prototype can assist knowledge

analysis, and thus the design of expert systems. The description of a domain at the knowledge

level permits the knowledge to be considered free from all implementational constraints and

details; this allows the domain experts and knowledge engineers to construct a domain model

before implementing a prototype. The CGKRL is particularly suited to describing a domain at

the knowledge level.  It can enable experts to define the concepts and relations of the domain

in a natural form, whilst permitting the knowledge engineers to structure them. Furthermore,

the CGKRL can actively maintain consistency of usage and meaning during knowledge

analysis.  Finally, by enabling domain experts to examine the model themselves the CGKRL

can highlight omissions and ambiguities, thus facilitating knowledge enhancement.

The use of the CGKRL permits knowledge engineers to follow a disciplined methodology

during knowledge analysis since the central task of translating the source document into the

CGKRL is guided both by a set of clearly defined steps, and by the constraints imposed by the

CGKRL itself. Although knowledge elicitation still remains a complex task, the use of the

CGKRL as an intermediate representation enables the cycles of elicitation and analysis to be

focused and directed by the developing domain model itself.

We believe that the advantage of this methodology over the prototyping method of

knowledge-based system design, lies in the ability of the CGKRL to support consistency and

enable domain experts to check the model personally, so that a resulting implementation is

likely to be more complete than if it were constructed in an ad hoc manner. In support of this

we have found in a case study that errors, ambiguities, and omissions in the elicited knowledge

were identified by a domain expert who had received only a brief introduction to the

representation. This therefore leads us to believe that a well-designed knowledge analysis tool

utilising an intermediate representation in the CGKRL could significantly enhance knowledge

analysis.
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