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Abstract

Case-based reasoning (CBR) systems solve new problems by retrieving and adapting problem solving experiences stored as cases in a case-base. Success depends largely on the performance of the case retrieval algorithm used. Smyth and McKenna [Lecture Notes in Artificial Intelligence LNAI 1650 (1999) 343–357] have described a novel retrieval technique, called footprint-based retrieval (FBR), which is guided by a model of case competence. FBR as it stands benefits from superior efficiency characteristics and achieves near-optimal competence and quality characteristics. In this paper, we describe a simple but important extension to FBR. Empirically we show that this new algorithm can deliver optimal retrieval performance while at the same time retaining the efficiency benefits of the original FBR method. © 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

The success of any case-based reasoning (CBR) system depends critically on the performance of its retrieval component [2,12]. Smyth and McKenna [15] have previously presented a novel retrieval technique, footprint-based retrieval (FBR), which uses a model of case competence to guide retrieval, and which displays superior efficiency characteristics without significantly compromising retrieval competence or solution quality. However, FBR’s efficiency benefits do result in minor competence and quality reductions (typically 1–5% below optimal levels), and since there are always situations where optimal competence and quality must be guaranteed, this means that there are certain situations where FBR, as it stands, is not applicable.

In this paper, we describe a simple but important extension to the FBR algorithm. We demonstrate that this new algorithm (incremental footprint-based retrieval or iFBR) can guarantee optimal retrieval competence and quality while still offering significant efficiency gains. The next sections survey related work on retrieval and outline the competence model that forms the basis of the iFBR method, which itself is described and evaluated in the final sections.

2. Related work

Retrieval has always received the lion’s share of interest from the CBR community. All CBR systems have a retrieval component, and success depends on the efficient retrieval of the right case at the right time. Every retrieval method is the combination of two procedures; a similarity assessment procedure to determine the similarity between a case and target problem, and a procedure for searching the case memory in order to locate the most similar case. In this paper, we are most interested in the latter.

To date research has focused on reducing the search needed to find the best case without degrading competence or quality [3,6,7,11,13,16,18]. The simplest approach is an exhaustive search of the case-base (the brute-force method), but this is not viable for large case-bases. Thus, the basic goal is to avoid the need to examine every case, for example by processing the case data in order to produce an optimised memory structure that facilitates a more directed search procedure.

One approach is to build a decision-tree over the case data (e.g. Ref. [18]). Each node and branch of the tree represents a particular attribute-value combination, and cases with a given set of attribute-values are stored at the leaf nodes. Retrieval is implemented as a directed search through the decision tree. These approaches are efficient but may not be appropriate for case-bases with incomplete case descriptions, or where the relative importance of individual case features can change.
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ability set of a target problem is the set of cases that can solve this target. It is not feasible to enumerate all possible future target problems, but by using the case-base (C) itself as a proxy for the target problem space we can efficiently estimate these sets as shown in Defs. (1) and (2).

\[
\text{CoverageSet}(c) = \{ c' \in C : \text{Solves}(c, c') \},
\]

(1)

\[
\text{ReachabilitySet}(c) = \{ c' \in C : \text{Solves}(c', c) \}.
\]

(2)

3.2. Shared coverage and competence groups

Coverage and reachability sets provide local competence estimates, but to estimate the global competence of cases it is necessary to model the interactions between their local competences.

\[
\text{RelatedSet}(c) = \text{CoverageSet}(c) \cup \text{ReachabilitySet}(c),
\]

(3)

For \( c_1, c_2 \in C \), \( \text{SharedCoverage}(c_1, c_2) \)

\[
\text{iff } [\text{RelatedSet}(c_1) \cap \text{RelatedSet}(c_2)] \neq \{\}.
\]

(4)

For \( G = \{ c_1, \ldots, c_n \} \subseteq C \), \( \text{CompetenceGroup}(G) \) iff \( \forall c_i \in G, c_j \in G - \{ c_i \} : \text{SharedCoverage}(c_i, c_j) \ \forall c_k \in C - G, \neg ;
\]

\[
\exists c_l \in G : \text{SharedCoverage}(c_k, c_l).
\]

(5)

The related set of a case is the union of its coverage and reachability sets (Def. (3)). If the related sets of two cases overlap they are said to exhibit shared coverage (Def. (4)). Cases can be grouped into so-called competence groups which are maximal sets of cases exhibiting shared coverage (Def. (5)). In fact, every case-base can be organised into a unique set of competence groups which, by definition, do not interact from a competence viewpoint — while each case within a given competence group must share coverage with another case in that group, no case from one group can share coverage with any case from another group (Fig. 1).

3.3. Footprint cases and the footprint set

Every group makes a unique (and independent) contribution to competence, but not every case makes a positive competence contribution [13]. The cases that do are called footprint cases and the footprint set is that minimal set of footprint cases that collectively provides the same coverage as the entire group (see Fig. 1). This set is important because it is only these cases that we need to consider when estimating the competence properties of a given group or case-base (the footprint set of the case-base is the union of the footprint sets of its competence groups).

The footprinting algorithm shown in Algorithm 1 operates by adding cases to the growing footprint set (FP). Each time a case is added, all of the cases that it covers are
removed from the remaining case set (R-Set), and the next case to add is the one with the largest coverage set with respect to the remaining cases (see also Refs. [8,15,16,17]).

4. Incremental FBR

FBR was first introduced by Smyth and McKenna [15]. Its key innovation stems from its use of the above competence model to guide the retrieval process. In this section, we outline the FBR algorithm and show how it can be extended to produce the iFBR method.

4.1. Footprint-based retrieval

FBR is an edited-set retrieval method that uses the above competence model to edit the case-base with respect to a specific target problem. The algorithm (Algorithm 2) has two stages. Stage one identifies the local region of the case-base that contains the target problem. Stage two focuses the search in this region to locate the nearest case to the target. During each step the competence model is used to guide the search in the right way.

Stage 1: Retrieving from the footprint set. During the first stage the target problem is compared to each case in the footprint set of the case-base, in order to locate the case that best matches the target. This case is termed the reference case and acts as an index into the case-base for the next stage. The footprint set serves to mark out the principal regions of competence within the case space and thus is a useful structure to guide retrieval. Furthermore, the footprint set contains only a fraction of the case-base and therefore has a low associated search cost.

Stage 2: Retrieving from the related set. The reference case may, or may not, be able to solve the current target, it may even be the closest case to the target in the entire case-base — however, this cannot be guaranteed. This next stage of retrieval compares the target to related (non-footprint) cases in the case-base in order to locate the most similar case in the case-base. The related cases are those that are similar to the reference case, that is, those cases that are elements of its related set. During the second stage of retrieval each of the cases in the reference case’s related set is compared to the target, a low-cost operation due to the small sizes of related sets.

4.2. Extending FBR

One of the problems with the FBR method is that there are no guarantees that the best case in the case-base (closest to the target) will be contained within the related set of the reference case, and therefore this best case may not be retrieved. In fact in earlier experiments we have found this problem to occur in between 1 and 5% of retrievals [15]. This is the reason for the minor competence and quality degradation found for the FBR method when compared to the brute-force approach.

The new incremental FBR approach solves this problem by extending the second retrieval stage beyond the related set of a single reference case. So, during stage one, the k best footprint cases are selected to produce a reference set. Then stage two searches the union of the related sets of these k cases. This allows the new approach to ‘dig deeper’ into the case-base in the region of the target and, for large enough values of k, guarantees that the best case is retrieved. By considering multiple reference cases in order of their

\[
\text{Target} \leftarrow \text{Current target problem}
\]

\[
\text{CB} \leftarrow \text{Case-Base, FP} \leftarrow \text{Footprint Set}
\]

\[
\text{FBR(Target, CB, FP)}
\]

**Stage 1**

RefCase \leftarrow \text{closest case in FP to Target}

**Stage 2**

RelSet \leftarrow \text{RelatedSet(RefCase)}

Case \leftarrow \text{closest case in RelSet to Target}

Return(Case)

Algorithm 2. The footprint-based retrieval procedure.
Target ← Current target problem
CB ← Case-Base, FP ← Footprint Set

iFBR(Target, CB, FP)

Stage 1
RefSet ← k nearest FP cases to Target

Stage 2
For each c ∈ RefSet
   RelSet ← RelSet ∪ RelatedSet(c)
EndFor
Case ← closest case in RelSet to Target
Return(Case)

Algorithm 3. The incremental footprint-based retrieval procedure.

similarity to the target we are effectively guiding the search in the target region. Note that \( k = 1 \) is the original FBR method and \( k = 0 \) corresponds to a FBR without stage two (that is, the reference case is retrieved; Algorithm 3).

4.3. Discussion

FBR and iFBR could be viewed as similar to other edited-set methods, as they search a subset of the available cases. However, the subset used by an edited-set technique such as CNN is computed eagerly, at training time, without reference to a specific target problem. In contrast, FBR and iFBR combine cases from a once-off subset of the entire case-base (the footprint set) with cases chosen (lazily) with respect to the target. This allows the FBR approaches to adapt their search space for the current target problem, thereby greatly improving retrieval competence and quality.

5. Experimental studies

We claim that iFBR benefits from superior efficiency and optimal competence and quality characteristics. We support these claims by evaluating three retrieval algorithms: (1) COV-FP, iFBR using the footprinting method described in Algorithm 1; (2) CNN-FP, iFPR using the CNN footprinting method [5]; (3) Standard, a brute-force search of the case-base.

The experiments use two publicly available case bases: 1400 cases from the Travel domain (available from the Case base Archive at http://www.ai-cbr.org, [7]) and a 500 case case-base from the Residential Property domain (available from the UCI Machine Learning Repository). We also produced extra cases for each domain. For the Travel domain 400 duplicate cases and 400 near-miss (redundant) cases are added to generate a total of 2200 cases. For the Property domain 200 duplicates and 200 near-misses are added to give a total of 900 cases. These data-sets are processed to produce 30 different case-bases of size 700 with accompanying (non-overlapping) target problem sets of 200 cases.

We built CBR systems for these case-bases. For each system the solvability criterion was based on a similarity threshold; a target problem was successfully solved if the similarity between it and the retrieved case exceeded the threshold.

5.1. Retrieval efficiency

The first experiment is concerned with evaluating the efficiency of the retrieval algorithms. Efficiency is measured as the inverse number of cases examined during retrieval. This is a fair measure since all four algorithms perform a simple search through a set of cases using the same standard weighted summed similarity operator; in other words there is no difference in the case similarity costs between the different retrieval methods.

Method. Each case-base is tested with respect to its target problem set and the average retrieval cost is computed. For the iFBR methods the value of \( k \) is increased until such time as CNN-FP and COV-FP retrieve the same case as the case retrieved by the standard, brute-force approach; This occurs are \( k = 3 \) and \( 4 \) (for COV-FP and CNN-FP) and at \( k = 5 \)

Fig. 2. Retrieval efficiency vs. \( k \) (reference set size) for (a) travel, and (b) property domains.
and 6 for COV-FP and CNN-FP), in the Travel and Property domains, respectively.

Results. The results are shown in Fig. 2 as plots of efficiency (in terms of the average number of cases examined by each retrieval method) vs. the reference set size. Notice that at \( k = 0 \) the CNN-FP and COV-FP methods are equivalent to a search of the footprint sets only (that is no stage 2 retrieval). Similarly, at \( k = 1 \) the CNN-FP and COV-FP methods are equivalent to the FBR method with its single reference case.

Discussion. Clearly the footprint-based methods significantly out-perform the Standard approach. In the Property domain, Fig. 2(b), for example, the COV-FP version of iFBR is between 4 and 6 times faster than the standard approach for values of \( k \) between 0 and 6. As expected, the efficiency of the footprint-based algorithms decreases for increasing values of \( k \) because of the larger sets of cases examined during the second stage of retrieval. However, the extra cost remains low with each increment of \( k \). For instance, in the Travel domain, each increment of \( k \) contributes about three extra cases to the second stage of retrieval, and thus decreases efficiency by less than 1% for each increment; see also Section 6. In general, the COV-FP variant of iFBR performs consistently and significantly better than the CNN-FP variant since the footprints produced by COV-FP are smaller than those produced by CNN-FP.

In this experiment, we have focused on efficiency for a 700 case-base. We have carried out similar experiments for different case-base sizes, but due to lack of space we cannot report these results in detail here. However, very briefly, we have found that as the size of the case-base grows, so too does the speed-up achieved by iFBR (with \( k \) set for optimal retrievals). For example, in the Travel domain we achieve a speed-up of between 2.1 and 7.3 for case-bases ranging in size from 200 to 1400 cases; similar results have been observed in the Property domain.

5.2. Retrieval optimality

The problem with FBR that motivates iFBR is that it does not guarantee the retrieval of the optimal case, that is, the best case for a given target. In this experiment, we evaluate the optimality characteristics of iFBR and show how it can guarantee the retrieval of an optimal case.

Method. We follow the same experimental method discussed in Section 5.1, but this time, for each domain and algorithm we note the percentage of times that a sub-optimal case is retrieved for a target problem. We do this for increasing values of \( k \) until such time as no sub-optimal retrievals occur.

Results. The results are shown in Fig. 3 as a graph of the percentage sub-optimal targets retrieved vs. \( k \). Obviously, the Standard method has 0% sub-optimal retrievals since by definition it retrieves the best case every time (i.e. it achieves 100% optimality). Again note that \( k = 0 \) and \( k = 1 \) correspond to the results for the stage-one only and FBR retrieval methods, respectively.

Discussion. As expected the iFBR variants perform poorly at \( k = 0 \), when only a stage-one retrieval is executed, the equivalent to searching a static edited set only. For example in the Travel domain the COV-FP and CNN-FP variants fail to retrieve the best case 56 and 48% of the time, respectively; see Fig. 3(a). At \( k = 1 \), the standard FBR technique, the COV-FP and CNN-FP variants improve dramatically, with the failures dropping to 3 and 2%, respectively. Very similar results are found in the Property domain as shown in Fig. 3(b). As the value of \( k \) increases beyond 1 we see that the iFBR variants quickly converge on an optimal result. For the Travel domain 100% optimality (matching the 0% failures of the Standard approach) is achieved at \( k = 3 \) for COV-FP and at \( k = 4 \) for CNN-FP. Similarly, for the Property domain, perfect optimality is achieved at \( k = 5 \) for COV-FP and \( k = 6 \) for CNN-FP. These results demonstrate that the additional iFBR stages do manage to actively reduce the number of sub-optimal retrievals, and indeed that 100% optimality can be achieved even for relatively small values of \( k \) where significant efficiency benefits are still available; for example, as shown the Property domain in Fig. 3(b), at \( k = 4 \) for COV-FP, we have reached 100% retrieval optimality by searching just over 20% of the case-base (that is, a speed-up of between 4 and 5 over the
Standard method). In both domains we find that the COV-FP variant achieves 100% retrieval optimality at lower values of $k$ than CNN-FP, indicating that the COV-FP footprinting technique is producing higher-quality footprint sets than CNN.

6. Discussion

The story so far is that we have introduced a simple but important extension to the successful FBR method. Before concluding we would like to address some of the concerns that have been raised about this extension recently.

6.1. iFBR results in insignificant gains in retrieval optimality

FBR on its own benefits from significant efficiency improvements but does suffer from a minor loss in retrieval competence and optimality (typically a 1–5% loss as shown in Ref. [15]). In particular, there are no guarantees that the best available case will be retrieved, as would be the case in a standard brute-force search of the case-base. The point we have made is that sometimes the best available case must be retrieved, and in these situations the standard FBR method simply cannot be used. The incremental extension of FBR is a response to this, and although it is a relatively simple extension, we believe it to be an important one because it can be used in situations where FBR cannot; that is, in situations where optimal retrievals must be guaranteed. This point cannot be emphasised enough. The advantage of the new iFBR method is not so much that it leads to large improvements in retrieval optimality — after all, the standard FBR method delivers near optimal (95% + of optimal) retrieval results to begin with. The point is that iFBR can deliver retrieval results that are 100% optimal (for a suitably chosen value of $k$), and even though the actual increase in optimality works out to be a small percentage, it can nonetheless be an important percentage, and it can make all the difference in domains where optimal retrievals are required.

6.2. Retrieval time increases by a factor of $k$ when examining $k$ reference cases

One of the criticisms that has been made against iFBR is that by looking at $k$ reference cases rather than one, we are increasing the retrieval time by a factor of $k$, and therefore, that iFBR does not scale well with increasing values of $k$.

This is simply not true. On the face of it, it may appear to be true, because surely examining $k$ related sets (or the $k$ reference cases) will mean examining $kn$ individual cases (where $n$ is the average number of cases in a related set), and hence lead to a factor of $k$ increase in retrieval time? However, the critical point is that nearby reference (footprint) cases will tend to have overlapping related sets, and therefore each new reference case will only contribute a fraction of its related set as new cases to be examined. For example, Fig. 4(a) and (b) show the percentage overlaps between pairs of overlapping related sets in the Travel and Property domain, respectively.

For example, we can see in Fig. 4(a) that over 20% of the pairs of cases share identical related sets in the Travel domain. In fact, for pairs of cases with some overlap between their related sets, the average overlap values are 54 and 40% for the Travel and Property domain, respectively. This means that, in the Travel domain for example, consecutive reference cases will have related sets that overlap by at least 54%, we say ‘at least’ here because consecutive reference cases are nearby to each other and therefore will have higher than average overlap.

Returning to the efficiency results (Section 5.1) we can see the effect of these overlaps. For example, in the Travel domain Fig. 2(a), the retrieval time for the COV-FP iFBR variant increases by roughly three cases per increment of $k$; that is, the related set of each new reference case contributes only three new cases to the retrieval process. Similar results are found for the Property domain, with each increment of $k$ contributing between 7 and 10 new cases to the retrieval process (the Property domain has lower overlap characteristics than Travel). Therefore, the additional retrieval cost that comes with iFBR is not as significant as it might seem, and scales well with increasing values of $k$. Moreover, we argue that in many situations these minor increases in retrieval are acceptable given the benefits associated with the retrieval of an optimal case.
6.3. iFBR requires a competence model that is expensive to maintain

The iFBR method relies on the availability of a comprehensive model of case competence and, of course, there is a cost associated with the construction and update of this model, and because of this there is an additional (and significant) cost associated with iFBR. While it is true that updating the competence model can involve a worst-case cost of $O(n^2)$ in the size of the case-base, in recent work we have developed a new model building and update procedure that can significantly reduce this cost. In fact, the competence model can be constructed and maintained as a side-effect of iFBR, essentially removing the model-update cost altogether — the same basic computations are carried out in FBR and model update; see Ref. [17] for a complete description and evaluation of this update procedure.

7. Conclusions

We have described a competence-guided approach to retrieval (iFBR) that extends an earlier FBR method [15]. We have evaluated this new approach and demonstrated optimal retrieval results at a greatly reduced retrieval cost. iFBR is a general retrieval technique that makes no assumptions regarding the underlying CBR system, and that is generally applicable to any CBR system once a suitable similarity metric solvability criterion is available. Current and future work will continue to investigate the issue of performance modelling in CBR, and the role of these models in new solutions to problems such as case-base maintenance, case deletion, case-base construction, case-base visualization, and authoring support [8,9,10,14,16,17].
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