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Abstract

We describe a framework for deciding whether an application will benefit from execution on a supercomputer. Our framework identifies, and in most cases gives quantitative measures for, five important parameters: runtime, difficulty of optimization, frequency of use, floating point precision, and working-set size. Using our framework, we find that our time-intensive FORTRAN program for wire-routing in gate arrays is better suited to a workstation than to the Cray-2 vector supercomputer.
When working with a program that is at, or reaching, the acceptable limits of runtime on a desktop, the following question arises naturally: Will the performance of the application increase when run on a supercomputer? We pose five questions as a conceptual framework for determining whether or not it is worth porting code to a vector supercomputer:

1. What is an acceptable runtime for solving my problem?
2. Can my code be easily vectorized?
3. Will my program be used enough to warrant hand-optimization?
4. Is precision a factor in my computation?
5. How large is my program's working-set?

This article describes our experience in answering these questions for a wire routing program based upon linear programming [7]. Our program generates a fairly large (832 constraints) linear program for a small (12x15) gate array. The cpu-intensive kernel of our code is Roy E. Marsten's XMP package for solving linear programs. His library of FORTRAN routines is running on many different computers, ranging from PCs to supercomputers [6, page 3].

Since a Sun-3 desktop takes 100 seconds to solve our 832-constraint problem using the XMP library, we fear that our system will not be feasible for large gate arrays. To give the reader a sense of scale, a state-of-the-art gate array such as the 1 µm CMOS TGC118 has 18,620 sites in a 133x140 array [4]. Routing such an array with our method might result in a linear program approximately 100 times larger than our 12x15 example. Since linear programming by the simplex method (as in XMP) is generally assumed to run in average time $O(n^3)$, a rough estimate of Sun-3 runtime on a 133x140 array might take $(100)^3$ times as long as our 12x15 example: $10^8$ seconds, or about two years.

Since the Cray-2 typically runs at tens of MFLOPS, and our Sun-3 with a 68881 co-processor typically runs at tens of KFLOPS, we naively hoped to see our runtime decrease by a factor of 1000 when we ported our program to a Cray-2. With the expected 1000-fold speedup, we hoped to route a full TGC118 array in a day of Cray-2 runtime. (While this would not be an economical use of a day of Cray-2 runtime, our wire-routing system is still in the developmental stage. Its runtime should improve greatly with algorithmic adjustment.)

The purpose of this report is to warn its readership against a naive expectation of a 1000-fold speedup of a Cray-2 over a Sun-3. On our code, we observe only a 6-fold speedup! We also generalize from our experience,
providing a conceptual framework for similar problems in porting from workstations to vector supercomputers. Our framework is organized as a series of five questions, treated in turn below.

1 What is an acceptable runtime for solving this problem?

When working with large programs, an initial problem is to determine the longest acceptable runtime for the application. In our application, we believe an end-user would be willing to invest hours or days of desktop time, or up to an hour of supercomputing time, to obtain a solution for a large problem of 10,000 to 100,000 constraints. Such a problem would arise in the global routing of wires for a state-of-the-art gate array with perhaps 20,000 gates.

We have timed our 832-constraint linear program on four different machines: a Sun-3/160, a Sun-4/110, a DECstation 3100, and a Cray-2 supercomputer. Figure 1 is a table of our results.

Using the highest level of compiler optimization, the Sun-3/160 ran the program in 101 seconds, the Sun-4/110 in 42.1 seconds, the DECstation 3100 produced an error message, and the Cray-2 ran the program in 20.9 seconds. After trying all combinations of optimization and vectorization, we found the best runtime for the Cray, 18.0 seconds, was obtained with no vectorization.

The -03 compiler option for the DECstation apparently produces incorrect code. Accordingly, we use the -02 result of 19.9 seconds, as the best result for the DECstation 3100. Note that the Cray-2 supercomputer is only marginally faster than this workstation.

Under the assumption that simplex codes, such as XMP, generally run in $O(n^3)$ time, we plotted a graph of the number of constraints in a problem versus the number of seconds needed to solve the problem. See Figure 2. In view of the time limits developed above, we plotted the execution time of the Cray-2 to one hour and all of the workstations to seven days. We also included an extra line for the Cray-2 that assumes a factor of 10 increase in speed for a hand-optimized program. This factor of 10 speedup is the limit for typical Cray XMP code [5, pages 6-7]. We presume that similar speedups can be achieved on the Cray-2.

With a factor of 10 speedup for hand-optimized code, Figure 2 implies the Cray-2 could solve a problem of approximately 30,000 constraints in one hour. The DECstation could solve the same size problem in 10 hours and a problem with 90,000 constraints in 7 days.

Readers familiar with numerical codes know it is dangerous to extrapolate runtimes of floating point programs as we do in Figure 2. For one thing, our analysis is based on a naive $O(n^3)$ model of runtime. More devastatingly,
<table>
<thead>
<tr>
<th>Computer</th>
<th>Compiler</th>
<th>Compiler Options</th>
<th>Page Faults</th>
<th>Real Time</th>
<th>User Time</th>
<th>System Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sun-3/160</td>
<td>f77</td>
<td>-f68881</td>
<td>0</td>
<td>127.0</td>
<td>124.2</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-fstore</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-f68881</td>
<td>0</td>
<td>103.0</td>
<td>101.0</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-O</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-fstore</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sun-4/110 ME-8</td>
<td>f77</td>
<td>-01</td>
<td>0</td>
<td>59.0</td>
<td>58.8</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-02</td>
<td>0</td>
<td>42.0</td>
<td>42.1</td>
<td>0.1</td>
</tr>
<tr>
<td>DECstation 3100</td>
<td>f77</td>
<td>-00</td>
<td>3</td>
<td>31.0</td>
<td>27.7</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-01</td>
<td>3</td>
<td>27.0</td>
<td>24.0</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-02</td>
<td>3</td>
<td>23.0</td>
<td>19.9</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-03</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>The compiler produced incorrect code.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cray-2</td>
<td>cft77</td>
<td>full nozeroine</td>
<td>--</td>
<td>63.0</td>
<td>20.9</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>full zeroine</td>
<td>--</td>
<td>27.0</td>
<td>20.9</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>novector nozeroine</td>
<td>--</td>
<td>46.0</td>
<td>18.1</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>novector zeroine</td>
<td>--</td>
<td>43.0</td>
<td>18.0</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>off nozeroine</td>
<td>--</td>
<td>56.0</td>
<td>21.0</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>off zeroine</td>
<td>--</td>
<td>38.0</td>
<td>21.0</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>*</td>
<td>--</td>
<td>33.0</td>
<td>19.0</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>**</td>
<td>--</td>
<td>37.0</td>
<td>19.1</td>
<td>0.12</td>
</tr>
</tbody>
</table>

* la05scl.f -e novector, nozeroine
all others -e full, nozeroine

** laos.s -e novector, nozeroine
all others -e full, nozeroine

Figure 1: Timing results for a linear program with 832 constraints
Figure 2: Size of a linear program solvable in $x$ seconds
such an extrapolation ignores the problem of round-off error. With larger problems, we cannot be sure that the results will be accurate or that the program will even complete. The extrapolation of Figure 2 is thus suggestive but certainly not definitive.

2 Can the code be easily vectorized?

In general, code that was written for use on scalar machines will not take advantage of the specialized functional units of a supercomputer. To gain the full speed advantage of a vector machine, programs must be vectorized [5, page 81]. This can be accomplished in two ways.

The simplest way to vectorize a program is merely to use a vectorizing compiler without making any modifications to the source code. Unfortunately, most programs contain constructs that inhibit a vectorizing compiler. In particular, any of the following constructs hamper the vectorization of loops: recursion, subroutine calls, I/O statements, assigned GOTO’s, certain nested if statements, GOTO’s that exit the loop, backward transfers within the loop, and references to non-vectorized external functions [5, page 90]. Even if the compiler is successful at vectorizing an inner loop, loops that are iterated only a small number of times will run more slowly when executed in vector mode.

The second way to vectorize code is to have a programmer restructure the program. If the programmer is successful, the compiler will be able to recognize code fragments which are vectorizable, resulting in a significant speedup over unmodified code.

In our experiments, we found that the standard Cray FORTRAN compiler, cft77, is unable to produce any vector code that will speed up the execution of the unmodified XMP solution routines. Upon investigation, we found that the inner loop of the XMP solver iterates just 1.8 times. This finding is sufficient explanation for the failure of cft77 to obtain a speedup by vectorizing the code. We believe the only possibility for obtaining a vector speedup in the XMP solution of our linear programs is for a skilled programmer to make extensive revisions to the code, perhaps restructuring its sparse matrix calculation from a row-oriented to a block-oriented method.

3 Will the program be used enough to warrant hand-optimization?

As we noted in the preceding section, global compiler directives are not always sufficient to give much (or any) speedup. Hand-optimization is necessary to exploit the functional units of a supercomputer and gain its full
Unless one's code is infeasible on a high-performance workstation or an IBM RS/6000, it is not worth the trouble to port it to a supercomputer. Once it is ported, it is my opinion optimizing unless the portable code supercomputer running exceeds ten hours, otherwise one will surely spend more...

speed advantage over a scalar processor. The time required to hand-optimize a program will depend upon the size of the utilized code [5, pages 6–7], the style in which it was written, and the programmer's familiarity with it. By style we mean, "Does the program contain good comments and descriptive variables?" Of course, the expense of programmer-mediated optimization must be offset with the savings gained from the decrease in execution time.

Whenever possible, of course, one looks for similar code that has already been vectorized. For example, we are aware of the existence of packages for solving large linear programs efficiently on the Cray supercomputers; we are now investigating their suitability in our application.

A final, and relatively inexpensive, alternative to the use of a vector supercomputer is to run unmodified, unvectorized code on a high performance scalar processor such as a DECstation 3100.

4 Is precision a factor in the computation?

Our fourth question is pointed at the relative imprecision of the floating point arithmetic on the Cray-2. The Sun workstations and the DECstation follow the IEEE 754 floating point standard, The Cray-2 does not.

The Cray floating point storage format has 1 sign bit, 15 exponent bits, and 48 mantissa bits. Floating point numbers have the most significant bit in the leftmost mantissa bit, giving 48 bits of precision [1]. The IEEE-standard double-precision storage format has 1 sign bit, 11 exponent bits, and 52 mantissa bits. Here, the most significant bit is implied, giving the user 53 bits of precision [2, page 1-9], fully 5 bits more storage precision than is available on the Cray-2.

The Cray multiplication algorithm uses 56 bits of precision [1]. This is significantly less than the intermediate format of the IEEE standard, which has 64 bits of precision [2, page 1-9]. The 56-bit Cray result is not an intermediate format in the IEEE sense, since it is not available after the multiplication is complete. Thus, for example, inner-product accumulations are done with at most 48 bits of precision on the Cray, whereas the IEEE standard provides 64 bits.

We conclude that all of the workstations we tested are superior to the Cray-2 in respect to the precision of their floating point arithmetic. In our case, floating point precision is important, our preliminary investigation shows the Cray-2 is incapable of solving a 2,000-constraint problem using the untuned AMP code.
5 How large is the program’s working-set?

A significant advantage of the Cray-2 is that it can be configured with hundreds of megabytes of fast RAM. By contrast, it is a rare workstation that has more than a few tens of megabytes. Thus, if your program has a working set in excess of, say, 20 megabytes, but less than 500 megabytes, it will execute much more rapidly on a vector supercomputer — even if your code is not vectorizable.

As indicated in Figure 1, our workstations’ memory ranges from 8 to 16 MBytes. Of this, at most 12 MBytes is available for a program’s workspace. In contrast, the memory limit for the Cray-2 is 64 MWords interactively and 450 MWords when using the batch queuing system [3, page 59]. A Cray-2 word is 8 bytes, giving the user a 1000-fold advantage in size over a workstation.

In our application, a linear program with 1,000 constraints uses 0.5
MBytes of memory for data storage on the workstations, and 0.7 MBytes of memory on the Cray-2. The difference results from the use of 4-byte integers on the workstations, as opposed to the 8-byte Cray-2 integers; we have no need of the extra integer precision.

The workstations thus provide enough memory for problems up to approximately 60,000 constraints, according to the linear extrapolation of Figure 3. The Cray-2 memory line extends far to the right, up to more than a million constraints. The "+" on the Cray-2 line indicates the point (30,000 constraints) at which our Cray-2 runtime reaches one hour. Due to runtime limitations, then, we will probably be unable to take advantage of the Cray-2's vast memory capacity.

6 Conclusions

To determine if it is worthwhile to run a program on a supercomputer, we suggest you answer five questions.

First, you should determine an acceptable runtime limit for solving your problem. In our case, we believe that up to one hour of supercomputing, or up to seven days of desktop execution, is acceptable for large linear programs.

Second, determine if your code can be easily vectorized. Sometimes, the compiler on a supercomputer will produce a significant decrease in execution time without extensive code modification. In all other cases, a programmer must restructure the code. In our application, restructuring for effective vectorization would take a considerable amount of effort and a high level of expertise.

Third, if the vectorization achieved with compiler directives will not be sufficient, you should decide if the program will be used enough to warrant hand-optimization.

Next, consider the issue of floating point precision. The Sun-3, Sun-4, and DECstation follow the IEEE 754 floating point standard, while the Cray-2 does not. This gives the workstations five more bits of precision in stored floating point numbers and sixteen more bits of precision in inner-product accumulations. This lower level of precision for the Cray-2 may limit the size of problems that it can solve.

Finally, consider the size of your program's working-set. Will it fit on a workstation without excessive paging activity? In our case, we expect to encounter runtime limits before we have trouble with paging.

In view of our answers to the questions above, we conclude it is not worthwhile to port our XMP-based wire routing software to the Cray-2. We are now investigating other packages of linear program solution routines to see which, if any, are suitable for our application.
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