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Abstract

This thesis investigates structures that are presentable by finite automata working synchronously
on tuples of finite words. The emphasis is on understanding the expressiveness and limitations
of automata in this setting. In particular, the thesis studies the classification of classes of au-
tomatic structures, the complexity of the isomorphism problem, and the relationship between
definability and recognisability.
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Chapter A

Introduction

The simplest complexity class that has some robustness in terms of the details of the machine
model is the finite automaton — commonly thought of as a Turing machine that uses constant
work space [Odifreddi - 1999, VIII.1]. That is, variations in the machine model — involving
additional work tapes, or the possible direction of the heads, or the addition of non-determinism
— do not alter the class of languages (unary relations) that are recognised. This thesis deals with
finite automata that recognise relations of higher arity. As a result algebraic structures, such as
groups, orders and algebras, may be described by collections of finite automata. The motivation
for doing this comes from various more or less independent directions. However the unifying
idea is that certain algorithmic problems in these structures — expressible in logical terms — are
computable, and sometimes even feasibly computable.

An abstract definition of finite automaton was given by Kleene [1956], who suggested the prob-
lem of characterising the sets recognised by finite automata in terms of logical definability [see
Church - 1963]. This problem was solved independently by Biichi [1960], Elgot [1961] and
Trahtenbrot [1962]. Their work establishes an equivalence between monadic second order de-
finability and automata. Particularly, the work of the first two authors establishes the equiv-
alence between weak monadic second order (WMSO) definability in the structure (N, S) and
finite automata operating synchronously on tuples of finite words. Here monadic second order
means that there are variables for subsets of the domain N, and weakness means that these set
variables range over finite subsets of N.?

A recasting of these results concerns the first order (FO) theory of the structure (N, +, |) where
x|o y means that z is a power of 2 and z divides y. An important consequence in mathematical
logic is that this theory is decidable — there is an effective procedure by which the truth of FO
sentences in (N, +, |) can be decided. Here is a brief description of a proof of this fact. There is
an effective procedure that transforms a given first order definable relation R, say of arity &, of
the structure (N, +, |5) into a synchronous finite automaton A operating on k-tuples of finite
words. The automaton Ag recognises an encoding of R. In the present case this is achieved

1Some authors use WMSO(N, S) to mean that the set variables range over arbitrary subsets of the domain,
while it is merely quantification of these variables that are restricted to finite subsets.
1



2 CHAPTER A. INTRODUCTION

by first encoding the natural numbers into their base 2 representations, least significant digit
first, so that there are three automata recognising, respectively, the encodings of the domain N,
the graph of + and the relation |,. Then proceed inductively on the complexity of the formula
defining R. The automata for the atomic relations + and |, and the domain N take care of the
base case. The logical operations Vv, — and 3 are respectively taken care of using the important
fact that this class of automata is effectively closed with respect to union, complementation and
projection. Decidability now follows from observing that the truth of a sentence of the form
3z W (x) reduces to the decidable problem of testing whether the corresponding automaton for
W accepts some word or not (the emptiness problem).

This setting motivated Hodgson [1976] to introduce the qualifier automatic for a relational
structure whose domain and atomic relations are recognised by finite automata. For instance
as in the preceding paragraph, the structure (N, G, d2) where N is the set of natural numbers
written in base 2 notation, GG, is the graph of addition over N and d is the relation correspond-
ing to |, on N, is automatic. By the argument just presented, the first order theory of every
automatic structure is decidable. This gives a uniform approach for proving the decidability of
certain theories that were previously proven using methods such as quantifier elimination; for
instance the standard models of Presburger Arithmetic (N, +) and the rational ordering (Q, <).

The time complexity of the decision procedure using this method of translating logical formu-
lae to finite automata is, in general, non-elementary — that is, it exceeds any fixed number of
iterations of the exponential function, namely 27, 22" - - ., where n is the size of a sentence. This
upper bound is due to the fact that every alternation of quantifiers in a sentence may incur an
exponential increase in the size of the automaton being constructed. This is because projection
may result in a non-deterministic automaton, and so determinisation, which in the worst case
requires exponentially more states, may be needed to complement the result. In point of fact the
complexity of every decision procedure for the particular structure (N, +, |2) is non-elementary
[Grédel - 1990], or equivalently for WMSO(N, S) [Meyer - 1975]. In later work they consider
automatic structures in the general setting of investigating algorithmic properties of certain in-
finite structures [2002]. The structures considered are those that can be represented in a finite
way — for example by a finite state machine or by logical formulae — and for which there is an
effective semantics — for example the model checking problem is decidable.

The feasibility of computing with automatic structures is most clear in the related and much
studied concept of automatic groups from computational group theory. Automatic groups were
introduced by Cannon et al. [1992] to enable computations on certain finitely generated groups
arising in 3-manifold theory. Roughly, an automatic group, say with & generators, in their sense
is one for which its Cayley graph (G, fi,- - -, fx) is automatic (in our sense) under a certain
natural encoding of the domain. They prove a number of structural and complexity-theoretic
results. Hlustratively, that every automatic group is finitely presented and that its word problem
is solvable in quadratic time [Cannon et al. - 1992].

There are other models of computation, besides finite automata, that could be used to present
infinite structures. The study of algorithmic properties of computable algebraic structures and
their theories, part of an area known as computable model theory, led Nerode, Remmel and
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Cenzer in the 1980’s to develop a corresponding theory for polynomial-time structures [see
Cenzer and Remmel - 1998]. The general idea in this area, called complexity-theoretic model
theory, is to fix a complexity class C and ask questions about what structures can be repre-
sented by machines operating with complexity in C, called C structures. A typical question is
whether a given infinite structure is isomorphic (or C-isomorphic) to a C structure. A funda-
mental result here is that every relational computable structure is computably isomorphic to
a polynomial-time structure coded over a binary alphabet. Khoussainov and Nerode [1995]
reintroduced automatic structures in line with the definitions and ideas of complexity-theoretic
model theory. In particular they define a structure to be automatically presentable if it is iso-
morphic to some automatic structure. They formulated some basic questions and suggest that
computable, algebraic, model theoretic and complexity theoretic properties of automatic struc-
tures are amenable to systematic investigation — in contrast with computable or polynomial time
structures. For instance, they characterise the class of automatic structures via a generalisation
of the Myhill-Nerode theorem for regular languages.

There are various model theoretic characterisations of the class of automatic structures. A
common theme amongst them consists in identifying a structure that serves to define all the au-
tomatic structures in some logic. A well known illustration of this idea is that every computable
set is first order definable via a quantifier free formula in the structure (N, +, -). Comparatively
there are various structures for which the definable unary relations coincide with the regular sets
[Benedikt et al. - 2001, see]. The structure (N, S) with weak-monadic second order definability
was the first to be discovered, Biichi [1960], Elgot [1961]. Again resetting this result, there is
an effective transformation of finite automata to first order formulae of (N, +, |2) [See Bruyére
et al. - 1994]. The idea is to construct a formula ®(z) expressing that there is a successful run
of the given automaton on an encoding of z. Consequently the structure (N, +, |2) is complete
for the regular relations, not just the regular sets, in the following sense. A relation of arbitrary
arity is first order definable in (N, +, |2 ) if and only if the encoding of it is recognised by a finite
automaton. A restatement of this says that a structure is automatically presentable if and only
if it is first order interpretable in (N, +, |), namely isomorphic to a structure that is first order
definable in (N, +, |2).

In order to avoid the encoding of natural numbers into strings, one can work directly with
strings. There is a similar equivalence between automata and first order definable relations in
the string structure W(X) = (X*, (04)aex, =p, €l), where ¥ = {0,---, k — 1}, the binary re-
lation ¢, holds on pairs (w, wa), the binary relation <, is the prefix relation, and the binary
relation el holds on words of equal length. This seems to have been first noted by Shepherd-
son [unpublished, see Section 4, Thatcher - 1966]. Though Eilenberg et al. [1969] provide a
proof by transforming formulae to automata inductively as above, while the reverse transfor-
mation is done by reducing the problem to showing that certain recognisable sets are definable.
They also note that the first order theory of W(X) is decidable but do not develop this.

What these results mean is that the study of automatic structures is equivalent to the study of
definability in, for instance, the first order fragment of arithmetic (N, +, |). However this logi-
cal view does not immediately tell us whether a given structure is automatically presentable or
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not. The primary motivation for this work is to develop techniques that identify whether a given
structure is automatically presentable or not. For example, to show that a structure is automati-
cally presentable one can exhibit appropriate automata or formulae. But how does one tell if a
structure, say a particular linear order, has no automatic presentation — or equivalently that it is
not interpretable in (N, +, |2) ? In other words there is a need to characterise the isomorphism
types of (classes of) automatic structures in relevant algebraic terms. For instance, what can be
said about the Cantor normal form of an automatic ordinal ? Or the Cantor-Bendixson rank of
an automatic tree ? This thesis presents partial answers to these types of questions. The idea is
to extract algebraic information about a structure from the automata presenting it. Importantly
there is no a priori knowledge of how the domain of a structure is coded. For example, if one
fixes the base 2 encoding of N, one may then ask for a classification of the automatic structures
of the form (N, +, R) where R C N, [compare Bruyeére et al. - 1994]. But this is different from
asking whether a given structure (N, +, R) is automatically presentable, namely if it is isomor-
phic to some automatic structure. In this case there is no predefined encoding of N and new
techniques are required. It is also worth pointing out that Benedikt et al. [2001] prove that the
structure YW(X) does not have quantifier elimination without admitting binary functions to the
signature. So in contrast to applying model theoretic means to the study of automatic structures,
we also see that analysis of automata lends itself to understanding those structures that are first
order definable in W(X).

The theory of finite automata supplies alternative types of automata that could be used in the
definition of an automatic structure. Indeed w-automata and various tree automata have been
considered in the literature [Hodgson - 1983; Khoussainov and Nerode - 1995; Blumensath -
1999; Libkin and Neven - 2003]. In particular uncountable structures can also be treated. The
present work focuses only on automata operating synchronously on tuples of finite words, and
hence with countable structures. The reason for this restriction is that these automata are com-
paratively simple and the algebraic character of the corresponding automatic structures is not
well understood. Furthermore binary relations are the primary focus of this work — arbitrary
graphs, partial orders (linear orders, well orders and trees), equivalence relations and permuta-
tions.

A.1l Summary of results

Following is an outline of this thesis. The reader is referred to the relevant chapter for formal
definitions and proofs. It is assumed that the reader is familiar with the basics of finite automata
theory and of first order logic, though to fix notation some definitions and results will be re-
peated. Bold page numbers in the index refer to the page on which the definition of the entry
can be found. Finally, since activity in the area has been recently renewed, there is some overlap
of results with other researchers. If a result has been independently or subsequently proved by
others then it will be cited as “also [citation]’.
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Chapter B — Definitions and first results

The preliminary chapter starts by recalling some classical finite automata theory. These clas-
sical automata are then generalised to automata operating on n input tapes and hence adapted
to recognise n-ary relations — which are called finite automaton (FA) recognisable, or simply
regular relations (Definition B.1.2). The automata have the property that the reading heads on
the n tapes move synchronously. As in the classical case, these automata can be effectively
determinised. Furthermore, they are effectively closed under the operations of union, comple-
mentation and projection and the emptiness problem is decidable.

All structures are assumed to be countable and relational (that is one replaces every function
f by its graph {(a, f(a)) | @ € dom(f)}). A structure is automatic over an alphabet X if the
domain and the atomic relations are finite automaton recognisable over 33 (Definition B.1.12).
A structure is called automatically presentable if it is isomorphic to some automatic structure
over some alphabet (Definition B.1.18). These definitions are followed by some explanatory
examples of automatic structures as well as some constructions of new automatic structures
from old ones (Proposition B.1.22). The important decidability theorem is then extended to
include the quantifiers 3°°, due to Blumensath [1999], and 3*™)  respectively interpreted as
‘there exists infinitely many’ and ‘there exists £ modulo m many’.

Theorem B.1.26. If A is automatic over X then there exists an algorithm that given a relation R
which is first order definable (with parameters) in A with additional quantifiers 3°° and 3™
(0 < k < m € N) constructs an automaton recognising R. Hence the first order theory with
these additional quantifiers of A is decidable.

The chapter finishes with examples of automatic structures, most of which make an appearance
later.

Chapter C — Characterisations of automatic structures

This chapter presents the known logical and structural characterisations of automatic structures.
The first section contains a decomposition theorem for FA recognisable relations. The second
section deals with those structures and their logics that are complete for the class of automatic
structures (Definition C.2.1).

Denote by W the structure
(2*7 (Ua)aeza jpa el)a

where ¥ = {0, -,k — 1}, 0,(w) = wa, =<, is the prefix relation, and el(w, v) holds if w and
v have the same length. Denote by N, the structure

(N, +, [&)

where x|,y holds if z is a power of k£ and z divides y. Denote by S the successor function
n+— n+ 1on N. For alogic £, say first order or second order, a structure A is £ interpretable
in a structure B if A is isomorphic to a structure that is £ definable in .
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Theorem C.2.2. Let A be a structure. Then the following are equivalent.

1. A is automatically presentable.
2. A s first order interpretable in W, for some, equivalently all, & > 2.
3. A isfirst order interpretable in NV}, for some, equivalently all, & > 2.

4. Ais weak monadic second order interpretable in (N, S).

This theorem allow one to interchange between working with finite automata and logical for-
mulae. This is most useful when constructing automatic presentations of structures.

The couching in terms of interpretability rather than definability follows Blumensath and Grédel
[2000]. The equivalence of 1. and 4. is due to Buichi [1960] and Elgot [1961] and known as the
Biichi-Elgot Theorem. The proof proceeds by translating formula into automata and conversely.
The equivalence of 1. and 2. first appeared in Eilenberg et al. [1969]. The equivalence of 1. and
3. is known as the Biichi-Bruyeére theorem. Following the terminology in Bruyeére et al. [1994],
a relation R C N" is defined as k-recognisable if the encoding of its elements in the least-
significant-digit-first base & representation yields a finite automaton recognisable relation (over
alphabet ¥ = {0,---,k — 1}).

Theorem C.2.5. A relation R C ¥*™ is k-recognisable if and only if it is first order definable
in the structure (N, +, [1,).

A Myhill-Nerode type result (Theorem C.3.2) due to Khoussainov and Nerode [1995], charac-
terises the automatic structures in terms of congruences of finite index.

The final section presents a reduction of automatic structures to automatic graphs. This follows
immediately from the existence of a complete structure under interpretations, and the mutual
interpretation of a structure with a graph. Two structures are mutually interpretable if each is
interpretable in the other (definitions in Section B.1).

Theorem C.4.1. For every structure A there is a graph G(.A4) with the following properties.

1. A‘is automatic if and only if G(.A) is automatic. And an automatic presentation of G(.A)
can be constructed in linear time in the size of an automatic presentation of A.

2. A and G(.A) are mutually interpretable.

3. The interpretation of A into G(A) preserves embeddings. That is A embeds in B if and
only if G(A) embeds in G(B). Moreover the interpretation preserves FA recognisable
embeddings.
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Chapter D — Unary vs. non-unary

In order to understand the isomorphism types of automatic structures, we first consider the
simpler case of structures that can be presented by automata over a unary alphabet. These are
called unary automatic structures. Some examples are then followed by a characterisation of
unary automatic graphs. In a simple case, the characterisation essentially says that the graph can
be partitioned into infinitely many finite isomorphic subgraphs B;, such that the edge relation
between the subgraph B; and B; mimic that between B, and B, for all 7, j € N. Such a graph
is called an unwinding (Definition D.1.7). Examples of unwindings are given, followed by a
proof of the characterisation theorem.

Theorem D.1.1. [also Blumensath - 1999] A graph is automatically presentable over a unary
alphabet if and only if it is isomorphic to some unwinding.

The section concludes with the classification of certain classes of unary automatic structures.
The main tool restricts their connected components as follows.

Lemma D.1.13. [also Blumensath - 1999] If G is an unwinding, then it contains a finite num-
ber of infinite connected components, and a finite bound on the sizes of the finite connected
components.

For example, using this lemma one can characterise the unary automatic equivalence structures
(E, p) (here p is an equivalence relation on E) and the unary automatic injection structures
(D, f) (here f : D — D is a one-to-one mapping).

Theorem D.1.14, D.1.16. [also Blumensath - 1999]

1. Anequivalence structure (E, p) is automatically presentable over a unary alphabet if and
only if there are finitely many infinite p-classes and there exists x < w such that the size
of every finite p-class is less than .

2. A injection structure (D, f) is automatically presentable over a unary alphabet if and
only if there are finitely many infinite f-orbits and there exists x < w such that the size of
every finite f-orbitis less than .

The unary automatic linear orders can be built from orders of the following types: the positive
integers (w), the negative integers (w*), and the finite orders n for n < w.

Theorem D.1.19. [also Blumensath - 1999] A linear order (L, <) is automatically presentable
over a unary alphabet if and only if it is a finite sum of linear orders amongst the set w, w*, and
n, forn < w.

In particular, the order type of the rationals 7 is not automatically presentable over a unary

alphabet. Also the least ordinal that is not automatically presentable over a unary alphabet is

w?.
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The second section illustrates the complexities involved in finding similar algebraic classifi-
cations in the non-unary case. Automatic equivalence relations and automatic injections are
investigated. We present examples that indicate that in comparison with the unary case a clas-
sification of these classes is non-trivial.

Theorem D.2.5. For every function f : N — N that is either a polynomial with coefficients
in N, or an exponential k%"+® with k¥ > 2 and a, b € N, there exists an automatic equivalence
relation £ = (E, p) such that there is exactly one p-class of size f(n) for every n € N.

The idea is that if R € X* is a regular language, then one can build an automatic equivalence
relation that has an equivalence class of size |RNX"| for every n € N. But for every polynomial
or exponential function f as above, there is a regular language R such that f(n) = |R; N X"
for every n.

The class of automatic equivalence relations is then shown to be closed under certain natural
operations. More specifically, the height function f of an equivalence relation has domain N
and f(n) is defined as the number of equivalence classes of size n. It is shown that the height
functions of automatic equivalence relations are closed under addition, Dirichlet convolution
and Cauchy product.

One measure of the complexity of characterising a class C of automatic structures is the isomor-
phism problem; namely, given automatic presentations of two structures in C, are the structures
isomorphic or not ? It is unknown whether the isomorphism problem for automatic equivalence
relations is decidable; it is clearly in T1Y.

The undecidability of the isomorphism problem for automatic structures first appeared in Blu-
mensath and Gréadel [2002].

Theorem D.2.11. The isomorphism problem for automatic permutation structures is undecid-
able.

Chapter E — Automatic linear orders and trees

The classical ranking of a linear order £ is based on iteratively factoring £ by the equivalence
relation stating that x is equivalent to ¥ when the number of elements between = and y is finite,
[see Rosenstein - 1982]. The least number of times, in general an ordinal, before a fixed point
is reached is called the FFC-rank of £ (finite condensation). For example, the F'C—rank of the
ordinal w® is «.

Delhommé [2001a] proved that the least ordinal without an automatic presentation is w®. We
generalise this result to ranks of linear orders and trees.

Theorem E.2.7. The FC-rank of every automatic linear order is finite.

The proof proceeds via an analysis of the state diagram of an automaton presenting the linear
order.
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Corollary E.3.3. The isomorphism problem for automatic ordinals is decidable.

This theorem is then applied to trees, viewed as partial orders (7', <). One measure of the
complexity of a tree is its Cantor-Bendixson rank. The idea is that the Kleene-Brouwer ordering
of an automatic tree is FA recognisable, since it is FO definable from the tree 7 and the length-
lexicographical ordering on 7" which is FA recognisable. Applying the previous theorem results
in the following necessary condition for the automaticity of trees.

Theorem E.5.9. The C' B-rank of every automatic tree 7 = (7', <) is finite.

This is then applied to an analysis of the complexity of infinite paths in automatic trees. The
starting point is the observation of an automatic version of Konig’s Lemma.

Theorem E.6.2. If 7 = (7, =) is an infinite finitely branching automatic tree then it has a
regular infinite path. That is, there exists a regular set P C 7T so that P is an infinite path of
T.

This is due to the fact that the length-lexicographically least infinite path is definable from an
automatic presentation of 7~ and the FA recognisable length-lexicographical order on 7.

Clearly if such an automatic tree has finitely many infinite paths, then each must be regular. This
is then generalised to countably many infinite paths and with some more work the assumption
of being finitely branching can be dropped.

Theorem E.6.6. If an automatic tree has countably many infinite paths, then every infinite path

in it is regular.

Chapter F — Classifying automatic structures

To show that a given structure is not automatic, one needs some general understanding of the
way that automata present structures. A relation R c A**! is locally finite if for every = of
length & there are at most a finite number of 3 of length [ such that (z,7y) € R.

Proposition F.1.2. Suppose that R c A**! is a locally finite FA recognisable relation. There
exists a constant p, that depends only on the automaton for R, such that

max{|y| |y € ¥} — max{|z| |z € T} <p
for every (Z,7y) € R.

With more reasoning the proposition is used in a proof that there is no automatic infinite field.
Also the automatic Boolean algebras are classified.

Theorem F.1.12. A Boolean algebra is automatically presentable if and only if is isomorphic
to the interval algebra of o for some ordinal o < w?.
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Corollary F.1.13. The isomorphism problem for automatic Boolean algebras is decidable.

Then next section contains another technique that is used to prove the non-automaticity of some
ubiquitous algebraic structures, in particular certain universal homogeneous structures.

Corollary F.2.10, F.2.14, F.2.16. The following structures are not automatically presentable.

1. The random graph.
2. The universal, homogeneous partial order.

3. The C,-free random graph for every p > 2 (C,, is the complete graph on p vertices).

These results indicate that the class of automatic structures is quite limited. Recall that the
isomorphism problem for a class C of automatic structures is: given automata presentations of
two automatic structures from C, are the structures isomorphic or not ?

It is not surprising that the isomorphism problem for the class of all automatic structures is un-
decidable. The reason for the undecidability is that the configuration space of a Turing machine
considered as a graph is an automatic structure, and the reachability problem in the configura-
tion space is undecidable. Thus one can reduce the reachability problem to the isomorphism
problem for automatic structures. Similar methods yield the following.

A locally finite directed graph is one for which in the underlying undirected graph every vertex
is incident with only finitely many vertices.

Proposition F.3.1. The complexity of the isomorphism problem for automatic locally finite
directed graphs is I13-complete.

In particular the complexity of the isomorphism problem for configuration spaces of Turing
machines is IT3. Hence it was unexpected, to us at least, that the complexity of the isomorphism
problem for the class of all automatic structures is >1-complete. The ¥}-completeness is proved
by reducing the isomorphism problem for computable trees, known to be ¥1-complete, see
Goncharov and Knight [2002], to the isomorphism problem for automatic structures.

Theorem F.3.5. The complexity of the isomorphism problem for automatic structures is 1-
complete.

Chapter G - Intrinsic regularity

This chapter investigates the relationship between regularity and definability in automatic struc-
tures. A relation R on the domain of an automatically presentable structure A is called intrinsi-
cally regular in A if the image of R under every isomorphism from .4 to an automatic structure
B is finite automaton recognisable (Definition G.1.1). If a relation R is first order definable with
additional quantifiers 3 and 3™ in an automatic structure .4, then R is intrinsically regular
in A. This is because in a given automatic presentation of .4, one may extract an automaton
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for the image of R from the given definition (Theorem B.1.26). The following are converses to
this. Denote by IR(A) the set of intrinsically regular relations in A, and FO*>™°d( A) the set of
relations that are first order definable with quantifiers 3% and 3% in A.

Proposition G.2.1, G.2.2, G.2.3.

1. IR(N, +, |,n) = FO®™ 4N, +, |,,,), for m > 1.
2. IR(N, +) = FO®™ 4N, +).

3. IR(N, <) = FO®™ (N, <).

The first item follows from the completeness of IR(N, +, |,,,) for the class of FA recognisable
relations. The second item follows from the Cobham-Semenov Theorem that states that if the
image of R in base & is FA recognisable and the image of R in base [ is FA recognisable, and
k™ # [™ for every m,n € N\ {0}, then R is first order definable in (N,+). The third item
follows from the characterisation of structures whose domain consists of strings over a single
letter alphabet, due to Nabebin [1976]; Blumensath [1999]. These are those that are first order
definable in (N, <, (=, )men), Where =,, is the binary relation of congruence modulo m.

For the structure (N, S) we have only proved that a unary relation R C N is intrinsically regular
in (N, S) if and only if R € FO®™9(N, S) (Corollary G.2.5). This follows from the fact that
for every & > 2, there is an automatic presentation of (N, S) in which the image of the set
{n € N | k dividesn} is not regular (Theorem G.2.4). The proof of this theorem may be
adapted to yield automatic presentations with pathological properties:

Corollary G.2.7. There is an automatic presentation of a graph with exactly two components,
each of which is not regular.

A cut of the structure (Z, S) is a set of the form {z € Z | > n} where n € Z is fixed.

Corollary G.2.8. There is an automatic presentation of (Z, S) in which no cut is regular.

Chapter H — Open questions

This chapter contains a sample of possible directions for future work.

A.2 A chronological bibliography

Here is a chronological bibliography and brief description of closely related work.

Buchi [1960] and Elgot [1961] prove the equivalence between weak monadic second order logic
and automata synchronously operating on tuples finite words.
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Elgot and Mezei [1965] study closure properties of subclasses of rational transductions. Their
“finite automaton definable relations’ coincide with our FA recognisable relations.

Elgot and Rabin [1966] study decidable and undecidable extensions of WMSO(N, S) as well
as its bi-interpretability with Wy = ({0, 1}*, 09, 01, =, €l).

Eilenberg, Elgot, and Shepherdson [1969] prove that a relation R C X*" is definable in the
structure W(X) = (X%, (04)aes, =p, €l) if and only if it is regular.

Hodgson [1976] introduces the term “automatic structure’ and studies decidability of structures
presented by automata on finite and infinite words. He also discusses closure properties under
certain products.

Johnson [1986] studies equivalence relations represented by a variety of automata.

Cannon, Epstein, Holt, Levy, Paterson, and Thurston [1992] is the standard reference for auto-
matic groups.

Bruyére, Hansel, Christian, and Villemaire [1994] is an excellent exposition of the Biichi-
Bruyére Theorem and related results.

Khoussainov and Nerode [1995] reintroduce automatic structures as part of complexitytheoretic
model theory and initiate a systematic development of their model-theoretic, logical and alge-
braic properties.

Blumensath [1999]; Blumensath and Gréadel [2000] explore the theory of automatic structures
from a logical point of view. They provide many of the fundamental theorems. The former is
an excellent introduction to automatic structures over words, w—words and trees.

Rubin [1999]; Khoussainov and Rubin [2001] study unary automatic structures.

Blumensath [2001]; Blumensath and Gradel [2002] study a generalisation of unary automatic
structures. They present several equivalent characterisations for graphs, such as the prefix-
recognisable graphs.

Delhommé [2001a,b] proves that neither w* nor the random graph have automatic presentations.

Benedikt, Libkin, Schwentick, and Segoufin [2001] compare the model theoretic properties,
such as quantifier elimination and VC dimension, and complexity of evaluating formulae in
subsystems of W(X).

Ishihara, Khoussainov, and Rubin [2002] presents some constructions of automatic structures.

Klaedtke [2003] presents an optimal decision procedure for Presburger Arithmetic based on
automata theoretic considerations.

Khoussainov, Rubin, and Stephan [2003a] presents the finite rank arguments for linear orders
and trees, as well as automatic versions of Konig’s Lemma and some variations.

Khoussainov, Rubin, and Stephan [2003b] study intrinsic regularity in subsystems of (N, +, |5).

Kuske [2003] studies two automatic presentations of (), <) and discusses issues of automatic
versions of results related to Cantor’s Theorem.
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Delhommeé, Goranko, and Knapik [2003] consider automatic linear orders.

Ly [2003] consider automatic graphs and DO L-sequences of finite graphs.

Lohrey [2003] considers automatic structures of bounded degree.

Khoussainov and Rubin [2003] present an overview of the area and outline possible future work.

Khoussainov, Nies, Rubin, and Stephan [2004] characterise the automatic Boolean algebras,
show that some Fraissé limits have no automatic presentations, and prove that the isomorphism
problem for automatic structures is ¥}-complete.



Chapter B

Definitions and first results

The purpose of this chapter is to define the concept of an automatic structure (Definition B.1.12)
and establish the important decidability result (Theorem B.1.17) and its extension (Theorem
B.1.26). The second section contains some examples of automatic structures, most of which
will be encountered and used in later chapters. A passing familiarity with the basics of finite
automata and first order logic is assumed.

B.1 Finite automata and automatic structures

Finite automata

For the sake of completeness and in order to fix notation for the rest of the thesis, the basic
definitions and results from automata theory are briefly repeated here.

Write N for the natural numbers including 0, and 2% for the powerset of a set ). Denote by &
a finite set of symbols, called an alphabet. The set of finite strings, also called words, from X
is written X* and A denotes the string with no symbols. The length of a string w is denoted by
|w|. The concatenation of strings w and v is written w - v, or also ww.

A (non-deterministic) finite automaton .A over an alphabet X is a tuple (S, ¢, A, F'), where S
is a finite set of states, . € S is the initial state, A € S x X x S is the transition table and
F c S is the set of final states. A run (or computation) of .4 on a word o105 - - - g, (0; € %)
is a sequence of states, say qo, q1,- - -, qn, SUCh that ¢o = ¢ and (¢;, 0i41,i+1) € A for all
i€{0,1,...,n—1}. If g, € F, then the computation is successful and we say that automaton
A accepts (or recognises) the word. The language accepted by the automaton A is the set of all
words accepted by A. In general, D C X* is finite automaton (FA) recognisable, or regular, if
D is equal to the language accepted by A for some finite automaton .4. Two automata are called
equivalent if they accept the same language. An automaton is called deterministic if for every
s € Sand o € X, there is exactly one ¢ € S with A(s,o,t). Deterministic automata have

the property that for every word w € >* there is a unique run of A on w. For a deterministic
14
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aNie

1

Figure B.1: An automaton accepting those strings over {0, 1} that have an odd number of 1’s.

automaton, the transition table may be written in functional notation, for instance A(s, o) = ¢.
The natural extension of the transition function to domain S x * is also denoted by A. Hence
in this case we write A(s, w) =t forw € X*.

We briefly mention Biichi automata as they will be used in a lemma in Chapter E. A non-
deterministic Blchi automaton. (S, ¢, A, F') over X accepts an infinite string o € ¢ if it has a
run (gi)ien such that there is some state f € F with f = g; for infinitely many j € N. These
automata were introduced in Blichi [1962]; for a more recent presentation see for instance
Khoussainov and Nerode [2001].

Finite automata are usually pictured as directed labelled graphs. The states are represented
as vertices, there is an arrow going into the initial state, arrows leaving the final states, and a
transition (s, o, t) is represented as a directed edge from vertex s to vertex ¢ labelled with o.

One classical method for proving that a language is not regular is the Pumping Lemma.

Pumping Lemma. If L C X* is regular then there exists a constant & such that for every word
x € L and every factorisation z = abc with |b| > k, there exists a factorisation uvw of b with
lv| > 0 such that auv™wc € L forall n € N.

An important characterisation of regular languages is that they are exactly the languages of
regular expressions:

Kleene’s Theorem. A language L C X* is regular if and only if it can be obtained from the
individual elements {c}, for ¢ € X, by applying a finite number of the rational operations,
namely union, product and Kleene star.

Here the product L, - L, of languages is defined as {zy | z € L, and y € L,}. Define L® = {\}
and L™t as L - L™. Then the Kleene star L* is defined as U, ¢,, L".

Classically finite automata recognise sets of words, namely unary relations. A finite automa-
ton can be thought of as a one-way Turing machine with one input tape, that operates in con-
stant space, see for instance Odifreddi [1999, VIII.1]. If one admits more than one such tape,
say n many, then the language computed by such a machine is an n-ary relation. The result-
ing relations are called rational relations in the literature. In contrast to the case n = 1, the
nondeterministic rational relations strictly contain the deterministic rational relations. This the-
sis deals with a particular class of deterministic rational relations, namely those recognisable by
synchronous n—tape automata , that essentially first appears in the work of Biichi [1960] and EI-
got [1961]. Here ‘synchronous’ refers to the movement of the n tapes. The following informal
description follows Eilenberg et al. [1969]. A synchronous n—tape automaton can be thought of
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as a one-way Turing machine with n input tapes. Each tape is regarded as semi-infinite having
written on it a word in the alphabet X followed by an infinite succession of blanks, 1. symbols.
The automaton starts in the initial state, reads simultaneously the first symbol of each tape,
changes state, reads simultaneously the second symbol of each tape, changes state, etc., until it
reads a blank on each tape. The automaton then stops and accepts the n—tuple of words if it is
in a final state. The set of all n—tuples accepted by the automaton is the relation recognised by
the automaton. Here is a formalisation.

Definition B.1.1 [cf. Buchi - 1960; Elgot - 1961] Write 2, for ¥ U { L} where L is a symbol
not in . The convolution of a tuple (wy, - - -, wy,) € X*" is the string ® (wy, - - -, wy,) of length
max; |w;| over alphabet (X, )" defined as follows. Its k-th symbol is (o4, ..., 0,) Where o; is
the &-th symbol of w; if £ < |w;| and L otherwise.

The convolution of a relation R C ¥*" is the relation R C (X ,)™ formed as the set of
convolutions of all the tuples in R. That is, R = {®w | w € R}.

For example, for $ = {1}, the convolution of {(1",1"+!) | n € N} is {(})"(7) | » € N}. Note
that we often write symbols of (X )" vertically. Also ®(A,...,A) = A.

Definition B.1.2 An n—tape automaton on X is a finite automaton over the alphabet (X, )".
An n—ary relation R C ¥*" is finite automaton recognisable or regular if its convolution @ R
is recognisable by an n—tape automaton.

1-tape automata coincide with the usual finite automata. In this case, R = R C ¥*. We
postpone some examples of regular relations of higher arity until after the following useful
constructions.

The next theorem says that n—tape automata can be transformed into deterministic automata.

Theorem B.1.3 There is an effective procedure that given a non-deterministic n—tape automa-
ton constructs an equivalent deterministic n—tape automaton.

Proof Classically, 1-tape automata can be transformed into deterministic automata via the
subset construction as follows. Given a non-deterministic automaton (S, ¢, A, F) construct an
equivalent deterministic automaton (S’, ./, A’, F') where S’ = 2% (subsets of S), // = {.},
A'(Q,0) = UyeqAlg,0) and F' = {Q € S" | Q N F # (}. Hence one can apply the subset
construction to n—tape automata, since these are 1-tape automata over an alphabet of the form
(3.)™ <

The next definition introduces important operations on relations.

Definition B.1.4 Let R C X*".
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1.

The projection, 3R, of the first co-ordinate of R is

{(z2, -+, xn) | (B21) (1, -, 20) € R}

By convention if n = 1 then 3R is empty if R is empty and {\} otherwise.

. The instantiation of the first co-ordinate of R is

{(xZJ"'axn) | (CL,LL‘Q,"',.Tn) € R}7
for a fixed a € ¥*.

The cylindrification of the first co-ordinate of R is

{(xlv o '7xn+1) ‘ (332, o 'amn-f—l) € R: T € E*}

. The permutation of co-ordinates of R is

{(xﬂ(l)a' ' '7-1'7r(n)) | (:Ela' ",l’n) € R}

where 7 is a fixed permutation of {1,---,n}.

Theorem B.1.5 Let R, R, C ¥*" be FA recognisable. Then the following relations are FA
recognisable by automata that can be constructed given automata for R, and R,.

1.

2.

The union R; U R,, intersection Ry N Ry, relative complementation R; \ Ry,

the projection of the first co-ordinate of Ry,

3. the instantiation of the first co-ordinate of R,

4. the cylindrification of the first co-ordinate of R, and

5. the permutation of co-ordinates of R;.

Proof Let A; = (S;, ¢, A, F;) be automata over ¥, recognising R;, for i = 1, 2. Assume these
automata are deterministic and that S; N S, = 0.

1.

Form the product automaton A = (S; x Sy, ¢, A, Fop) over X, where ¢ = (i1, t2) and
A((qa T‘), 0) = (AI(Qa U)a AQ(Ta 0)) For OP € {Ua ﬁa \}’ deﬁne FOP as

(F1 X Sz)OP(Sl X FQ)

Note that the product automaton is deterministic. Then for example with OP = U, au-
tomaton A4 recognises ®(R; U Ry) since A has a successful run on ®@w if and only if
A; has a successful run on ®w or A, has a successful run on ®w. Namely, L(A) =
®R; U ®R, which is ®(R; U Ry) from the definition of convolution. The cases of inter-
section N and relative complement \ are similar.
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2. The required automaton is A = (51,1, A, F) where ¢ € A(s, (09, -+, 0y)) if and only
if Ay(s, (01,---,0,)) = qforsome o; € 3, . Define F as those states of .4; from which
there is a path to a final state labelled ®(x, A, ---, A) where z € ¥*% and A is the empty
string. Note that this automaton is, in general, non-deterministic.

Then A has a successful run on ®(xo,---,z,) if and only if there is a path labelled
®(y1,x2,- - -, xy,) In A; from the initial state to some state ¢ for some y; and a path la-
belled ®(z1, A, -+ -, A) in A; from ¢ to a final state for some x4, if and only if there is a
successful run in A, on ®(yy - &1, 2, - -+, x,) forsome y; - ;. So L(A) = {®7 | (Fy) ®
(y,T) € ®R,} which is ®{z | (3y) (y,Z) € R:}, namely the convolution of the projec-
tion of R;. Note that if n = 1 then .4 accepts no string if R, is empty and {A} if R; is
not empty.

3. For a given a € ¥*, transform automaton 4; into an equivalent automaton B with the
property that every two paths of B starting from the initial state have only got the initial
state in common amongst their first |a|+ 1 states. Write P for the set of paths of B starting
in the initial state and containing |a| + 1 states. Construct an intermediate automaton B’
by applying the following operations to 5. First remove from B all those edges on finite
paths of P that satisfy the condition that the first component of the path is not labelled
by a. Secondly if sy,..., 5,41 is a path of P that is not removed in the previous step
then delete every edge leaving s, 41 Where the first component of the edge’s label is not
L. Finally for every path of P not removed in the first step ensure that no state amongst
its first |a| states is an accept state, by removing it from the accepting set if necessary.
Then B' has a successful run on ®(z1, s, -+, z,) if and only if z; = @ and there is an
accepting path in B (and hence A;) labelled by ®(a, z,- - -, z,). Now project the first
co-ordinate to get the required automaton.

4. Form an automaton B = (S1, 1, A, Fy) where forevery o € ¥,
A(Sa (Oa 02, ", 0n+1)) = AI(Sa (02a Tty 0n+1))-

Now the required automaton can be formed by intersecting B and an automaton for
®(X*n+1), as in part 1.

5. Ifo = (01,---,0,) € X7 then define (o) as (o(1), - -, Or(n)). The required automaton
is A= (Si,u,A, Fi)where A(s,m(0)) = g ifand only if A(s,0) = gq.

Then A has a successful run on (z1), - - -, () if and only if A; has a successful run
on (z1,---,Zy,), SiNCe every transition is relabelled accordingly. <

The emptiness problem asks whether given an automaton A, there exists a word w € X* ac-
cepted by A.

Theorem B.1.6 The emptiness problem for n—tape automata is decidable.
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Proof A accepts some word if and only if there is a path from the initial state of A to a final
state. This can be effectively tested in linear time using a breadth-first search. <

Example B.1.7 The universe X*" is FA recognisable.
Figure B.2 illustrates the case ¥ = {0,1} and n = 2. <

(1), (1
1) () (), () 9

) @%Q(i), )
4). () ?Q@’ g

Figure B.2: An automaton recognising ®(3*?).

This example is useful since we may build an automaton recognising some R C (X' )* so that
RN ®X* is itself the convolution of some relation.

Example B.1.8 For £ > 1, consider strings over alphabet ¥, = {0,1,---,k — 1} as least-
significant-digit-first base-k representations of natural numbers. Then base-k addition is FA
recognisable.

Fix £ > 1 and define a function val, : ©* — N as mapping the string zq - - - x4 10 Y ., Zik".
Then the ternary relation +(a, b, ¢) C X*? satisfying those triples such that val, (a) + val,(b) =
valy(c) is FA recognisable over X;. The idea is to implement the usual algorithm for addition
with an automaton that uses its states to remember the carry. Formally, the automaton A =
(S,t,A,F)has S = {sg,81,",Sk—1},t = S0, F = {s0}, and for (o, 0, 0.) € 33,

A(Sia (Jaa UbaOC)) = {Sj | i1+0,+0p =0+ k]}a

where L is treated as 0 in the sum. Finally, to bring the automaton into the correct form (where
no symbol from {0, 1} follows a L), we intersect .4 with an automaton for ®(¥:*3). <

The following are important examples of FA recognisable orders.

Definition B.1.9 Let ¥ be a finite alphabet. For x,y € ¥* say that z is a prefix of y and write
x =, yify = xz for some z € ¥*. If z is not the empty string A then z is a proper prefix of y,
written z <, . Then <, partially orders >*.

Fix a linear ordering < on Y. Denote the lexicographic ordering induced by < as <;e,.
Namely for z,y € ¥*, x <j, y if either

e T <py,0r
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e r =qaowandy = adz for some a,w, z € ¥*, 0,5 € L witho < 4.

Denote the Kleene-Brouwer order induced by <, as <j,. Namely = <, y if either
e y=<px,0r
e r =aowandy = adz forsome a,w,z € ¥*, 0,0 € L with o < 4.

Then <, linearly orders X*.

Denote the length lexicographic order induced by <., as <jez. Namely z <y, v if either
o |z] <[yl or
o |z =[yland z <ie y.

Then <y, linearly orders >*, and the ordering is isomorphic to the usual ordering on N.

For example, if © = {0, 1} with 0 < 1 then A\ <yer 0 <grex 1 <grez 00 <grez 01 <preg - - -

Example B.1.10 The orderings <., <x» and <., are FA recognisable.
For example, suppose 3 = {0, 1} with 0 < 1. Then a regular expression for the prefix relation

is
(D) + @I [() + @1
So a regular expression for the relation ®(<;e;) C *? is
[() + @) + Q)T+ Q) (@),
Furthermore, if D is a regular subset of >* then <., restricted to D is FA recognisable. Simi-

larly, <z, and <., are FA recognisable. <

Example B.1.11 The following relations are FA recognisable over X..

1. The binary relations o, for a € ¥ satisfying (z, za) € o, for every z € ¥* have regular

expressions
UL G-

oEX

2. The binary relation el(z, y) for |x| = |y| has regular expression

J or

0,0€X
3. Let X = {0, 1}. In the following _L is treated as 0.

(@) The ternary relations and(x,y, z) where z € {0,1}* is the bitwise and of z and y.
Similarly or(z, y, z) the bitwise or.

(b) The binary relation neg(x, z) where z is the bitwise not of x. <
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Structures

Mathematical objects are treated via the notion of structures in the formalism of logic, see
for example Hodges [1993]. Basic familiarity with first order logic is assumed, though some
definitions are summarised here to fix notation. A structure A consists of a set A called the
domain and atomic relations and functions on A. Constants are regarded as functions of arity 0.
The signature of A consists of the names and arities of the relations and functions of A. There
is always a symbol for equality, and so it is not explicitly mentioned in the signature. If A is a
structure with signature S and S’ C S, then the structure A’ formed by removing the relations
or functions named in S\ S’ from A is called a reduct of .4 and A is called an expansion of A’.
All structures considered are countable and signatures are finite unless otherwise specified.

A relational structure is one with no functions (or constants). We freely associate the structure
A with the relational structure obtained by replacing the functions with their graphs. The graph
of f : A" — A is defined as {(z,y) € A"t | f(z) = y}. Write A = (A, R{,..., R})
where R{ is an n;—ary relation on 4; if there is no confusion we drop the superscript A. An A-
formula ®(z4, - - -, ) is a formula where the non-logical symbols of ® are from the signature
of A. All formulae are first order unless specified otherwise. Note that the property of being an
A-formula depends solely on the signature of .4 and not on the particular structure A. We often
abbreviate (zy,---,;) as T when no confusion could arise. Write ®4 for the k-ary relation
{ze A¥ | AE ®(2)}.

The first order (FO) theory of a given structure A is the set of all first order sentences (.A-
formulae without free variables) true in A. This theory is decidable if there is an effective
procedure that decides whether an arbitrary first order sentence is in the theory or not.

Two (relational) structures A, B over the same signature are isomorphic if there exists a bijection
v : A — B between their domains such that for every relation symbol R (of arity n say) and
every tuple (a1, - -, a,) € A",

(a1,---,a,) € R*ifand only if (v(a1), - -, v(as)) € RP.

We extend v to A* for every k and so write v(R) for {(v(a1),---,v(a,)) | (a1, -, a,) € R}.
Similarly we extend v to structures and so write v(A) = B. In case v is as above but not
necessarily onto, then it is called an embedding. If the identity mapping ¢ : A — B is an
embedding then A is called a substructure of B. If v : A — B and u : B — A are functions,
then v denotes the map b — v(u(b)).

The binary relation ‘is isomorphic to’ is an equivalence relation on the set of structures over
a fixed signature. The isomorphism type of a structure A is the equivalence class of .4 with
respect to this equivalence relation. If A is isomorphic to B then say that A is an isomorphic
copy of B.

A relation R is first order definable in a structure A if there exists a first order formula ® (7, 7)
and elements ¢ of .A such that for all z, (Z,¢) € R if and only if A = ®x(,¢). The elements
¢ are called parameters and may be empty, that is ¢ = (). The formula ® is called a first order
definition in A of the relation R.
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A congruence relation on a structure A is an equivalence relation € on A such that for every
atomic relation R of A (say of arity r), and for every z, 7 such that (z;,y;) € € for every
1 <4 < rwehave that 7 € R4 if and only if 7 € R4. In this case there is an induced
quotient structure A/e over the same signature as .A. Its domain consists of the set of e-classes
[a] of A and an atomic relation (of arity r say) RA/¢ satisfies those ([ai],-- -, [a,]) such that
(ay,---,a,) € RA.

Suppose we are given a B-formula, possibly with parameters, A(z) and a collection of B-
formulae, possibly with parameters, ® g, (71, - - -, T,) such that @ﬁi is a relation on AB. Then

(ABa (I)gla T (I)gn)

is a structure. If further there is a B-formula ¢(z, 77) (possibly with parameters) such that ¢® is a
congruence relation on this structure then the quotient structure

(ABa(I)gla o -,Cbgn)/G,

is called first order definable in B. In case there are infinitely many formulae @, it is also
required that the function sending i to ®z, be computable. Here the tuples z;, 7 and 7 contain a
fixed number of variables, say k, called the dimension of the definition.

If a structure 4 is isomorphic to this quotient structure, say via map v : A — B*, called
the co-ordinate map, then A is called first order interpretable in B, written A <y, B. The
superscript is sometimes dropped when the particular co-ordinate map is not important. For
every A-formula ¥(z4,---,z,,) there exists a B-formula ¥*(y,,---,7,,) where each g, is a
tuple of £ many variables, such that for every (a1, - - -, a,) € A™,

AEY(ay, -, ay,) ifandonly if B = ¥ (v(ay),-- -, v(anm)).

In fact U” is defined inductively as follows: If R(xy,---,z,) is an atomic relation of A then
define R” as ®g(Z1,---,7,); define (¢ A )" as ¢” A ¥ and (—¢)” as —(¢¥) and [(Vz) ¢]” as
(vz) [A(T) = ¢"].

Two structures .A and B are first order mutually interpretable if A <}, B and B <i, A for
some co-ordinate maps v : A — B¥and p : B — Al If furthermore vy : B — B is first
order definable in B and uv : A — AY is first order definable in A, then A and B are called
first order bi-interpretable.

For ease of readability the qualifier “first order’ may be omitted from phrases such as “first order
definable” when no confusion will occur. All these definitions transfer to other logics, besides
first order. There is one occasion, in Section C.2, where weak monadic second order logic
(WMSO) is considered. However since this is an isolated case, we defer the definitions to that
section.
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Automatic Structures

The next definition is central since it describes what we mean by structures that are presented
by a collection of automata. It originally appeared in Hodgson [1976] though more recently in
Khoussainov and Nerode [1995].

Definition B.1.12 A structure 4 is automatic over X if its domain A C ¥* and atomic rela-
tions R C ¥*" are finite automaton recognisable over Y.

In case A has infinite signature (R;);<., one also requires that the function mapping i to the
corresponding automaton be computable.

A structure A is automatic if it is automatic over some alphabet .

So in order to show that a given structure is automatic, one may exhibit automata that recognise
the domain and atomic relations. Here are some simple examples to illustrate the definition.

Example B.1.13 The structure with domain 1* and unary function f sending 1* to 1**! for
n € N, is automatic over alphabet {1}.

®1* = 1* and the convolution of the graph of f is given by the regular expression (})*(7). <

Example B.1.14 The structure with domain {0, 1, - - -, £ — 1}* and ternary relation satisfied by
those triples of strings (a, b, ¢) for which a + b = ¢ (base k-addition in the least-significant-
digit-first representation) is automatic.

The domain and relations are regular as in Example B.1.8. <

For the next example let ¥ = {0,---,k — 1}, 0,(z) = za for a € ¥, <, denotes the prefix
relation and el(z, y) holds exactly when |z| = |y|.

Example B.1.15 The structure Wy, = (£, (04)aex, <p, €l) is automatic over X.
The domain X* is regular, and the convolution of each of the atomic relations is regular, see
Examples B.1.11 and B.1.10. <

Here is an important theorem that motivates the study of automatic structures.

Theorem B.1.16 [cf. Khoussainov and Nerode - 1995; Hodgson - 1976] If A is automatic over
Y then there exists an algorithm that given a first order definition (with parameters) in A of a
relation R, constructs an automaton recognising Q R.
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Proof Proceed by induction on the complexity of a first order formula & defining a relation R.
Assume first that ® has no parameters. If ® is atomic, then the automaton required is just the one
that is supplied by the definition of the automaticity of .A. Suppose ®(z) = ¥,(z) OP ¥y(Z)
where OP € {U,N,\}. Then by induction and Theorem B.1.5 part 1. there is an automaton
recognising ®, and its construction is effective from the automata for ¥; and ¥,. Finally, if
& = Jz;¥(z) then by induction and Theorem B.1.5 part 2. and where necessary part 5., there is
an automaton recognising ®, and its construction is effective from the automaton for ¥. Finally
if ®(Z,7y) has parameters ¢ then first construct the automaton for ®(z, %) without parameters
as above, and then apply instantiation of ¢ as in Theorem B.1.5 part 3. and where necessary
part 5. <

As a conseguence one has the important decidability result.
Theorem B.1.17 The first order theory of an automatic structure A is decidable.

Proof Suppose A is automatic. Then given a first order sentence ¢, A = & if and only if
the language of the automaton associated with ® is non-empty. This condition can be tested
effectively, see Theorem B.1.6. Hence the first order theory of A is decidable. <

The domain of a given structure may or may not be given as a set (or relation) of strings over
some alphabet. Though even if it is, it may be the case that it is not automatic while there is an
automatic structure that is isomorphic to it. As an illustrative example, consider the structure
with domain B = {0™1™ | n € N} and unary function 7" mapping 0™1" to 0"*'1"*! for every
n € N. Then (B, T) is not automatic over alphabet {0,1} since B is not regular. However,
(B, T) is isomorphic to the structure with domain D = 1* and unary function N mapping
1™ to 1™*1, This structure (NN, D) is automatic over alphabet {0, 1} and is isomorphic to the
natural numbers with successor, (N, S). The point to note here is that although the structure
(N, S) is not automatic for syntactic reasons (it may be given without mention of an alphabet
coding the domain, say as the unique structure satisfying the relevant second order axioms) and
the structure (B, T) is not automatic (over any alphabet), both can be presented by, namely
are isomorphic to, an automatic structure, for instance (D, V). This leads us to the following
definition from Khoussainov and Nerode [1995].

Definition B.1.18 Suppose A is an automatic structure over X isomorphic to B. This is ex-
pressed by saying that A is an automatic presentation (or an automatic copy) of 13; and that
B is automatically presentable (over X).

It will be convenient to overload the phrase ‘automatic presentation’ to refer to the automatic
structure A or even the automata ‘presenting’ the structure A.

Note that if a structure B is isomorphic to an automatic structure .A, then the first order theory
of B equals that of A, and hence is decidable.
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Example B.1.19 The natural numbers with the usual addition (N, +) is automatically pre-
sentable, and hence has decidable first order theory.

Fix k£ > 1 and alphabet ¥ = {0, 1, -- -, £ — 1}. Recall that the structure (X*, +) where + repre-
sents base-k addition is automatic; see Example B.1.14. However each string in the set w0* rep-
resents the same natural number. So define a function base, that maps n € N to its shortest least-
significant-digit-first base-% representation. So base,(0) = A and for n > 0, baseg(n) ends in
the symbol 1. Define an automatic structure (A, +;) where A, = {A} U {0,1,---,k — 1}*1
and 4+ is the restriction of + to this set. Then (N, +) is isomorphic to .4 via the mapping
basey. S0 Ay, is an automatic presentation of (N, +).

The first order theory of (N, +) is called Presburger Arithmetic (PA). The time complexity of
the present algorithm for PA is non-elementary in the size n of the sentence, while the tradi-
tional method of exhibiting this decidability via quantifier elimination yields an algorithm of
order 922%" for some constant £, see Oppen [1978]. Also Fischer and Rabin [1974] give a
double exponential non-deterministic lower bound on any decision procedure for PA. Recently
Klaedtke [2003] has improved the time complexity of the automata theoretic decision procedure
for PA. In fact he proves that there exists a constant £ > 0 such that the minimal deterministic
automaton for an arbitrary first order formula of (N, +) of length » has at most 922¢" states; and
that this bound is tight. <

Remark B.1.20 Let A be a structure with A C ¥*. Let X' be an alphabet such that |¥'| = |3
and X NY = (. Letd : ¥* — X" be the (monoid) morphism extending some fixed bijection
from ¥ to ¥'. Define A’ = {§(w) | w € A}. If R is an n-ary relation of A then define
R' = {(6(z1),...,6(z,)) | (x1,---,2,) € R}. The resulting structure A’ is an isomorphic
copy of A. Note that if A is automatic over X then A’ is automatic over X',

Proposition B.1.21 [Blumensath - 1999] Every automatically presentable structure has an au-
tomatic presentation over the alphabet {0, 1}.

Proof Let A be automatic over . If |X| < 2, then simply take an isomorphic copy over
alphabet {0, 1}. Otherwise suppose || > 2. Letk € Nsuchthat2* > |3|. Letv : ¥ — {0,1}*
be some function that sends elements of X to binary strings of length k. Extend v to X* by
mapping oy - - - 0, t0 v(0y) - - - v(0,). Then v(A) is an isomorphic copy of A. Moreover it is
automatic over {0, 1}. Indeed form a regular expression over {0, 1} for v(R) from one for R
over X3, simply by replacing every symbol o by v(o). <

An important property of automatically presentable structures is that they are closed under first
order interpretability.

Proposition B.1.22 [cf. Khoussainov and Nerode - 1995; Blumensath - 1999] If A is automatic
and B is first order definable in A then B is automatically presentable.
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Proof Suppose A is automatic over ¥ and B is definable in A, with dimension k. Then B is of
the form B'/e where
B = (AA,(I)%’ ) ..’(I)gn)

and A(zy, - - -, 2x), Pr, and € are A-formulae. By Theorem B.1.16 each of A4 and 4. are
finite automaton recognisable relations over X. Or alternatively B’ is automatic over alphabet
EI = (EJ_)k.

Now define the function F' sending @ to the length-lexicographically (with respect to ') least
element in the e-class [@]. By Theorem B.1.16, F' is finite automaton recognisable over 3’ since

it is first order definable from the regular predicates e and <y.,. So the structure (B', F) is
automatic over X'. Define a substructure C of B’ as follows. Its domain is the set

{ae B |(3) Fb) =a}.
It has a relation RC for every relation R’ of B’ where for every (@i, - - -, @y),
(F(@), -, F(an) € R° < (ay,---,a,) € R”.

The domain C and relations R are first order definable from regular predicates, so using The-
orem B.1.16, C is automatic over ¥'. Moreover B being isomorphic to C, is automatically
presentable over Y’ <

Corollary B.1.23 If A and C are automatic then the following are automatically presentable.

1. a substructure of .4 with definable universe,
2. the factorisation of A by a definable congruence.
3. the direct product A x C (where .4 and C have the same signature).

4. Aw, the w-fold disjoint union of A.

Proof For the first item note that if D = &(7) is a definable relation in A, then the relativised
structure (D, RP,---, RD) is definable in A since relation RP, say of arity [, has first order
definition

N\ @) ARMNTL, -, 7).

1<i<I
The second item is an immediate corollary of the Proposition B.1.22. For the third item note
that the direct product is definable in the disjoint union of A and C, which is automatic. Indeed
if R is an [-ary relation of the common signature, then R4 satisfies ((z1,v1),- -, (z, w)) in
the case that R (z1, - -+, ;) A RS (y1, -+ -, u1).

For the fourth item define domain D = A x {1}*. Then define RP as satisfying the tuple
((z1,1™),- -, (z;,1™)) ifand only if (z1,---,2;) € R*and n; = --- = n,. <
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Remark B.1.24 Khoussainov and Nerode [1995] and Blumensath [1999] provide the following
alternative definition of an automatic presentation. Let A = (A, Ry,..., R,) be a structure
where relation R; has arity n;, 1 < j < r. An automatic presentation over ¥ of A consists of
the following:

1. Finite automaton recognisable relations L ¢ ¥*, L, ¢ L?* and L; C L™ for1 < j <r.

2. A surjective mapping v : L — A with the property that

(x1,22) € L <=  v(z1) = v(x9),
(T1,...,2;) €EL; = (v(21),...,v(20;)) € Ry,

foreveryxz; € Land1 < j <.

In this case the structure (L, L4, ..., L., L) is automatic over ¥ as in Definition B.1.12. Hence
by the proof of Proposition B.1.22, the structure (L, L1, . .., L)/ L., which is isomorphic to A,
is automatically presentable over (X )* as in Definition B.1.18. Conversely if A is automati-
cally presentable over X as in Definition B.1.18 then A is automatically presentable here with
v being a bijectionand L. = {(x,z) | x € L}. Hence the two definitions of being an automatic
presentation coincide modulo the alphabets.

Definition B.1.25 Write 3°° for the quantifier interpreted as ‘there exists infinitely many’. For
k,m € N,0 < k < mandm > 1, write 3% for the quantifier interpreted as ‘there exists k
modulo m many’.

For example, A = (32 z) ®(z) if and only if the cardinality of {z € A | A = ®(z)} is even.
The following theorem says that one can extend Theorem B.1.16 to include these quantifiers.
The case of 3 is due to Blumensath [1999].

Theorem B.1.26 If A isautomatic over X then there exists an algorithm that given a relation R
which is first order definable (with parameters) in .4 with additional quantifiers 3°° and 3™
constructs an automaton recognising R. Hence the first order theory with these additional
quantifiers of A is decidable.

Proof The proof is an extension of that of Theorem B.1.16 but includes cases for the additional
quantifiers. Let ®(z) = (3*°z;) ¥(z). Expand the presentation of A to include the length
lexicographical order on the domain A (see Example B.1.10). Then ®(z) is equivalent (in .A)
to the first order formula

(Vy)(F2:) [y <ueo wi A Y(T)].

Let ®(yy,---,y) = (3%™z) W(x, ) for fixed k, m € N. We construct an automaton over ¥
that recognises ®4. If there are infinitely many = with A &= ¥(x,%), a condition that can be
tested using the 3 quantifier, then the automaton accepts the empty set. Otherwise assuming
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that there are at most finitely many such z it proceeds as follows. Let B = (Q, ¢, p, F') be the
(deterministic) automaton recognising ® ¥4, Before defining the automaton we introduce some
notation to make reading easier. For ¢, ¢’ € @, and § € ¥* define n(q, ®7, ¢') to be number of
strings = € X* with |z| = | ® |, such that there is a path in B labelled ®(z, 3) from state ¢ to
state ¢'. Then for S C @ define n(S, ®Y,q') as 3_ s (g, ®Y,q').

The required automaton B’ is of the form (@', ', A, F') where

1. The state setis Q" = [, ;.,, 2%,
2. The initial state is ¢/ = {¢} X [[o<;<,n {0}

3. ForT = (Ty,---,T,,) and 0 € ®((X U {A\})Y), (recall that ®(\,---,\) = A), define
A(T,0) = (S1,--+,Sn) as follows. For every i, let ¢ € S; if and only if

Z jxn(T},0,q) =i(modm).

1<j<m
4. Define (Sy,- -+, Sp) € F'ifand only if

ZZ Z]X”’ 5 ({137, f) =k (modm).

fEF r<|Q|1<j<m

Here ({ L}!)" is the concatenation of r copies of the tuple (L, ..., 1) of size [.

This completes the definition of the automaton. Note that it is deterministic. It remains to prove
correctness.

Let w = ®g be the input to B’ with |w| > 1 and let (Sy,---,S,) = A(/,w). Proceed by
induction on |w| to prove that for every i,

qg€S; < n(,w,q) =i(modm). (B.1)

For |w| = 1, the definition of A collapses to ¢ € S; if and only if (¢, w, ¢) =i (mod ) since
Ty = {¢}, T; = {0} with j # 1. For |w| > 1 suppose w = v - o, |o| = 1 and let (T3, ---,T,,) =
A(/,v). By the induction hypothesis, ¢' € T} if and only if n(s,v,q¢") = j (mod m). So
T, ...,T,, partitions @ and for every q € Q,

n(t,w,q) = Z Z n(t,v,q") xn(q,0,q).

1<j<m ¢'€T;

Z j x Z n(q', o, q) (modm)

1<j<m  gETy

Z j xn(T},0,q) (modm).

1<j<m
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Hence by definition of A, ¢ € S; if and only if n(¢, w, ¢) = i (modm), and this completes the
induction.

Let w € () and (Si,...,S,) = A(/,w). It is sufficient to establish that the tuple
(S1,---,Sm) € F'ifand only if

ZZTL(L, w- ({L})", f) =k (modm). (B.2)
feF reN
First note that the range of the r’s that give a non-zero value to the summand is finite, in fact
r < |@Q)|, since it is assumed that the number of strings z with ¥ (z, 7) is finite (recall w = ®7).
Hence the sum can be restricted to » < |Q)|.

case 1. If [w| = 0 then w is the empty string A and A(/,w) = . Also n(t,w - ({L})7, )
equals n (e, ({L})", f). Now since S; = {:} and S; = {0} for j # 1, n(S;, {L})", f) =0
if 7 # 1. Applying these restrictions to the definition of F’, we get that . € F” if and only if
congruence B.2 holds.

case 2. Suppose |w| > 0. Now using Identity B.1 and the fact that S1, . .., S, partitions ) one
has that,

n(w- {1 f) = D nlw,qd)xnld, (L}, f)
7eqQ
ST 3 dxn(d, (L), f) (mod m)

1<j<m ¢'€S;

> i xalS, (L), f) (modm) .

1<j<m

Applying this congruence to the definition of F’ we get that (Si,---,S,) € F' if and only if
congruence B.2 holds. <

Here are two examples. Suppose (E, p) is automatic where p is an equivalence relation on E.
Then the set of elements in infinite p-classes is definable as (3*°z) [(x, z) € p]. Consider the
structure (N, <), where < is the usual ordering on N. Then the set of even numbers is definable
as (3022) [z < z].

Finally we introduce two central structures. We present some definable relations that are used
in the next theorem.

Example B.1.27 Consider the structure
Wk = (E*, (Ua)aeEa jp: el)

where

® E:{Oaak_]'}’
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e 0,(z) = za,
e =, isthe prefix relation and

e el(z,y) exactly when |z| = |y|.

Here are examples of relations that are first order definable in W,..
The binary relation |z| < |y| is definable by (3p) [p <, y A el(z, p)].

The set consisting of the empty string {\} is definable as (Vy) [y <, * — y = z]; and conse-
quently every singleton {a} for a € X is definable as = = o,(\) which is really an abbreviation

for (Vy) [y € {A} = = = 0a(y)].
Also, ifw =ag---a; € Z*then{y-w |y € ¥*} isdefinable as (Jy) [y <, xA0Ty, -+ - 00y = x].

Fix w € ¥*. Then w* is definable as w € {A} or
w=<p,zANV)[z-w<,x >z w-w =<,z

Now for a fixed n € N, let w be a string of length n. Then the formula (3y) [y € w* A el(y, )]
says that |z| is a multiple of n, and is written |z|,,; and the formula el(z, yw) defines the relation
satisfying |z| = |y| + n.

The unary relations first,(z), for a € X, are defined by (Jy) [y <, z Ay = 0,]].
The unary relations last, (), for a € X, defined by (3y) [y <, z A o,y = z|.

The function maxl(z1, z2, y) stating that |y| = max(|z|, |z2|) is definable by
21| < faa] = el(y, z2)] A [Jw2] < |z1] = el(y, )]

Similarly for maxl(z1, - - -, 2, y) Stating that |z| = max;(|z;]).

Let co,(z, p) mean that a is the symbol in the [p| + 1’st position of z, where the positions are
counted from 1.

It is definable by the formula

Ga(z,p) : (Fy) [y <p z Ael(p,y) ANoay =< 7,

for a # 0 and in case a = 0 we use ¢, V |p| > |z|.

The formula
lasty () A (Vp) [p =, = Alasti(p) — p = 2],

defines the regular language (X \ {1})* - 1. <
Example B.1.28 Consider the structure
Nie = (N, +, [)

where
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¢ N denotes the natural numbers (that include 0),
e + is the usual addition on N, and

e x|,y means that x = k" for some n € N and y = max for some m € N.

Here are examples of relations that are first order definable in NV,.
The singleton {0} is definable by (Vm) [m + z = m].

The usual order m < n is defined by (3c¢) [¢ # 0 — m + ¢ = n].

Multiplication by a constant c is definable as n + n + - - - + n, where there are c terms in the
sum.

The unary relation expressing that » is a power of &, written Py (n), is definable by n|xn.

For 0 < j < k, the formula ¢;(m, p) defined by
(Fa)(3b) [Pe(p) Am=a+jp+bAa<pAkp|b

which for a fixed m, satisfies m = > iUk | N | €j(m, k*)}. In words, ¢;(m, p) holds if
p = k" and the i-th digit in the shortest least-significant-digit-first base £ representation of m is
j. Here the least significant digit has position 0.

The formula
nlkm A (Ye) [elgm — c|gn]

says that n is the highest power of k that divides m, written Vi.(m) = n.

The formula P,(n) An < m < n x k defines the function sizey(m) = n saying that n is a
power of £ and the number of symbols in the shortest base k£ expansion of m is log;, n. <

Theorem B.1.29 [cf. Grddel - 1990; Blumensath - 1999] The structures N, and W; are FO
mutually interpretable, for all j,k > 2. Moreover if £k = j then the structures are FO bi-
interpretable.

Proof We somewhat follow Blumensath [1999]. It suffices to establish for every £ > 2, that
N and W,, are bi-interpretable, and that W, and W, are mutually interpretable. We will make
use of some definitions from the previous examples.

Sofixk >2and ¥ = {0,---,k — 1}. Forz = zq - - - 7; € ¥* define valy,(z) = Y {z;k* | 0 <
i < 1} Forn € N, define base, : N — X* as sending n to the shortest string = such that
valg(z) = n.

Nk <ro Wi: Define the co-ordinate mapping v : n — base,(n). The image of N under v
is definable in Wy, as follows. Define A(z) asz = AV z € ¥*1. Note that n|,m holds if
basei(n) = 041 and base;(m) = 0%’ for some a,b € N with e < band ' € ¥*1. So define
(I)|k($v y) as

z €0 1A (Ep)[owp=xAp =<,y
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Finally define @, (z, y, z) as checking that there exists a string r encoding the sequence of carry
bits in the base k£ sum x + y = z. Formally let

S={(a,b,c,d,e)|a+b+c=d+ ke, fora,b,c,d,e € {0,---, k —1}}.
Then & (z,y, z) is defined as

(Im) maxl(z,y, z, m)
A (3r) firsto(r)
A (V) [lpl < Im|+1—
\/ coq(z,p) A cop(y, p) A coc(r,p) A cog(z,p) A coe(r,o1p)]

(a,b,c,d,e)ES

The formula says that there is a string r encoding the carry so for every relevant position i,
the tuple consisting of the sth digits of z, vy, 7, z and the 7 + 1th digit of 7 is in S. Then N/}, is
isomorphic to

A%, o, o).

%

Wi <ro Nk: Define the co-ordinate mapping p : x — valg(z - 1); namely
/J:(l'o ... */El) — Valk(xo .. .xl) + kl+1,

Recall that sizex(m) = n means that n is a power of k£ and the length of the shortest k-ary
representation of m is log, n. So if u(y) = m then valy(y) = m — k X sizex(m). The image of
W,, under p is definable in A as follows. Define N,-formulae

A(n) as n#0,
®,. (m,n) as n=m—k xsizey(m) + a x k x sizey(m) + k? x sizex(m),
O (m,n) as m =1V [sizey(m) < sizegy(n) A

(Ve) [ < sizeg(m) — (/\ €a(m, c) «— €,(n,c))]],
Oy (m,n) as sizeg(n) = sizex(m).

Then W, is isomorphic to

0'07 g1?

(AY, o), 0, 0% o).

Hence N, and W, are mutually interpretable via 1-dimensional interpretations p and v and
vi s w — baseg(valg(wl)) and pv : n — valg(baseg(n)1). Then vu(w) is definable in Wy as
vu(w) = o1(w), and pv(n) is definable in Ny as

[n=0— puv(n)=1An>0— puv(n) =n+k x Vi(n),

where Vi (n) is highest power of £ that divides n. Hence N} and W, are bi-interpretable, as
required.
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Wik <ro W2: Let n be the least integer greater than or equal to log, k. Define a mapping
¢ : ¥ — {0,1}" such that valy(c(j)) = n. Define v : ¥* — {0,1}* by v(zo---2;) =
c(xg) - - - ¢(z;). Then the image of Wy, under v is definable in W, as follows. Define

A(@) as |zl AV [y <p 2 Alyla) = \y- i) 2y 7l,
J
O, (z,y) as y==x-c(a),
o<, (z,y) as z =,y
Qel(xa y) as 6[(.7,', y)

Then W, is isomorphic to

CNACNCIIACR IACK A0)
Wa <po Wi: Define the co-ordinate mapping ¢ : w — w, for w € {0, 1}*. The image of W,
under ¢ is definable in W, as the substructure on domain

A(z) = (Vp =, ) [coo(z,p) V coi(z, p)].

This completes the proof. <

B.2 Examples

We use this section to give examples of automatically presentable structures; as well as to fix
structures and their signatures that will be encountered later. In some instances we give the finite
automata explicitly. In others we show how the structure is definable from another automatic
structure, usually Ws.

Example B.2.1 Every finite structure is automatically presentable.
If a structure has a finite domain, then every relation is finite, and hence automatically pre-
sentable (over a unary alphabet). <

An injection structure (D, f) consists of an injective map f : D — D. Write f* for the ;-fold
iteration of f. An orbit of f is a set of the form {b € A | (Fi € N), [b = fi(a) Va = f*(b)]}
for some a € A. A finite orbit of size n is isomorphic to the injection structure ({1,---,n}, g)
such that g(i) =i+ 1 for 1 < i < nand g(n) = 1. An infinite orbit isomorphic to one of two
types: either the injection structure (N, S), called an N-orbit, or the injection structure (Z, S),
called a Z-orbit, where S : n — n + 1.

A permutation structure (D, f) is an injection structure where f is also surjective. Note that the
only infinite orbits of a permutation structure are Z-orbits.
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Example B.2.2 The permutation structure consisting of infinitely many infinite orbits is auto-
matically presentable.

A single Z-orbit is isomorphic to the automatic structure (1*, f) where f(w) = w1l if |w| is
even, f(wll) = w if jw| is odd, and f(1) = A. Now take the w-fold disjoint union. <

Example B.2.3 The injection structure consisting of infinitely many infinite orbits of both types
and infinitely many finite orbits of every size is automatically presentable.

For the finite orbits, let R C {0, 1}* be the regular language 00*1*. Then for every n € N,
R has exactly n strings of length n. Define a function f : R — R that maps astring x € R
of length n to the length-lexicographically next string y € R if |y| = n and otherwise to the
lexicographically least string z of length n. Note that f is regular since it is first order definable
from the regular predicates <., (length-lexicographical order) and el (equal length). Then
(R, f) is an injection consisting of exactly one orbit of every finite size. Now take the union of
(R, f) with an automatic N-orbit and a Z-orbit, and then take the w-fold disjoint union. N

A partially ordered structure (partial order) (D, <) consists of a binary relation < on a domain
D that is reflexive (Vz € D) [z < z|, symmetric (Vz,y € D)[z < yAy 2 — z = y| and
transitive (Vz,y,z € D) [z Ky Ay Sz =z < 2]

A linearly ordered structure (linear order) (L, <) is a partial order in which every two elements
are comparable; that is, for all z,y € D eitherz <yory < z. Writez <y forz < yAz # v.
Refer to Rosenstein [1982] for background on linear orders.

Example B.2.4 The linear orders (N, <) and (Z, <) are automatically presentable.
Fix X and recall that if D is a regular subset of X then the linearly ordered structure with domain
D and binary relation <., restricted to D, written (D, <), is automatic over X.

Let ¥ = {0,1}. Then (1*, <) is an automatic copy of (N, <). And (0*1 U 1*1, <;,) is an
automatic copy of (Z, <). <

Example B.2.5 The ordering of the rationals (Q, <) is automatically presentable.

Here are two automatic presentations of (Q, <). In each case we define an automatic structure
over the alphabet ¥ = {0,1}. We check that it is a (countable) dense linear order with no
endpoints.

The structure (X*1, <;¢;) is an automatic presentation of (Q, <). Indeed, <, is a linear order-
ing. Let v, w € ¥*. Then w01 <, wl <;e, w1l so there are no endpoints. Suppose wl <.,
vl. Then wl <., v01 <, v1, except when w = v0 in which case wl <., wll <je; v1, SO
the order is dense.

For the second structure, define an ordering C on X* as follows. For u, v € X* define u C v if
either

1. 3z,y,2z € ¥* withu = 20y and v = z1z, or
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2. dz € ¥* with u = v0z, or

3. dz € ¥* withv = ulz.

Considering X* as a tree with 0 to the left of 1, v C— v means that either  is lexicographi-
cally less than v, w is on the left subtree with root v, or v is on the right subtree with root w.
Then (X*,C) is a linear order. Indeed, for every u and v, let p(u,v) € £* be their longest
common prefix. Then v C v is equivalent to p(u, v)0 is a prefix of u or p(u, v)1 is a prefix of v.
Hence C linearly orders >*.

For every v € ¥*, v0 C v C v1, so it has no endpoints. Let » T v. Then in the first two cases,
v C ul C v and in the third case v C v0 C v, SO it is dense.

Both structures are automatic since they are definable in W,. <

Example B.2.6 If £, and L, are automatically presentable linear orders then so is their or-
dered sum L + L, and their ordered product £; - £,.

For i € {1,2} let (D;, <;) be an automatic linear order over alphabet ¥;. Suppose that ¥,
is disjoint from 5. Then £, + L, is definable from £, and £, as follows. The domain is
Dy x {0} U Dy x {1}. The ordering is defined as (z,¢) < (y,¢) if either e < 6 or both e = §
and z <. y. For L, - L, the domainiis {(z,y) | z € L1,y € Lo} and the ordering is defined as
(a,z) < (b,y) if either z <, y or both x = y and a <; b. <

A well ordered structure (well order) (D, <) is a linear order in which every non empty subset
has a <-minimum element.

Well orders are closed under sums and products and we use the usual multiplication and expo-
nential notation. For example, w + w = w.2, w - w = w2

Example B.2.7 Every well order o € w® is automatically presentable.

Suppose (D, <) is an automatic well order, with D C ¥*. Then for every d € D, the induced
well order with domain {z € D | z < d} is definable with a parameter for d, hence automatic.
So it is sufficient to check that every ordinal of the form w™ for n < w is automatic.

First note that w is automatically presentable. For a given n define the domain
D ={(x1, -, z,) | ; € w}.

Define the ordering on this domain as (z1,--,x,) < (y1,---,yn) if the greatest ¢ for which
x; # y; satisfies z; < y;. Then (D, <) is definable from an automatic copy of w and hence
automatic. Further it is isomorphic to the ordinal w™.

Alternatively apply the fact from the previous example that automatic linear orders are closed
under finite products to an automatic copy of w. <

A tree (D, <) is a partial order with a <—minimum and for which every set of the form {y €
D |y < z}isafinite linear order. Fix ¥ = {0,---,k — 1}.
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Example B.2.8 The full k—ary tree (X*, <,,) is automatically presentable over a k-ary alpha-
bet, for £ € N.
Recall that the structure Wy,

(Z*v (Oi)i<k7 6l7 '<p)

where o;(w) = wi, el(z,y) when |z| = |y| and z <, y when z is a prefix of y, is automatic
over 3. 4

Example B.2.9 Let R C X* be a regular language and let Pref(R) be the set of prefixes
of strings in R. Let <, be the prefix relation. Then the partial orders (Pref(R),<,) and
(RU{A}, <,) are automatic trees over X. <

Example B.2.10 Let R be a regular language. Consider the partial order 7 = (R U {\}, <),
where z < y if and only if z = y or |z| < |y| and z is lexicographically smallest among all
x' € Rsuchthat |z| = |z'|. Then 7 is an automatic tree. <

Figure B.3: Part of the tree (0*1*, <).

A semigroup (D, -) consists of an associative binary operation - (considered as a ternary rela-
tion) on domain D. A group (D, -, 1,4) is a semigroup with identity 1 and an inverse operation
1. Note that we consider groups in the signature containing one binary function for group mul-
tiplication -.

Example B.2.11 The semigroup (N, +) and group (Z, +) are automatically presentable. <

Example B.2.12 Every finitely generated abelian group (A, +) is automatically presentable.

Every finitely generated abelian group (A, +) is isomorphic to a finite direct product of cyclic
groups. Thatis, Zn @ Zy, & - - - & Zy,, for some n,m, k1, ---, k,, € N, where Zn is the direct
product of n copies of (Z, +) and Z; is the cyclic group of order . Now note that the groups
Z and Z; are automatically presentable and that automatically presentable groups are closed
under group sums. <
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Example B.2.13 The subgroup of (Q,+)/(Z,+) generated by {- | i € N} for a fixed b €
N\ {0, 1} is automatically presentable.

Let¥ = {0,...,b — 1}. Every non identity element of the group is a finite sum of generators,
say Eleai% where 0 < a; < b—1and a; # 0. Code this element as string a; . . . a,; and code
the identity as 0. The domain D is then ¥*(X \ {0}) U {0}. Let P C D? be the graph of the
addition. Now the reverse of ® P is finite automaton recognisable since this is simply addition
in base b as in Example B.1.8 except that the final carry is ignored and _L is interpreted as 0. But
the reverse of a regular language is also regular, so ® P is finite automaton recognisable. Hence
(D, P) is the required automatic presentation. <

The following extension of (N, +) plays a central role. Recall that for £ € N, the binary relation
|, satisfies (x, y) when x is a power of k£ and z divides y.

Example B.2.14 The structure (N, +, |) is automatically presentable over the alphabet > =
{0,---,k—1}.
Recall the automatic presentation (A, +) from Example B.1.19. The formula

(Fp)lpe0*Az=0pAp <, yANy & 07,

where <, is the prefix relation, defines the image of the relation |, on domain Ay. <

It is not known whether the group of rationals (Q, +) is automatically presentable.

An equivalence structure (equivalence relation) (D, p) consists of a reflexive, symmetric, tran-
sitive binary relation p on D.

The next example show that automatic permutation structures are at least as complicated as
automatic equivalence relations.

Example B.2.15 Let (E, p) be an automatic equivalence relation. Then there is a bijection g
on E, other than the identity, which is definable from p such that (e, g(e)) € pforalle € E.

Given (E, p), define g on E as follows. For e € E, let min(e) (respectively maz(e)) be the
<yes-least (respectively greatest) element d such that (e,d) € p. Then for e = mazx(e) let
g(e) = min(e), and otherwise let g(e) be the <y.,-least element <y.,-greater than e, say d,
such that (d, e) € p. Then (E, g) is the required permutation structure. <

Example B.2.16 Let (E, p) be an equivalence relation with no finite p—classes. Then it is
automatically presentable. Further, if there are only finitely many infinite classes, then it is
automatically presentable over a unary alphabet.

Let D = 0*1* and (d, e) € p when the number of 0°s in d and in e are equal. Then (D, p) is an
automatic equivalence relation with infinitely many infinite classes. Let E = 1* and (d,e) € p
if |d| is congruent to |e| modulo n, for a fixed n. Then (E, p) is unary automatic and has exactly
n infinite classes. <
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A Boolean algebra (D, U, N, \) is a structure where U, N and \ satisfy all the basic properties
of set-theoretic union, intersection and relative complementation respectively.

Example B.2.17 The Boolean algebra of finite and co-finite subsets of N is automatically pre-
sentable.

Let ¥ = {0,1}. Define the domain D as {0} U {0,1}*1. Let X C N be a non-empty finite
set, and let m be the largest element in X. Define the characteristic string of X as xg - - -z,
where z; = 1 ifand only if i € X. In case X is empty, define its characteristic string as \.
Code the finite set X as the string ¢(X) = 0z - - - z,,,. Code the co-finite set N'\ X as the string
c(Y) = 1zg - - - z,,,. Note the empty set is coded as 0 and the universe N is coded as 1.

Let X,Y C N. Then ¢(X) is the same as ¢(X) except for the first digit which is inverted.
Treating L as 0, ¢(X U Y) is the bitwise [¢(X) orc(Y)] if X and Y are both finite, and the
bitwise ¢(X) and ¢(Y") if both are co-finite, and the bitwise [not C'(X)] and C(Y) if X is finite
and Y is co-finite and the bitwise C'(X) and [not C(Y)] if X is co-finite and Y is finite. <

There is a natural partial order on a Boolean algebra defined as + € y whenz Ny = z. The
partial order has a least element, written 0, and a greatest element, namely B, written 1.

An atom in a Boolean algebra is a non-zero element a such that there isno x with 0 C z C a.
A Boolean algebra is atomic if every non-zero element is O an atom. A Boolean algebra is
called atomless if it has no atoms. There is a unique countable atomless Boolean algebra which
embeds every countable Boolean algebra.

Given a linear order £ with a least element, one can form the interval algebra as follows. The
domain D consists of all finite unions of half open intervals [a, b). This forms a Boolean algebra
with greatest element L. For example the interval algebra of £ = [0,1] N Q is the countable
atomless Boolean algebra.

Example B.2.18 For every n € N, the interval algebra formed from the ordinal w - n is auto-
matic.

The interval algebra formed from ordinal w is isomorphic to the Boolean algebra of finite and
co-finite sets of N. But the Boolean algebra formed from w - n is definable from the one formed
from w. <

Example B.2.19 The configuration space of a Turing Machine is automatically presentable.

Recall that a Turing machine M (say with only one tape, infinite in one direction, say to the
right, and scanned by a single head) consists of an alphabet X (here X includes a symbol for the
blank cell of the tape), with state set .S, a set of initial states I C S, a set of final states F* C S
and transition function § : ¥ x S — ¥ x S x {L, R}. A configuration of M is a tuple of the
form (¢, z1, z2) Where x; - 5 € X* is the relevant content of the tape, ¢ € S is the current state
of M and the position of the head on the tape is |z;| + 1 cells from the left. Write z, for the
symbol on the tape underneath the head, namely the first letter of z5. An initial (respectively
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final) configuration is one for which ¢ is an initial (respectively final) state. The configuration
space C(M) is the directed graph with domain {(q, z1, z2) | 21,22 € ¥*,¢ € S} and an edge
between (g1, 1, z2) and (ge, y1, y2) exactly when M has a transition from the first configuration
to the second. That is, when 6(xs, 1) = (ys, g2, D) where D = L and |y1| = |z1|—10orD =R
and |y1| = |z1| + 1. The configuration space C'(M) is an automatic structure over alphabet
YU S. Indeed, the domain is definable from the regular languages >* and .S. The edge relation
is definable by the formula

\/ firsty (z2) Afirsty(ye) A (D=L — |y1]| = |21] — 1)
0(a,q)=(b,r,D)
A (D=R=|y:| = |za| +1).

But first, () and the relations |z| = |y| — 1 and |z| = |y| + 1 are FA recognisable (see Exam-
ple B.1.27), hence so is the edge relation. Note also that the set of initial (final) configurations
is FA recognisable.

Finally variations in the machine model, such as additional tapes, two-way heads etc., can also
be treated in this way. For example, if M has two tapes then § : ¥? x S — ¥2 x S x {L, R}?
and a configuration of M is a tuple (¢, (01, 02), (d1, d2)) where oy - o5 is the content of the first
tape and its tape head is on the |o;| 4 1’st cell from the left, and §; - J is the content of the
second tape and its tape head is on the |6;| + 1’st cell from the left, and the machine M is in
state ¢. Then similarly the configuration space C'(M) is automatic. <

The content of this chapter is primarily from Khoussainov and Nerode [1995] and Blumensath
[1999]. Theorem B.1.26 was first reported in Khoussainov, Rubin, and Stephan [2003b].



Chapter C

Characterisations of automatic structures

In classical automata theory the class of regular languages can be formalised in a variety of
equivalent ways. Speaking loosely, deterministic automata give an operational view of regu-
lar languages. The addition of non-determinism or alternation allow succinct representations
of regular languages. The Myhill-Nerode theorem gives a handle on the minimal determin-
istic automaton recognising a given regular language. Kleene’s Theorem introduces regular
expressions as alternative descriptions of regular languages. A particular formalisation may be
suited to a particular application. This chapter presents the known characterisations of the FA
recognisable relations and of automatic structures.

C.1 A decomposition theorem

This characterisation of FA recognisable relations is from Eilenberg, Elgot, and Shepherdson
[1969, Theorem 11.1]. Roughly, it says that the convolution of an FA recognisable relation can
be written as a finite union of regular languages, each of which is a product of factors satisfying
a certain syntactic condition.

For instance, recall the prefix relation over ¥ = {0, 1} from Example B.1.10. It has regular
expression Ry - Ry where Ry = [(1) + (0)]* and R, = [(7) + (3)]*. So a machine reading
a string from R, - R, would, while processing a (non-empty) string from R,, have non-blank
symbols below both its heads. Subsequently while processing a (non-empty) string from R; it
would have blank symbols under its first head. This is captured in the following definitions.

Let A be a non-empty subset of {1,---,n}. Define the alphabet ¥, as consisting of every
element w = (wy,---,w,) € (X,)™ with the property that w; = L exactly wheni ¢ A. For
example, if § # A; C Ay € {1,---,n} thenforall v € ¥4, w € ¥4, and 1 < i < n, if
w; = L thenv;, = L.

Then in the example, Ry C X7, ,, and R, C X7,,.

40
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Theorem C.1.1 (Decomposition) Let R C ¥*". Then R is FA recognisable if and only if @ R
is the finite union of sets which are products

Ry--- Ry, k€N,

where each factor R; C (X4,)* is FA recognisable and A;, C --- C Ay.

Proof Sufficiency is due to the closure of FA recognisable languages under concatenation and
union. Necessity proceeds by induction on the complexity of recognisable languages. We use
Kleene’s theorem for X7 restricted to sets of the form @ R. That is, @R is FA recognisable if
and only if @R is a rational subset of £"* in the sense that it can be formed by a finite number
of applications of the operations union, product and Kleene star from the elements of X7 . Write
£ for the set of subsets of ¥* that are finite unions of products of the form stated. Clearly, £ is
closed under finite union.

To prove closure under product, suppose that ® R, ®S € &£ and that ®R - ®S = ®Q for
some @ C ¥*". We show that @@ € £. By distributivity it suffices to consider the products
®R = Ry--- R where A, C --- C Apand ®S = Sy---S; where B; C --- C By. Now for
x € Ry and y € S, the definition of convolution implies that if z; € {L}* theny; € {L}*; so
i & Ay impliesthat ¢ ¢ By. Hence By C Ay, S0 Ry -+ - Ry - Sy - - - S; has the required form, and
hence ®Q € €.

To prove closure under Kleene star, suppose that @ R € £ and that (® R)* = ®( for some
@ C X*. We show that Q) € £. Again let Ry --- Ry and Sy - - - S; be two products of QR.
Then as above Ry --- Rg - Sp---S; € (®R)* has the required form with By C A,. Similarly
So-++S;- Ro--- Ry € (®R)* has the required form with Ay C B;. Hence Ay = --- = A, =
By = --- By, call it A say. Consequently ®R is an FA recognisable subset of ¥*% and then so is
(®R)*. Hence ®Q € £.

For every word w € 3*", the definition of convolution implies that @w can be written as
o1 --- o forsome k € N, where g; € ¥4, and A; = {;j | the j-th letter of o; isnota _L}. In this
case A, C ---C Ay Cc {1,---,n}and so @{w} € £. <

C.2 Complete structures

Loosely speaking, a structure C is complete for a class of structures iC in case that a structure
belongs to K if and only if it is definable in C in a suitable logic. For example, the struc-
ture (N, +, x) is complete for the class K of arithmetical structures using FO logic. Also the
quantifier free fragment of (N, +, x) is complete for the class K of computable structures.

Definition C.2.1 Let C be a structure and £ a logic. Suppose that

1. C is automatically presentable, and
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2. A is automatically presentable if and only if A is £ interpretable in C, for every structure
A.

Then C is called complete for the class of automatically presentable structures.

It turns out that there does indeed exist a complete structure C for the class K of automatic
structures. This fact has been independently proved in various forms, summarised in the next
theorem. Let ¥ = {0, -- -,k — 1} and recall the structure

Wk = (E*a (Ga)aEEa jpa el),

where o,(w) = wa, fora € ¥, w <, v if w is a prefix of v, and el(w, v) if w and v have the
same length.

Also recall the structure
Nk = (N7+7 |/€)7

where x|y if = is a power of k£ and z divides y.

Finally S : n — n 4+ 1 is the successor function on N.

Theorem C.2.2 Let A be a structure. Then the following are equivalent.

1. A is automatically presentable.
2. A isfirst order interpretable in YW, for some, equivalently all, £ > 2.
3. A isfirst order interpretable in NV} for some, equivalently all, & > 2.

4. A is weak monadic second order interpretable in (N, S).

We now outline the statements and proofs of these results in the present terminology.

Biichi [1960], Elgot [1961], Bruyére et al. [1994], Blumensath and Grédel
[2000]

The existence of a complete structure for the FA recognisable relations is usually attributed
to Bichi and Elgot who essentially proved the equivalence of 1 and 4 in the above theorem.
However their respective proofs of the implication from 1 — 4 differ slightly. We first provide
a Buichi-like proof, by coding runs of an automaton into a formula, of the equivalence between
1 and 2. Here the structure W, deals directly with strings, as opposed to natural numbers.

Theorem C.2.3 Suppose k£ = |X| > 2. Then a relation R C X*™ is FA recognisable if and
only if R is first order definable in W,.
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Proof Sufficiency follows from observing that the structure W, is automatic over X and then
applying Theorem B.1.16.

To prove necessity, suppose QR is FA recognisable over . We will construct a formula
Qp(zy,- -+, Tm) Of Wy so that for every (aq, - -, an),

Wi E Pr(ay, -, ay) ifand only if R(aq,-- -, an). (C.1)

Let (S, g1, A, F) be a deterministic automaton over alphabet 3% recognising ® R. The idea is
that @ ; expresses that there exists a successful run of the automaton. It does this by stating the
existence of |S| many strings 74, - - -, 7 g, where r; has a 1 in the n-th place exactly when the
automaton A is in state ¢; when processing the n-th symbol of ®(a4, - - -, a,,); that 7, (corre-
sponding to the initial state) starts with a 1 and that there is some ¢; € F' such that r; ends in a
1.

Before defining ® 5 recall some definable relations of W, see Example B.1.27. The statement
mazxl(zq,- -, Ty, ) says that the length of [ is the largest of the lengths of the x;. We also need
to be able to pick out the symbol in a given position of a string. More precisely co,(z, p) holds
when the |p| 4+ 1°st symbol in z is a. This is definable in W, by

ba(z,p) : (Fy =p x)el(p,y) Aoay =, ,

for a # 0 and in case a = 0 we use ¢, V |p| > |z|.

Then @3 is

(3r1)(3r2) - - - (3ry5)(31) [STATE A INIT A TRANS A FINAL].

where

1. STATE is

mazl(zy, -, xm, )N N Il = 1A\ (Y =, 1) [ (cou(ri, p) A cor(ry, p))],

1<i<|S| aG#GES

2. INIT is coi (71, A),
3. FINALis \/, . (3p =p 1) V,lowp = 13 A cor(ry, p)] and

4. TRANS is

(Vp =<, 1) /\ [[co1(ri, p) A /\ COg(n) (an, p)] = co1(r;, pl) ],

A(qi,g):qj 1<h<m

where o € ¥ and o(h) is the h-th component of o except when this component is L, in
which case o (h) is 0.
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A minor technicality is that ®z(®(A)) never holds since for example INIT fails. So if the
automaton accepts the empty tuple ®() then the desired formula is &z v EMPTY where

5. EMPTY is A, ;c,, 75 = \.

For correctness we check that ® 5 satisfies Property C.1. To this end suppose that the state set
of the automaton S'is {¢:, - - -, ¢;s/}. Then if ®(a4, - - -, a,), a string of length [ say, is accepted
by the automaton and (s;)1<;<; is the successful path, then ®g(as, - - -, ay,,) is true by defining
ri, for every 1 < i < |S], as the string of length / consisting of a 1 in the j-th place if and only
if s; = ¢;. Conversely if ®g(ay,---,an) then the automaton accepts the input ®(ay, - - -, am)
as witnessed by the run (s;)1<;< defined as s; = ¢; if and only if ; has a 1 in the j-th position.
In fact STATE ensures that the r; uniquely determine a sequence of states, INIT ensures that
the first state is the initial state, TRANS ensures that the sequence respects the transition table,
and FINAL ensures that the last state is a final state. This completes the proof. <

Proposition C.2.4 Suppose A is bi-interpretable with W,,, with co-ordinate maps v : A — ¥*
and p : X* — A, and let R C A™. Then relation R is first order definable in A if and only if
v(R) is FA recognisable over X.

Proof For the forward direction let R C A™ be first order definable via an A-formula . Then
foreverya = (ay,---,a,) € A™,

GE€ER <— AE¥(a) < Wi = 9" (v(a)),

where W is the corresponding W, -formula. So by Theorem C.2.3 there is some automaton By
over X such that for every T € >*™,

®(7) is accepted by B if and only if W, = U"(7).

But the set v(A™) is also first order definable in Wy, say by formula A, and so again by
Theorem C.2.3 there is an automaton B over ¥ such that for every T € ¥*™,

®(T) is accepted by B, if and only if W, = A¥(Z).

So restricting the automaton By, to the regular set B yields the required automaton. Indeed,
form B by intersecting By with the automaton (B8)™, the m-fold cross product of BA. Then
foreverya € A™,

®(v(a)) is accepted by B if and only if W, &= ¥¥(v(a)).

For the reverse direction, fix R C A™ so that v(R) is FA recognisable over ¥. By Theo-
rem C.2.3 there is a Wy-formula ¥ such that for every 7 = v(a),

a € Rifand only if Wy, &= Yg(ZT).
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So using the interpretation of Wy, in A, there is some .A-formula W% such that for every z,
Wy = Ug(z) ifand only if A = Uk (u(Z)).
By bi-interpretability, pv is first order definable in A, say via formula ¢. So for every a,
a € Rifandonly if A = U%(¢(a)).

Hence R is first order definable in A as required. <

For k > 1, recall the structure N, = (N, +, | ) where m|n if m is a power of k& and m divides
n. The following theorem implies that ; is complete, and is known as the Biichi-Bruyére
Theorem, see Bruyeére et al. [1994, Theorem 6.1].

Recall Theorem B.1.29 in which it is proved that \, and W, are bi-interpretable, where the
co-ordinate mapping v from N, to W is defined as sending n to basex(n), the shortest least-
significant-digit-first base-k representation of n. So for R C N™ define ®, R C X™* as the
set

{®(basey(n1),- - -, basex(ny)) | (n1,---,nm) € R}

Theorem C.2.5 A relation R C N™ is first order definable in N}, = (N, +, |;) if and only if
® R is FA recognisable over ¥ = {0,---,k —1}. 1

Proof Follows immediately from Theorem B.1.29 and Proposition C.2.4. <

As an aside, we note that Michaux and Point [1986] prove the reverse direction of the previous
theorem by induction on the complexity of a regular expression for ®,R. It is also worth
mentioning that Bruyére et al. [1994, Theorem 5.1] state alternative characterisations of the
relations definable in (N, +, |) in terms of notions called k—substitution and k—algebraicity.
These will not be pursued here.

Theorem C.2.6 [Blumensath and Gradel - 2000, Theorem 5.4] Let A be a structure. The
following are equivalent:

1. A is automatically presentable.
2. Ais FO interpretable in W, for some, equivalently all, £ > 2.

3. Ais FO interpretable in V}, for some, equivalently all, & > 2.

1In Bruyeére et al. [1994] the structure considered is (N, +, V) where Vi (m) = n if n is the highest power of
k that divides m. Note that |, is definable in (N, +, V%) and V, is definable in (N, +, |, ) and so the formulation
above is equivalent.
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Proof The equivalence of the last two items follows from the mutual interpretability of W,
and N;, Theorem B.1.29. The equivalence of the first two items is as follows. Suppose A is
automatically presentable. Then it is isomorphic to some structure A’ that is automatic over X.
By taking isomorphic copies, we may assume that > = {0, 1,---,j — 1} for some j > 2. Then
by Theorem C.2.3 A’ is FO definable in W;, and so by Theorem B.1.29, A" if FO interpretable
in W, for every £ > 2. Conversely, suppose A is FO interpretable with dimension j in Wy
for some k£ > 2. Let A’ be the isomorphic quotient structure that is FO definable in W;. Then
for every atomic relation of A’, and the domain and the congruence, there is an automaton over
alphabet &> = {0,1,---,k — 1} that accepts it. Hence A’ is automatic (by Proposition B.1.22
over alphabet Ei), and so A is automatically presentable. <

We remark that taking £ = 2 implies that a binary alphabet suffices for automaticity, see Propo-
sition B.1.21.

Elgot [1961], Eilenberg, Elgot, and Shepherdson [1969]

This section presents an alternative proof of the translation from automata to formulae. Elgot
[1961] originally gave this proof in the setting of weak monadic second order logic of (N, S),
though we follow an equivalent first order presentation from Eilenberg et al. [1969].

Theorem C.2.7 Suppose k£ = || > 2. Then arelation R C ¥*" is FA recognisable if and only
if R is first order definable in W.

Proof Sufficiency follows from observing that the structure W, is automatic over X and then
applying Theorem B.1.16.

For necessity, we follow the proof in Eilenberg et al. [1969]. Define the basic local subsets of
¥*as {\},0X*, X*0 and X*odX* for 0,0 € X. The proof is in two steps. The first step is to
prove that if R C X*" is FA recognisable then R is first order definable in terms of basic local
sets. The second step is to prove that the basic local sets are first order definable in W,.

Let R C ¥*" be FA recognisable, say ®R is recognised by automaton A = (S, ¢, A, F') over
alphabet (X7 )*. Since |X| > 2, there exists r such that S embeds into X", say via embedding
j. Consider a new alphabet 2 = X"*". Let f be the projection f : Q* — ™ extending the
mapping sending (o1, - -, 0pyr) t0 (01, - -0y), for o; € ¥, . Define a language K over € as
the intersection of the following basic local sets. For every o,d € ",

a) (o,7(s))Q2* when s =4,
b) Q*(o,j(s)) when A(s,0) € F, and

¢) Q*(c, §(5))(6, §(1))* when A(s, o) = t.



C.2. COMPLETE STRUCTURES 47

Note that K is regular since it is a finite intersection of regular terms. Then ® R = f(K).
Indeed, v = o1 - - -0, € QR if and only if there is a successful run sg, - - -, s, of v on A, that is
w = (01,5(80)) - (On,j(sn-1)) € K, and so f(w) = v. Conversely, if w € K, then there is a
successful run of A on f(w), and so f(w) € QR.

So (a1, --,a,) € Rifand only if ®(ay,---,a,) € QR if and only if there exists by,---,b, €
¥* such that ®(aq, -« -, an, b1, - -+, b,) € K if and only if there exists by, - - -, b, € X* such that
(a1, +,an,by,---,b.) € L where L C (¥*)™*" has the property that L = K. Note that L is
well defined since (ay,- - -, an, by, ---,b,) € K implies that (a1, -,a,) € (®R) - {L}™ and
(b1, -+, b,) € (®E*) - { L}™. In summary we have

R:{(a[l’...’an) | (abla'",E]b’r‘)(a/la'"7a’n7b17"';b’r‘) EL}’

and this completes the first step. So to prove that R is definable in W it suffices to show that
forevery m € N, if L ¢ ¥*™ satisfies ® L = K for some basic local subset K of X7, then L is
definable in W

If K = {L}™then L = {\}™ which is definable by

where z = \ is definable by (Vy <, )y = z. Fora; € YU {A}, if K = (a1, -+, am) - XT*
then
L={(z1, " 2m) | @i =p xi}.

If K =X7 - (a1, -, an) then
L=A{(z1, -, 2m) | (32 2p x;) 04,2 = x; }
with the convention that o (z) = z. Finally if K = X7 - (a1, -« -, am) - (b1, -+, by) - 7 then
L={(z1,-,2m) | (32 2, xi) 05,04,2 3p Ti}.

This completes the proof. <

Nabebin [1976], Blumensath [1999]

This section presents a complete structure for automatic structures whose domain consists of
strings over a unary alphabet, namely |X| = 1. Theorem C.2.7 does not hold for £ = 1 since
for instance the set of strings of even length is regular though not definable in W;.

Note that W, is isomorphic to (N, S, <,=) where S(n) = n + 1 and < and = have their
usual interpretations. By adding predicates that enable defining the missing relations like
{n € N | niseven} one gets a structure complete for those automatic structures whose do-
main consists of strings over a unary alphabet.
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First we characterise those relations that are FA recognisable over a unary alphabet. Define
v : N — {1}* by n — 1™ and notice that this is an isomorphism between the monoids (N, +)
and ({1}*,-). Write =, for the binary relation of congruence modulo p, namely

{(z,y) | p dividesy — z}.

A set F' C N is eventually periodic if there exists a threshold ¢ € N and a period p € N such
that for x > ¢, it holds that z € F'if and only if x + p € F'. Note that if F' has period p then it
also has period kp for every k£ > 1. The following fact is elementary.

Fact C.2.8 For ¥ = {0}, R C ¥* isregular if and only if
v ' (R)={keN|o* € R}

is eventually periodic.

The following characterisation is due to Nabebin [1976] and Blumensath [1999].

Theorem C.2.9 Let R € N* and ¥ = {1}. Then v(R) is FA recognisable over ¥ if and only if
R is first order definable in the structure

U=(N<,(=p)pen)

Proof For the duration of this proof, definable means first order definable in /. The structure
v(U) is automatic over {1}. Hence if R is definable then by Theorem B.1.16, v(R) is FA
recognisable over {1}.

Conversely suppose R C N is such that v(R) is FA recognisable over {1}. By the decompo-
sition theorem, R is a finite union of sets of the form Ry R; - - - R where k € N and each v(R;)
regular over alphabet {1} 4,. Note that we may assume that the A;’s are distinct since if v(R;)
and v(R;11) are regular subsets of {1} 4, then so is v(R; - R;+1). Hence we have that £ < n.
Furthermore since the union is finite, it is sufficient to establish that R = R, - - - R}, is definable.
In this case since A; D A;,, there is a bijection = : {1,---,n} — {1,---,n} such that for
every T = (x1,- -, z,) € R itholds that

Ta1) < Tr@) < 00 < Ty

Write 7(R) for the relation obtained by permuting the co-ordinates of R via 7. Note that it is
also FA recognisable over {1}. It is sufficient to establish that v (7 (R)) is definable since in this
case so is ¥(R) by Theorem B.1.5. In other words, we may assume that = is the identity j — j
and so each A; is a final segment of {1,-- -, n}.

We proceed by induction on n, the arity of R, and prove that there exists p € Nand for 1 < i <
n there exists F; C N, eventually periodic sets with period p, with the following property. For
every 7, it holds that 7 € R if and only if for each i there exists a; € F; such that

1 =a;andforl <k < n,

Tkl = T + Qg41-
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For fixed p and F;’s this can easily be expressed as a first order definition in ¢/, as required.

case n = 1. Then v(R) is a regular subset of {1}*. Hence by the Fact R is eventually periodic,
as required.

casen > 1. Say |Ay| = j in which case A, being a final segment, isequalto {n—j+1,---,n}.
If j < n then consider the j-ary relation

S = {(3}'1,' ’xj) | (yla' ayn) €ERA /\ Ty = yn—]-l-z}
1<i<j

Since v(S) is FA recognisable over {1}, (it is first order definable from R), by induction (which
is applicable since j < nand S = S, - - - Sy, where each S; is a final segment of {1,---,7}) it
satisfies the claim for some p, and Fj;, for i < j. Hence R too satisfies the claim with p and sets
G, defined as F;,_; 4, fori < jand G; = {0} for i > j.

So assume that Ay = {1,---,n}. Then v(Ry) is a regular subset of {1} and so there exists
po € N and eventually periodic set Gy C N with period p, such that

RO: {(laal) | le GO}
Since |A;| < n as before Ry - - - Ry, satisfies the claim for some p’ and G; for 1 < i < n. Make

the periods uniform by replacing both py and p’ by ¢ = lem(po, p').

Now (zo,---,x,) € R is equivalent to the condition that there is some (I,---,1) € R, and
(y1,**,Yn) € Ry -+ Ry suchthat z; = [ + y; for every 1 <4 < n. By assumption there exists
ag € Gy and a; € G; such that

l=apandy; =aq, andfor1l < k < n,
Yk+1 = Yk + Qgy1-

So define Fy = {ag + a1 | ap € Go Aa; € G} and F; = G; for i # 1. Then R satisfies the
claim with respect to ¢ € N and eventually periodic sets F;. This completes the proof. <

Corollary C.2.10 A structure A is automatically presentable over a unary alphabet if and only
if it is interpretable (with dimension 1) in the structure (N, <, (=, )nen)-

Weak monadic second order theory of (N, .S)

This section presents a complete structure for automatic structures in terms of second order
logic. Precisely the weak monadic second order WMSO logic consists of individual variables
x,y, - - - that range over elements of the domain and weak monadic variables X, Y, - - - that range
over finite subsets of the domain.? Quantification is possible over individual and weak monadic

Note that a formula with free set variables, say ®(X,Y"), defines a relation in which the elements are finite
subsets of the domain. This should be distinguished from an alternative definition of WMSO in which it is merely
the quantified set variables that are restricted to finite subsets.
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variables. There is always a symbol € where = € Y is interpreted as meaning that individual
element z is contained in the set Y.

The following theorem was essentially proved in Biichi [1960] and Elgot [1961], directly as
in the proofs of Theorems C.2.3 and C.2.7 respectively. However we follow Elgot and Rabin
[1966] and show that WMSO(N, S) is mutually interpretable with FO(N, +, |5). We first define
these notions.

If (7, X) is a WMSO formula of structure B, here 7 are the free individual variables, and
X are the free weak monadic variables, then ®Z is defined as {(z, X) | B = ®(z, X)}. This
relation is then said to be WMSO definable in B. As in the first order case, if A, ® g, and € are
B-formulae, and ®F. is a relation on A”, and €” is a congruence relation on the structure

(ABa(I)gl’ o ')’

then the quotient structure is called WMSO-definable in B. If A is isomorphic to this quotient
structure, say via map v, then A is WMSO-interpretable in B. In this case we write A <{\is0
B.

Now if A contains only first order variables, then for every WMSO formula & of A one may
effectively find a WMSO formula ®” of B such that for every z and X,

AE0(F,X) = BE (v X)).

However if A contains some weak monadic second order variables, then we can only conclude
that for every FO formula ® of .4 one may effectively find a WMSO formula ®” of B such that
for every 7,

AE®(7@) < BE (D).

In this case we write FO(A) < WMSO(B).

Similarly write WMSO(B) <* FO(.A) to mean that B <k, A and furthermore that for every
WMSO formula @ of B one may effectively find a FO formula ®* of A such that for every
and X,

BEox,X) < AE o (u,X)).

In case FO(A) < WMSO(B) and WMSO(B) <* FO(.A) we say that FO(.A) and WMSO(B)
are mutually interpretable.

Theorem C.2.11 A structure A is automatically presentable if and only if it is weak monadic
second order interpretable in (N, S).

Proof We will shortly establish that FO(N, +, |5) and WMSO(N, S) are mutually interpretable.
First notice that 4 <po (N,+,]2) and FO(N, +,|2) < WMSO(N,.S) imply that FO(A) <
WMSO(N, S). So assume A is automatically presentable. Then it is first order interpretable
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in (N, +, |2), and so FO(A) < WMSO(N, S), and in particular A is WMSO interpretable in
(N, .S), as required.

Conversely notice that
A <wwmso (N, S) and WMSO(N, S) < FO(N, +, |5)

imply that WMSO(A) < FO(N, +, |). So assume .A is WMSO interpretable in (N, S). Then
WMSO(A) < FO(N, +, |2), and in particular A4 is isomorphic to a structure that is first order
definable in (N, +, |2); hence A is automatically presentable as required.

FON, +,|2) <¥ WMSO(N, S): Consider the bijection » from N onto the finite subsets of
N where m € v(n) if and only if the m-th position of the shortest binary expansion of n
contains a 1 (counting the least significant digit as the zero’th position). For instance »(0) = ,
v(1) = {0}, v(2) = {1}, »(3) = {0,1}, and v(4) = {2}. Note that v(2") = {n} for every
néeN

Let ® be a first order (N, +, |2)-formula. Proceed by induction on the complexity of ® to
construct a weak monadic second order (N, S)-formula @’ such that

D(uy, -, u) <= O (v(ur), -, v(ug)). (C.2)

We will use the following abbreviations:

{0} for —(3z)[S(z) = 7]
Sing(X) for (Fz)(Vy)[zr e X A(y e X = y=1x)]
XcY for (Vz)[zeX —zeY]
Pred(z) =y for S(y)==z2
Pref(X) for (Vz)[z € X — Pred(z) € X]
r<y for (VZ)[Pref(Z) —» (y € Z—x € Z)]
Min(X) =y for ye XA (Vz)[z€ X -y <z

The atomic relations are defined as follows: Div(N, M) is defined as Sing(N) A Min(N, M) and
Sum(D, E, F) is defined as

(3C) [{oycca(vp) \/ pe'DApefEApeCApel FAS(p) € C|,
(dye,c,f,9)€ES

where S = {(d,e,c, f,g9) |d+e+c= f+2g}ford,e,c, f,g € {0,1} and €* interpreted as
cifk=1and gif k= 0. Then

nlem <= Div(v(n),r(m)), and
d+e=f <= Sum(v(d),v(e),v(f)).
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Suppose ¥ and = are formula with corresponding formulae ¥’ and =’ satisfying condition C.2.
If ® = ¥V = then defining &' = ¥’ v =’ satisfies the condition. If & = =W then defining &’ =
-’ satisfies the condition. If ® = (3z) [¥(z,7)] then defining @’ = (3X) [¥'(X,Y)] satisfies
the condition. This completes the induction. Also note that v(N, +, |2) = (Delta, DIV, SUM)
where A(X) is the formula X = X.

WMSO(N, S) <# FO(N, +, |2): Let u be the bijection from finite subsets of N onto N where
p(X) is defined as )~ 2*. For instance p(0) = 0, u({0}) = 1, u({1}) = 2 and p({0,1}) =
3. Extend p to individual elements and so define u(n) for u({n}), for n € N. Note that
wu(n) = 2.

Let ® be a weak monadic second order (N, S)-formula. Proceed by induction on the complexity
of ® to construct a first order (N, +, |5)-formula ®' such that

(I)(Xla oo "X/ﬁmlﬂ o ',31‘1) <~ (I)T(M(Xl)v oo "M(Xk)au(xl)’ oo 'a:u‘(xl))' (C3)

Recall the following definable relations (see Exercise B.1.28): P,(n) says that n is a power of
2, and €;(m, n), for n a power of 2, j € {0, 1}, holds if and only the coefficient of n in the
binary representation of m is j.

The atomic relations are defined as follows:

In(n,m) isdefinedas Py(n)Ae(m,n)
Succ(n) =m isdefinedas Po(n) A Py(m) A —(3c) [Pe(c) An < c < mj

Then

reX << In(u(x),uX)), and
S(x) =y <= Succ(u(x)) = ply).

Suppose ¥ and = are formulae with corresponding formulae ¥ and =1 satisfying condition C.3.
Then [¥ Vv =] is defined as U1 v =, [~0]" is defined as — T, [(3y)U(y, - - )] as (Fy) [Pa(y) A
U-(y,---)and [(IY)¥(Y,---)]"as (3y)¥i(y, - - -). The resulting formulae satisfy condition C.3.
This completes the induction. Also note that x(N, S) = (A2, Succ) where A(z) is the formula
r =1 <

Corollary C.2.12 The weak monadic second order theory of (N, S) is decidable.

Proof Let ® be a WMSO-sentence of (N, .S). Then ®* is a FO-sentence of (N, +, |2) such that
(N, S) = @ ifandonly if (N, +, |o) &= &

Now use the procedure deciding (N, +, |») to settle the latter. <
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C.3 A Myhill-Nerode type theorem

This characterisation is due to Khoussainov and Nerode [1995, Theorem 3.2] where it is stated
in slightly different notation. As in the last paragraph of the proof of Theorem C.1.1, recall that
for w € ¥*", the definition of convolution gives us that @w = rqy--- 7. Define A; as the set
{j | the j-th position of r; isnot L} so that r; € (34,)*. Then A, C --- C Ay C {1,---,n}.
Define the sort of w as A;,.

An n-congruence n on X*" is an equivalence relation satisfying the following two properties:

1. If wno then w and v have the same sort.

2. For every u € ¥*", say with sort A, and every w, v of the same sort, say B, if A C B
thenwnv <= (w-u)n(v-u).

Theorem C.3.1 Let R C ¥**. Then R is FA recognisable if and only if R is the union of
equivalence classes of some n-congruence n on X*" of finite index.

Proof Suppose ®R is recognised by the deterministic automaton (S, ¢, A, F). Then define the
n-congruence ny as satisfying (w, v) exactly when w and v have the same sort, say B, and for
every u € X*" of sort A C B, we have wu € R <= wvu € R. Then ng has finite index since
the mapping sending [w],, (the equivalence class of w) to the state A(¢, ®w) is one-to-one.
Further R = {[w],, | A(s, ®w) € F}.

For the converse, suppose R is the union of equivalence classes of some finite n-congruence 7
of finite index. If ®w = r¢ - - - r, as above, then [w], = [ro], - - - [Tk],- SO @R is the finite union
of sets which are products as in the decomposition theorem. Hence R is FA recognisable.

Alternatively, define an automaton accepting ® R as follows. The state set is [w], for w € ¥*.
The initial state is {\}". The final states are those [w],, C R. There is a transition from state
[w], to [v], on input o € X7 exactly when w - 6 € [v],, where @0 = 0. Thenv € L(A) if and
only if A has a successful run [wo]y, - - -, [wg], on ®v ifand only if v = w,, € R. <

As an immediate corollary we have

Theorem C.3.2 Let A be a relational structure with A C ¥*. Then A is automatic over ¥ if
and only if for the domain and every atomic relation R of A there is some n-congruence r of
finite index (here n is the arity of R) so that R is the union of equivalence classes of 7. <

C.4 Reduction to automatic graphs

This section shows that it is sufficient, in some sense, to study automatic graphs. We describe
a procedure that given an automatic structure A (of finite signature) produces an automatic
undirected graph G(.A) so that A and G(.A) are mutually interpretable. The transformation
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of A into G(A), for arbitrary structures, is from Hodges [1993, Theorem 5.5.1]. Then as a
consequence of Proposition C.2.4 we have that A is automatically presentable if and only if
G(A) is automatically presentable. However we directly check that the interpretation preserves
automaticity (and regularity of embeddings), rather than appealing indirectly to interpretations
in complete structures.

Theorem C.4.1 For every structure A there is a graph G(.A) with the following properties.

1. A is automatic if and only if G(.A) is automatic. And an automatic presentation of G(.A)
can be constructed in linear time in the size of an automatic presentation of A.

2. Aand G(.A) are mutually interpretable.

3. The interpretation of A into G(A) preserves embeddings. That is A embeds in B if and
only if G(A) embeds in G(BB). Moreover the interpretation preserves FA recognisable
embeddings.

We remark that the proof implies that if .4 is automatic over ¥ then G(.A) is automatic over a
possibly larger alphabet. So by Proposition B.1.21, G(A) is automatically presentable over a
binary alphabet.

An n-tag, where n > 1, is an undirected graph isomorphic to ({0, 1, ...,n,c}, E), where the
set E of edges consists of all pairs {i,i + 1} for 0 < i < n, {n,1} and {2, c}. The vertex 0 is
the start of the n-tag. The element c is needed to make the tag rigid, that is a structure without
nontrivial automorphisms.

With each element a € A we associate a 5-tag denoted by 7'(a) so that the vertices of 7'(a)
are the words ac, a, al, . .., ab and edges {a,al}, {ak,a(k + 1)} for 1 < k < 4, {ab,al} and
{a2,ac}. Here a is the start vertex of the tag T'(a). We say that every element of this tag is
indexed by a.

List the relations of A as Ry, - - -, R,. Then code relation R; of arity n; as follows. Firstly, with
each tuple a = (ay,...,a,,) for which R;(a) is true we associate a (5 + ¢)-tag 7'(¢, a) with
vertices a, al, ..., a(5 + 1), ac and edges {a,al}, {ak,a(k + 1)} for 1 < k < i + 4, and
{a(5+1),a} and (a2, ac). We say that every element of this tag is indexed by @. Secondly, with
each tuple @ = (as, ..., a,,) for which R;(a) is true and where the kth element of this tuple is
ax, We associate the graph L(i, a, k) consisting of the k vertices ay, akl, ak2, ak3, ..., akk, a
and edges appearing between every consecutive pair in this list. Thus, L(i, a, k) establishes a
path of length k£ 4 1 between a and @ in case a is indeed the kth element of the tuple a. We say
that every element on this path is indexed by @.

Lemma C.4.2 If the domain A and the predicate R; of the structure A are regular over X then
the following relations are regular.
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1. The language T'(A) = (J,c4 T'(a) and the binary relation

Ei(A) ={(z,y) | (Ja € A) [{z,y} isanedge in T'(a)]}.

2. The language T'(R;) = .. ». T'(i, @) and the binary relation

acR;

Ey(Ri) = {(z,y) | (a € Ry) [{z, y} is an edge in T'(;, a)]}.

3. The language L(i) = Ugc g, 1<k<n; L(%: @, k) and the binary relation

E3(R;) = {(z,y) | {z,y} isanedge in some L(i,a, k)}.

Proof Let r be the largest arity amongst the p-many predicates of R; and define the alphabet
Q={c1,2,---,r+p+5}. Assume that 3 is disjoint from 2 and denote their union by 3.
Then the specified relations are regular over €. We illustrate part 1, the other two being similar.

T(A)=A-{\c1,2,3,4,5}
and ® 1 (A) is the union of the convolutions of
{A-i} x{A4-j}

for (4, §) € {(\ 1), (1,2), (2,3), (3,4), (4,5), (5, 1), (2, ¢)}. q

Analysis of this proof shows that the sizes of the automata that recognise the languages 7'(A)
and F;(A) are linear in the size of the automaton recognising A. Similarly, for the rest of the
relations.

Now define G(A) = (V(A), E(A)), where V (A) is
T(Au |J T®)u | LG)

1<i<p 1<i<p

and E(A) is

E(Au | B®)u | B®R).

1<i<p 1<i<p
Here is the proof of Theorem C.4.1.

Proof Lemma C.4.2 shows that if A is automatic over X then G(.A) is automatic over ¥’. And
the remarks after the lemma show that one can construct an automatic presentation of G(.A)
from one of A in linear time.

We now prove that A is first order definable in G(.A). The property of a vertex being on the start
of an n-tag, for a fixed n, is definable by the formula

Start,, () : (3zo) - - - (Fzpn) (Fe)[x = zo A {(22, ¢), (Tn, 21)} T E(A) /\ (@i, zi41) € E(A)].

0<i<n
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Given k € N, the property stating that there is a path of length £ between z and y is definable
by the formula

Pathy(z,y) : (3zo) -+ Gxg) [t =20 Ay = 24 A /\ (i, wit1) € E(A)].

0<i<k

Define a mapping v sending a € A to the unique element z € V' (A) that is the start of the 5-tag
indexed by a. Define a domain D = {z € V(A) | G(A) | Starts(z)}. For relation R; of A
define the relation P;(z4, .. ., z,,) by the formula

(3z) [Starts,;(z) A /\ Pathy 1 (zx, 7)],

1<k<n;

saying that there is a path of length £ + 1 from z;, to the start of some 5 + i tag. Then v(A) =
(D, Ry,---, Ry) is definable in G(A). So if G(A) is automatic over ¥’ then A is automatic over
¥ (since D C ¥¥).

For the converse we sketch a proof that G(.A) is interpretable in A (see Hodges [1993] for a
slightly fuller treatment). Recall that in the construction of G(.A) there are three main types
of vertices. There are those that occur on 5-tags, indexed by elements of A. There are those
that occur on (5 + 4)-tags, indexed by tuples z € R;. There are those that occur on paths of
length < n; 4 1, where n; is the arity of R;, indexed by tuples z € R;. Within each main
type, there are a variety of species, which can be thought of as formulae in the language of
undirected graphs. For instance one species consists of those vertices that are the start of some
5-tag. Formally species can be represented by formulae F;(x) in the language of undirected
graphs where E;(x) says

(3zo) -+ - (ziz1)(Fwis1) - - - Bnt1) [Tag, (zo, - - Ti1, @, Titr, - - -, Tnt1)]

where Tag,, (vo, y1,- - -, Yn, 2) eXpresses that {yo, 1, -, yn, 2} forms an n-tag with start y,,
edges {y;, yi11} for 0 < i < n and edges {yn.,y:1} and {y., z}. Likewise there are species
(formulae) for elements occurring at specific positions on paths that are indexed by some tuple

Z.

Let m be the number of distinct species; the exact value is not important, merely note that it
depends only on the number p of predicates of A, and the largest of their arities. Let a, b be two
fixed distinct elements of A. The A-formula

Choose; (Y1, +,Ym) : Yi = a A ij =b,
J#i
is used to pick out the i-th species. Define a map u sending a vertex e € V(A), of species i
say, to the unique tuple (z,7) in A of length p + m with the property that if e is of species i,
then e is indexed by 7 and A = Choose; (7). Furthermore, the edge relation between pairs of
p + m tuples is given by the relationship between species as in the construction of G(.4). So i
is a p + m-dimensional interpretation of G(A) in A.
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Finally an embedding f : A — B naturally extends to an embedding g : G(A) — G(B).
Moreover if f is FA recognisable then so is g since, for example, if f(z) = y then g(zj) = yj,
a condition that can be checked utilising the finite automaton for f.

Conversely if f : G(A) — G(B) is an embedding then the restriction of f to D is an embedding
of A into B. Indeed, let R; be an atomic relation in A, and y = ¢gz. Then A = R(Z) if and only
if Z is the index of a (5 + )-tag if and only if fZ is the index of a (5 + i)-tag (since G(.4) has
no nontrivial automorphisms) if and only if A = R(y). Further if f is FA recognisable, then so
is its restriction to the regular domain D. <



Chapter D

Unary vs. non-unary

This chapter presents an initial step in classifying classes automatic structures. First some
classes of unary automatic structures are classified. Then the complexity involved in the more
general case is investigated.

D.1 Unary automatic structures

As an initial step in classifying automatic structures, we consider the unary automatic graphs.
That is, those automatic structures G satisfying the following constraints:

1. G = (G, E) is agraph.

2. The domain G consists of unary strings.

We define a procedure I/ that is used to describe the isomorphism types of the unary automatic
graphs. The procedure U/ takes finite graphs and finite relations as input parameters, collectively
denoted by IP say, and yields a possibly infinite graph ¢/(P), that we call an unwinding of the
parameters P. Varying the input parameters P over all syntactically valid possibilities, yields
exactly the required class of graphs. Unwindings are formally defined in Definition D.1.7. The
main result is then:

Theorem D.1.1 (Unwinding) A graph is automatically presentable over the alphabet {1} if
and only if it is isomorphic to an unwinding ¢ (IP) of some parameter set P.

The name unwinding stems from the pictorial view of the procedure ¢{. In a simple case, U
takes a finite graph B = (B, Eg) and a relation R C B? as parameters. It then “unwinds” B by
spreading countably many disjoint copies of it in a line, and placing edges between vertices of

these copies as prescribed by the binary relation R. That is, the unwinding has domain N x B
58
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and for every n € N an edge from (n,b) to (n,c¢) when (b,¢) € Ep, and for every n € N an
edge from (n, b) to (n + 1, ¢) when (b,¢) € R.

We begin by describing the 2—-tape automata over a unary alphabet. In the decomposition the-
orem (Theorem C.1.1) with n = 2 and ¥ = {1}, each =4, is one of {())}, {(})} or {(})}.
So each of the factors R; is recognised by a 1-tape unary automaton. But the structure of these
automata are easily understood.

The following will be a simple running example to help illustrate the concepts.

Example D.1.2 The structure (Z, S) is automatically presentable over a unary alphabet.
Indeed the structure with domain {1}* and relation R given by the regular expression

WOUEUOIOrG VOO,
is an automatic presentation where X codes 0, and for n € N\ {0}, the string 12! codes n and
12" codes —n. <

Let> = {o}. Since the monoids X* (with concatenation) and N (with addition) are isomorphic,
we implicitly may interchange a unary string ¢” with its length n.

Aset A C Nhas period p (p € N) if for every n € N, it holds that n € A if and only if
n+p € A. Asetis periodic if it has some period p. If A has period p then A also has period
k x p forevery k € N\ {0}.

The following facts are elementary.

Fact D.1.3 1. Every regular unary language A C {o}* can be expressed as 7" U P where T
is finite and P is periodic.

2. Say T C {o}* be finite and let P C {o}* be periodic. For every ¢t € N at least as
large as max,,er |w| and every period p of P, there is an automaton B recognising 7' U P
of the following form: The states S of B are {qo, - - -, ¢:+p—1}, the initial state is go, the
transitions are A(g;,0) = ¢i+1 for 0 < ¢ < t + p, and A(gi4p,0) = ¢, and accepting
states {¢; | i€ TUPand 0 <i<t+p—1}.

Note that it is not assumed that 7" and P are disjoint. So ¢, p, and F' uniquely characterise the
automaton B. Call the parameter set (¢, p) the looping constant of the automaton.

If Ay, ---, A, are unary automata with looping constants (;, p;) respectively, then there exists
automata By, - - -, B, where for each 7 the automaton B; is equivalent to .4; but B; has looping
constant (¢, p) where t = max; t; andp = (t + 1) x [ [, ;.

Note D.1.4 Let R be as in the Decomposition Theorem for n = 2 and |X| = 1. Say £(A) =
® R for some automaton .A. Then each factor R; is recognised by a 1-tape unary automaton A;.
As in the previous paragraph we can simultaneously choose these automata so that each has the
same looping constant, say (¢, p). In fact since p > ¢, we can choose automata so that each has
looping constant (p, p). Write p(.A) for p.
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Continuing Example D.1.2 let A be an automaton recognising R. It is not hard to see that A
may be chosen with p(A) = 2.

We now introduce some additional notation that considerably eases the readability of what
follows.

Definition D.1.5 Given a period p define
T={neN|0<n<p}
and for ; € N define
P={neN|pi+1)<n<p@i+2)}

In particular P, = {n € N|p < n < 2p}. Forn € Py, let n; € N be a shorthand for n + ip so
that n; € P,

Lemma D.1.6 Let A be a 2-tape automaton over alphabet {1} with p = p(.A) € N chosen as
in note D.1.4. Then L(A) = B U D where D is a finite set and B is a finite union of sets of the
following type (where a,b € Py and d € T):

[o}]

. {®(d, bit1) | i € N},

b. {®(bit1,d) |7 € N},

o

. {®(a;,b;) | i € N},

d. {®(a;,bi+1) | i € N},

e. {®(bis1,a;) |i € N},

f. {®(ai, biya1;) | 3,7 € N},

0. {®(bi+24j,ai) | 1,7 € N}

Proof By the decomposition theorem and the previous remarks we see that L(.4) consists
exactly of words of the form (1)” ()¢ where (6) € {(7), (1)} and either

1. z,yeTor
2. xeTandy =e; forsomee € Pyandall i € N, or
3. x=e¢;andy € T forsomee € Pyandall i € N, or

4. v =e¢andy = f; forsomee, f € Fyandall,j € N.
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In case 1. there are only finitely many such words, so these are placed in D.

In case 2. say {(})d(f)e | i € N} C L(A). Then ®(d,d +e;) € L(A) for every i € N. But
d+ey=b.forsomea, € PyU P,. S0 {®(d, b;+e) | : € N} C L(A) which corresponds to type
a. and if e = 0 then there are finitely many words of the form ®(d, by) which can be placed in
D. The case of (})d(i)e is symmetrical.

In case 3. say {(})” (f)d |1 € N} € L(A). Then ®(e;,d + e;) € L(A) for every i € N. But
d+ ey = b for some b, € Py U P;. So {®(e;, b;4¢) | i € N} € L(.A) corresponding to cases c.

or d. as required. The case of (})“ (i)d is symmetrical.

In case 4. say {(})” (f)fj | i € N} € L(A). Then as before ®(e;, f; + e;) € L(A) for every
i,j € Nand fo + e = b € Py U P, so in particular {®(e;, birerj) | 4,7 € N} C L(A)

€4

corresponding to cases f. or d. as required. The case of (1) (}) Ti'is symmetrical. <

Continuing Example D.1.2 for p(A) = 2, the set T = {0,1} and P, = {2,3}. Then L(A)
viewed as a subset of N? can be expressed as B U D where D = ®{(2,0), (0,1),(1,3)} and
letting a = 2 and b = 3, B is the union of following sets:

e {®(a;11,a;) | i € N}, (corresponding to item e. in the Lemma), and

o {®(b;, b;11) | i € N}, (corresponding to item d.).

Unwinding construction for graphs

The following informal description should serve as sufficient introduction to the definition of
the unwinding procedure which is central to the characterisation of the unary automatic graphs.

The unwinding procedure takes a set of parameters P as input, consisting of two finite graphs
B and D and binary relations R; and L; where 1 < j < 4. It yields a graph /(IP) which copies
these relations with certain regularity. In particular this graph, called an unwinding, contains
one copy of D and countably many copies of BB, where we denote the ith copy by B°. Pictorially,
the procedure “unwinds” the copies of B in a line, from left to right say, so that the B‘th copy
precedes the Bi+'th copy for all i € N, and D precedes B°. All that remains is to specify the
edges amongst the B%’s and between the B%’s and D. The relations R; and L; suggest edges
directed to the right and left respectively: the edges between D and its adjacent copy in the line,
namely B°, are realised by the parameters R, and L;; while edge relations between D and the
copies of B not adjacent to D (namely B¢ for ; > 1) are prescribed by the parameters R, and
L,. Analogously, edge relations between adjacent copies of B are prescribed by parameters R
and Ls. Finally edge relations between non-adjacent copies of B are prescribed by parameters
R,and L.

If B = (B, Eg) is a graph, then for ; € N, the i-th copy of B is the graph with vertex set
B = B x {i}. We write b’ for the ordered pair (b,). The edge relation of B¢ is defined as
Ey = {(da’,V") | (a,b) € Ep}.
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Figure D.1: An unwinding of some parameter set.

In preparation for the formal definition, let B and D be disjoint finite sets of symbols. Choose
a parameter set P = (D, B, R;, L;)i—1,2,3,4 consisting of graph parameters and relational param-
eters. Thatis, D = (D, Ep) and B = (B, Eg) are (possibly empty) graphs. The relational
parameters are possibly empty relations where R; C D x Band L, C B x D fori = 1,2
and R;, L; C B x B fori = 3,4. The parameters D, R;, L; for i = 1,2 are called extension
parameters.

Definition D.1.7 (unwinding) The unwinding of the parameter set, written 2/ (P), is the graph
with vertex set U,y B* U D. The edge relation consists of U;en E%, Ep and the following edges.
Fora,be B,d € D

(d,°) when (d,b) € Ry; (b°,d) when (b,d) € Ly;

(d,b"1) when  (d,b) € Ry; (berl d) when (b,d) € Ly, i €N;
(a’, oY) when (a,b) € R3; (a*"',b")  when (a,b) € L3, i €N;
(a®,b"**17)  when (a,b) € Ry; (a®*2™9,b%) when (a,b) € Ly, i,j €N,

A graph is called an unwinding if it is isomorphic to ¢ (P) for some P.

Continuing Example D.1.2 define P as follows. Let D be the graph with vertex set {d,e}
and edge (d,e). Let B be the graph with vertex set {a,b} and no edges. Let R; = {(e,b)},
L, = {(a,d)}, R3 = {(b,b)} and L3 = {(a,a)}. Let R; and L; (i = 2,4) be empty. Then
U(P), the unwinding of the parameter set I, yields a graph isomorphic to (Z, S).

Here are some other examples of graphs that are unwindings. One half of the Theorem D.1.1
says that each such graph is automatically presentable over a unary alphabet.

Example D.1.8 Every finite graph is an unwinding.
Let D be the finite graph, and let all the other parameters be empty. <

Example D.1.9 (N, S) is an unwinding.
Let B have vertex set {z} and no edges, let R; = {(z,x)} and let all the other parameters be
empty. Then unwinding ¢/(P) is isomorphic to (N, S). <
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Example D.1.10 Every ordinal < w? is an unwinding.

Every ordinal < w? is of the form wf + « for some 3, € w. Let D be the graph with vertex
set {di,---,do} and edge relation {(d;,d;) | 1 < i < j < a}. Let B be the graph with vertex
set {b1,---,bsg} and edge relation {(b;,b;) | 1 < ¢ < j < S} Let Ly = Ly = {(b;,d;) |1 <
i< pB,1<j<a}l. LetRy=Ry={(b;,b;) |1 <1i<j<p}. Letallthe other parameters be
empty. Then () is isomorphic to the ordinal wg + «. <

Example D.1.11 The finite disjoint union of unwindings is an unwinding.
Let P(1) and IP(2) be two parameter sets and define P as their disjoint union (taken component-
wise). Then U(P) is the disjoint union of ¢/ (P(1)) and U(P(2)). <

Example D.1.12 The countable disjoint union of a finite graph is an unwinding.
Let B be the finite graph and let all the other parameters be empty. Then 2/(P) is a countable
disjoint union of copies of the graph B. <

Proof of Theorem D.1.1(Unwinding)

Proof If the domain of G is finite then it is both an unwinding and automatically presentable
over {1}. So assume that the domain of G is infinite.

(—) : Without loss of generality suppose that G = (G, F) is an automatic graph with domain
{1}*. Let A be a 2—-tape automaton recognising the convolution ® E. The domain {1}* can be
partitioned into 7" and U;en P; (Definition D.1.5). Let Py and 7 be the subgraphs G with vertex
set Py and 7" respectively. We are required to find a parameter set P = (D, B, R;, L;)i—1.234
and show that G is isomorphic to ¢(P).

Define the graph parameters as follows: D = T and B = P,. We now define the relational
parameters R; and remark that the parameters L; are symmetrically defined. For all a,b € P,
andd € T,

(d,b)e Ry <= (d,by) € E, (d,b) e Ry, <<= (d,b))€E,
(a, b) € Ry <— (ao,bl) ek, (a,b) €eR, < (ao,bQ) eF.

Now, U(P) = (U, Ey) is isomorphic to G under the isomorphism which sends a* to a; for
a € Py, and fixes T'. Indeed, foralld € T, a,b € Pyand i, j € N, we have

(d,b°) € Ey <~ (d,b) e Ry <= (d,
(d,b"1) € Ey — (d,b)eR, <= (d,b)€ E <— (d,biy1) €E,
(CL ,bZ_H) € By <~ (a, b) €ERy — (ao,bl) el — (0,,', bi+1) € E,
(", b)) e By <= (a,b) € Ry <= (ag,bo) EE <= (a;,bij2:j) €EE.
In each row, the first equivalence follows from the unwinding definition and the second equiv-

alence follows from the definitions of R; above. In the last three rows, the third equivalences
follow from Lemma D.1.6 parts 1,2 and 3 respectively. Analogous statements are true about



64 CHAPTER D. UNARY VS. NON-UNARY

the parameters ;. These cases account for all the edges in &(IP) and G. So we have described
a parameter set P and exhibited that the unwinding ¢ (PP) is isomorphic to the given automatic
graph G, as required.

(<) : LetU(P) = (U, Ey) be an unwinding for some choice P = (D, B, R;, L;)i—1,2,3,4 Of
parameters. We show that ¢/ is isomorphic to an automatic graph G over the domain {1}*.
We first define G. Suppose D = {d0,---,dm} and B = {b1,---,bn}. Then by the notation
preceding the unwinding definition, B* = {(b1,4),- -, (bn,4)}. Define the bijective mapping
® from the domain U onto {1}* as sending di to 1°=! for 0 < ¢ < m and (by,%) to 1™+ for
1 < j < n.ThendefineG = ({1}*, E') where E is the image under ® of the relation Ey;, namely
O(Ey) = {(®(z),®(y)) | (z,y) € Ey}. We finish the proof by showing that G is automatic.
Indeed, we show there exists an automaton .4 which recognises the convolution Q E. It follows
from the unwinding definition that we can write Ey; as By = UjenEL UEp UU UU,UU3 U U,
where

U = {(d,b)|deD,be B} u {(°d)|de D,be B},

Uy = {(d,b)|deD,be B,ieN} U {(b',d)|de D,be B,i € N},
Us = {(a’,b'") | a,be B,i e N} U {(a"*,0%) | a,b € B,i € N},

U, {(a*,b*77%2) | a,b € B,i,5 € N} U {(a"™*2 %) | a,b € B,i,j € N}.

S0 E = ®(Ey) = ®(UienES) UD(Ep) U (UL ) U (Us) UdD(Us) UD(Uy). But the set of all FA
recognisable n—ary relations is closed under union. Hence it is sufficient, and routine, to show
that each relation in the above expression is FA recognisable over {1}. So we have constructed
an automatic graph G which is isomorphic to the given unwinding ¢/ (P), as required. <

Application of the unwinding theorem

The following results can be used to show that a particular structure does not have a unary
automatic presentation. For our purposes, all graph-theoretic properties are in the underlying
undirected graph of G. For example, a path is a sequence of vertices with the property that
successive vertices are connected by an edge in either direction.

Lemma D.1.13 Ifagraph is an unwinding then it contains a finite number of infinite connected
components and there is a bound on the size of the finite connected components.

Proof Consider an unwinding U(D, B, R;, L;)i=1,2,3.4. Then since the graph D is finite it is
sufficient to show the claim for graphs with empty extension parameters. Let H = (H, E) be
such a graph. Let 7 = (F, Er) be a finite connected component of 7. Then for all « € B,
if > € Fand o’ € F theni = j. For otherwise, by the unwinding definition, a* would
be connected to infinitely many a*, contradicting the assumption that F is finite. Hence the
number of vertices in the finite connected components of # is bounded by |B|.

Consider an infinite component Z of H. Then by the unwinding definition there is some ¢ € B
such that I contains infinitely many ¢t. But if ¢! and ¢'** are in I then so is c¢'t%*™ for every
n € N. Hence there are at most | B| many distinct infinite components. <
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In order to characterise the isomorphism types of a particular class of automatic graphs, by
Lemma D.1.13 it is sufficient to characterise the isomorphism types of the infinite connected
automatic graphs in that class.

Equivalence structures

Theorem D.1.14 [also Blumensath - 1999] An equivalence structure is automatically presentable
over a unary alphabet if and only if it has finitely many infinite equivalence classes and there is
a finite bound on the sizes of the finite equivalence classes.

Proof Necessity is just an application of Lemma D.1.13. For sufficiency note that each infinite
equivalence class is an unwinding, the countable disjoint union of a finite equivalence class is
an unwinding by Example D.1.12 and by assumption the equivalence relation consists of a finite
union of unwindings, so by Example D.1.11 is itself an unwinding. <

Injections and permutations

Theorem D.1.15 An injection structure is automatically presentable over a unary alphabet if
and only if it has finitely many infinite orbits and there is a finite bound on the sizes of the finite
orbits.

Theorem D.1.16 [also Blumensath - 1999] A permutation structure is automatically presentable
over a unary alphabet if and only if it has finitely many infinite orbits and there is a finite bound
on the sizes of the finite orbits.

Linear orders

Write w for the (linear order of the) type of the positive natural numbers, w* for the type of
the negative natural numbers, and n for the type of the finite linear order with exactly n € N
elements. Each has an automatic presentation over a unary alphabet. Also, if linear orders £
and L, are unwindings then the ordered sum L + L, is also an unwinding.

Proposition D.1.17 If £ = (L, <) is automatically presentable over a unary alphabet then £
contains a finite number of elements with no immediate successors.

Proof Suppose that (L, <) is isomorphic to an unwinding, say ¢ (PP), where P is as in Defini-
tion D.1.7. Write s for the partial function on £ that sends x to its successor (if defined). Let
b € B and suppose b% has no successor for some i; > 0. Then from the unwinding definition
s(b') is undefined. Suppose, without loss of generality, that ' < »%. Then again from the
unwinding definition we see that for every 7 > 0, b* < b*™ and s(b") is undefined. So for every
i > 0 there exist infinitely many z € L between b and b*1. In particular, for every ; there
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exists ¢ € B such that b* < c* < bi*! for every k > 2. But since B is finite, there exists i < j
and ¢ € B such that b < ¢ < b**! and & < ¢ < ' *!, contradicting the fact that b'*! < &/,
Hence if z € L has no successor then z € D U B, a finite set. <

Corollary D.1.18 The order Q is not automatically presentable over a unary alphabet. <

Suppose a linearly ordered structure £ = (L, <) is automatic over a unary alphabet. Define
a binary relation p as satisfying those pairs (x, y) where there are only finitely many elements
between z and y. Indeed there are finitely many elements in [z, y| (for z < y) if and only if

(3z € [z, y]) (V2" € [x,y]) 2| < [

Hence p is FA recognisable in the given unary presentation of £. But p is an equivalence
relation, so by Theorem D.1.14 there are finitely many infinite p—equivalence classes. The
following are now immediate.

Theorem D.1.19 [also Blumensath - 1999] A linear order £ = (L, <) has an automatic pre-
sentation over a unary alphabet if and only if it is isomorphic to a finite sum of linear orders
chosen from w, w* or n, forn € N.

Corollary D.1.20 [cf. Rubin - 1999] [also Blumensath - 1999] A well order is automatically
presentable over a unary alphabet if and only if it is < w?.

Corollary D.1.21 [Blumensath - 1999] The unary automatic structures are not closed under
n-dimensional interpretations for n > 1.

Proof The ordinal w? is 2-dimensionally definable in terms of the unary automatic ordinal w. <

Proposition D.1.22 Blumensath The monadic second order theory of every unary automatic
structure is decidable.

Proof Recall that a structure is unary automatic if and only if it is first order interpretable (with
dimension 1) in the structure &/ = (N, <, (= modulo n),cn). We establish that Z/ is monadic
second order definable in the structure (N, .S). Then since (N, .S) has decidable monadic second
order theory Biichi [1962], so does every unary automatic structure.

The formula Seg(.X) defined as
Vee X)Fye X)S(y) ==
says that X is an initial segment of N. So the formula Leq(X) defined as

(VX) [(Seg(X)Am € X) = n e X]
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says that n < m. The formula M,,(X) defined as
AEXA (V) [z €X <= AcicnS'(z) € X A S™(z) € X|

says that X consists of those x that are multiples of n.

Then the formula Mod,,(z, y) defined as

\V (VX) [Mi(X) = (€ X <= ye X))
1<i<n

says that z = y modulo n. So (N, Leq, (Mod,,),en) is @ monadic second order definition of ¢/
in (N, S). <
Most of the content of this section has been reported in Khoussainov and Rubin [2001], Ru-
bin [1999] and independently by Blumensath [1999]. Indeed, the latter proves the unwinding
characterisation of the unary automatic graphs essentially via a method similar to the proof of
Theorem C.2.9. Note that if A is a unary automatic structure then by Theorem C.4.1 there is a
mutually interpretable automatic graph G(A). However the proof of G(.A) does not give us that
G(A) is automatic over a unary alphabet. See Blumensath [1999] for an algebraic characterisa-
tion of relations of arbitrary arity that are FA recognisable over a unary alphabet.

D.2 Automatic equivalence and injection structures

The isomorphism types of unary automatic equivalence relations and injection structures are
identified in Theorems D.1.14, D.1.16 and D.1.15. This section illustrates the complexities
involved in characterising classes of automatic structures in the non-unary case. The classes
of equivalence and injection structures are chosen since classically their isomorphism types are
easily described in terms of natural invariants. Also, a full characterisation of the automatic
equivalence relations will probably precede one for trees, linear orders etc.

Automatic equivalence relations

An equivalence structure £ is of the form (E, p) where p is an equivalence relation on domain
E. Define the height h¢ of £ as the function NU {w} — NU {w} satisfying h¢(n) = m if and
only if m is the number of p-equivalence classes of size n. The value w means that the number
or size is infinite.

Note that equivalence structures £, and £, are isomorphic if and only if hge =hg,.

So to characterise the automatic equivalence structures one should describe the behaviour of 4 ¢
exactly when £ is automatic.

Theorem D.1.14 says that £ is unary automatic if and only if hg(w) is finite and for all but
finitely many n € N, hg(n) = 0. The results of this section show that the situation in the
non-unary case is complex.
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For an equivalence structure £ we define £, (respectively £ ) as the restriction of £ to those
elements that are in infinite (respectively finite) equivalence classes.

Lemma D.2.1 If the equivalence structure £ is automatic then so are £, and £,,. Moreover, £
is automatically presentable if and only if £ is.

Proof The set of elements that are in infinite p-classes is definable by 3%y p(z,y). So if £ is
automatic then so is £, and &£;. Furthermore £, only consists of infinite equivalence classes.
There are either finitely many or infinitely many of them. But such equivalence relations are
always automatically presentable as in Example B.2.16. <

Thus, in characterising automatic equivalence structures £, we can assume that each equivalence
class is finite. Therefore, from now on assume that h ¢ (w) = 0.

Lemma D.2.2 If £ is an automatic equivalence structure then it has an automatic presentation
(E', p') satisfying the property that if (z,y) € p' then |z| = |y]|.

Proof Suppose £ is automatic over . Recall the length lexicographic ordering <., IS auto-
matic over ¥, Example B.1.10. It has order type w and if z <y, y then |z| < |y|. Define a new
domain E’ over alphabet ((X U {1})*)? as the set of pairs (x, 1) where z is in the domain of £
and n is the length of the <;.,.-longest word in the p-equivalence class containing z. Note that
E' is FA recognisable. Define a new equivalence relation p’ containing pairs ((z, 1), (y, 1™)) if
and only if (z,y) € pandn = m. Then (E’, p') is an automatic equivalence relation isomorphic
to £. <

Next we build equivalence structures from languages L C >*. Define an equivalence structure
E(L) = (L, ~r,) where ~, (z,y) exactly when |z| = |y|. If L is regular over X then £(L) is an
automatic equivalence relation over 3.

We would like to characterise automatic equivalence structures in terms of h¢. The next series
of results provide several examples and standard constructions for building automatic equiva-
lence structures whose height function exhibits nontrivial behaviour.

Let L be a language over 3. The growth of L is the function g, defined as g.(n) = |X" N L|
for n < w. The following is implicit in Szilard, Yu, Zhang, and Shallit [1992].

Lemma D.2.3 For any polynomial function p whose coefficients are positive integers there is a
regular language L, whose growth function is p.

Proof Note that if L; and L, have growth rates p; and p,, respectively, and L; () L, = ) then
their union has growth rate p; + p,. So it is sufficient to exhibit for each & € N a language L,,»
with growth rate n*.

For w € ¥*, write w* for ww*. Note that Ay = 0%1*--- kT has growth (","). Consider the
languages By = 01t ---(k — 1)Tk*. Then B, = A;_; U A;. Hence the growth of By is
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k k—1
By.. Then C has growth n(n — 1) --- (n — k + 1) which we write as n£. We now make use

of the standard identity z* = ¥ _,S(k,4)z? where the S(k, ) are Stirling numbers of the first
kind; that is the number of ways of partitioning a set of size &£ into ¢ non-empty subsets. So
L, =UF, Usk,i) Ci, Where the unions are taken to be disjoint, has the required growth. <

(™1 + (32}) = (}). Consider the languages C, defined as the disjoint union of ! copies of

Lemma D.2.4 For any exponential function e(n) of the form k" +® where 2 < k and a, b are
positive integers, there exists a regular language whose growth function is exactly e.

Proof LetY = {1,2,---,k%}. Then L = ¥* has growth k9. The disjoint union of k* many
copies of L has growth £+, <

Theorem D.2.5 For every function f which is either a polynomial p whose coefficients are
positive integers or an exponential function £%**% where k¥ > 2 and a, b are fixed positive
integers, there exists an automatic equivalence relation € such that h¢(f(n)) = cforalln € N
and where ¢ < w a constant.

Proof From Lemma D.2.3 and Lemma D.2.4 there exists a regular language L whose growth
function is identical to f. So £(L) is automatic and the desired equivalence structure. The
theorem for case ¢ = 1 is proved. Now note that for ¢ < w, the c-fold disjoint union of

automatic equivalence structures is automatic, by Proposition B.1.22. <
Consider two functions f, g with domain and range N. Their Dirichlet convolution is

(fxg)(n) =" fla)g

ab=n

(f#9)(n) = D fla

a+b=n

and their Cauchy product is

Proposition D.2.6 Let H be the class of height functions of automatic equivalence structures.
Then H is closed under addition, Dirichlet convolution and Cauchy product.

Proof Let &; = (E;, p;) for i = 1,2 be two automatic equivalence structures with height
functions f and g respectively. Without loss of generality, assume that the domains £ and E,
are disjoint. Define the automatic equivalence structure £z, g, as their disjoint union; that is,
the domain is E; U E, and the relation is p = p; U pe. Then the height function of E, g, IS

f=+y
For the Dirichlet convolution define the direct product £; x &, as the equivalence structure

with domain E; x E,. Define two pairs (z1,y:) and (z, y2) to be related if (z1,z5) € p; and
(y1,v2) € pa. Then this equivalence structure is automatic and has height f x g.
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For the Cauchy product, let 7; C E; be the unary predicate that picks out the length lexico-
graphically least element from each equivalence class of £;. Define an equivalence structure
& with domain (77 x Es) U (T3 x Ey). Define two pairs (z1,y;) and (z9, y») to be related if
either [z1 = zo and (y1,y2) € p1 U po] OF [(x1,y2) € p1 and (z2,41) € po]. Then this is an
equivalence structure and is automatic. We now check that it has height f#g¢. Suppose X is
a pi-equivalence class of size a, containing ' € T3, and Y is a py-equivalence class of size
b, containing y' € T. Associate with the pair (X, Y") the £-class C containing (z',y"). Then
by definition, C' comprises {(z',y) |y € Y} and {(v',z) | = € X}. Hence C has size a + b.
Conversely, every £ class C of size n contains some (z',y') for 2’ € T} and y' € T5, and so
uniquely determines the corresponding p; and p, classes, say X and Y respectively, for which
X+ Y] =n. <

Example D.2.7 There is an automatic equivalence structure £ so that hg(n) is the number of
divisors of n.

Let 7 be an equivalence structure with hr(n) = 1. It is automatically presentable by Theo-
rem D.2.5. Then by Proposition D.2.6 there is an automatic structure £ with height A7 x h(n);
that is, ¢ (n) is the number of divisors of n. <

We have not been able to characterise the automatic equivalence structures. We think that
the characterisation is closely related to the question of whether the isomorphism problem for
automatic equivalence relations is decidable.

Automatic permutation structures

An injection structure A is of the form (A4, f) where f is a one-to-one map of A. Writing f !
for the inverse of £, an orbit of f is defined as the set { f%(a) | i € Z} for some a € A. Note that
an orbit of an injection structure may be finite or isomorphic to (w, S) or (Z, S).

If f is a bijection then (A, f) is called a permutation structure. As for equivalence structures
define the height A 4 : NU {w} — NU {w} where h 4(n) is the number of orbits of size n. In
Theorems D.1.15 and D.1.16 it is shown that an injection (or permutation) .4 has an automatic
presentation over a unary alphabet if and only if h 4(w) is finite and h 4(n) = 0 for all but
finitely many n € N.

An automatic equivalence structure £ over >* can be turned into an automatic permutation
structure A(E) as follows. Consider the automatic linear <., on X* type w; see Exam-
ple B.1.10. For each z € E we proceed as follows. If z is not the maximal element in its
equivalence class, then define f(z) as the minimal y p-equivalent to . Otherwise define f(z)
as the minimal element in the equivalence class containing z. Note that if z € £, then f trans-
forms the equivalence class into Z-type orbit, namely the structure isomorphic to (Z, S) where
S is the successor function on the integers. Clearly then hg = hA(E)- Hence, we can replace
equivalence structures with permutation structures in Theorem D.2.5.
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We now show that the height functions h 4 of automatic permutation structures can be related
to the running times of Turing machines. Let M be a Turing machine over input alphabet .
Its configuration graph C' (M) consists of the set of all configurations of M, with an edge from
c to d if T' can move from ¢ to d in a single transition. Recall that the configuration graph is
automatic, see Example B.2.19.

Definition D.2.8 A Turing machine R is reversible if every vertex in C'(R) has both indegree
and outdegree at most one.

Bennett [1973] proved that every deterministic Turing machine M can be simulated by a re-
versible Turing machine R.

Lemma D.2.9 For every deterministic Turing machine M there is an equivalent reversible
Turing machine R.

Proof Suppose M is a deterministic machine. The idea is that machine R simulates M and
records the transitions that M performed on a separate ‘history’ tape. Recall Example B.2.19
for notation of configuration spaces. Formally, machine R has the same state set as M, the
same initial state and the same halting states. Suppose that the transitions of M are numbered
{1,2,---,k}. Then the transitions of R are of the form

Ag((01,02),9) = ((01,02), ¢, (d1, d2))

where Ays(o1,q) = (61,¢,dq) is a transition of M numbered 1 < 6, < kand d, = R and
o9 = A is the blank tape symbol. That is, if R is in state ¢ and has o; under its first (simulating-
tape) head and nothing under its second (history-tape) head, then it does exactly what M would
have done on its first tape, and records (the number of) that transition of M on a cell of its
history tape and moves the history tape-head one cell to the right. Note that M and R accept
the same language.

Configurations of R are of the form (¢, y) where c is a configuration of M and y = (y1,y2) is
the content of the second tape of R with the head placed |y;| + 1 cells from the left. If there is
no edge leaving c in the configuration space C' (M) of M then there is no edge leaving (¢, y) in
C(R). If there is such an edge in C' (M) then since M is deterministic it is unique. Now since
‘R also ignores the contents of its second tape, there is a unique edge leaving (c,y) in C(R).
Hence every configuration of C'(R) has outdegree at most one.

Now suppose that (c, y), with y = (y1, y2), configuration of R that has indegree more than one.
Say it has predecessors are (d, z) and (d’, z'). Write ¢ (respectively ¢') for the unique transition
t of M that sends c to d (respectively d'). Since this transition is recorded as the first symbol
of y, it follows that ¢ = ¢'. Furthermore ¢ uniquely determines the state and content of the tape
under the heads. So if d = (¢1, a1, a2) and d' = (¢}, a!, a}) then ¢; = ¢ and the first symbols
of ay and a, are equal (namely those symbols under the respective heads). Similarly the tape
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contents not under the head are recorded in ¢ and hence determined, so a; = a} and ay, = a5.
Hence d = d'.

Now if x = (z1,z5) and 2’ = (2!, z) then by constructionof R, y; = z1-t = 2 -t s0 z; = z.
Similarly z, = 2%, since their first symbol is the blank and the rest are the same as the rest of ys.
Hence = = 2’ and so (¢, y) has a unique predecessor in C'(R).

So every configuration of C'(R) has indegree at most one and so R is reversible as required. <

Let Timer(w) be the number of steps 7" takes to halt on w, so that Timer(w) = w if T does
not halt on w.

Theorem D.2.10 For every reversible Turing machine R, there corresponds an automatic per-
mutation structure A(R) such that for every w € ¥* there isan orbitin A(R) of size Timeg(w).

Proof Let the configuration graph of R be C(R) = (C, E) over alphabet . We may assume
that the unique initial state of R is not a final state and that once the machine leaves the initial
state it never returns to it. Then Time(w) > 0 for all w. Let I, O C C respectively be the set of
configurations with indegree 0 and with outdegree 0. These sets being definable are automatic.
Let C' be a disjoint isomorphic copy of C over alphabet X’ as in Remark B.1.20 and write ¢’ for
d(c) where § : C — C' is the isomorphism. Define a permutation function f on domain C U C’
as follows. If (¢,d) € E then f(c) =dand f(d') =¢. Ifc € I'then f(¢) = c. If d € O then
fld)=d.

The structure (CUC’, E, I, O, §) is automatic over alphabet X UY'. Conclude that the structure
(C'uC', f) is also automatic. Factor this structure by the congruence relation satisfying pairs
of the form (¢, ) and (¢, ¢) for ¢ € T U O. Write (D, g) for the resulting automatic permu-
tation structure. If Timer(w) = n then (D, g) has a corresponding orbit of length 2n. And
if Timer(w) = w then (D, g) has (two) corresponding Z-type orbits. Note that (D, g) may
have Z-type orbits corresponding to configurations of C'(R) that are not in any of the orbits
generated by words w. The desired structure is A(T") = (D, h) where h = g o g. N

The following is essentially from Blumensath and Gréadel [2002].

Theorem D.2.11 It is undecidable whether two automatic permutation structures are isomor-
phic.

Proof Define an automatic permutation structure F as consisting of infinitely many Z-type
orbits, see Example B.2.2. For a deterministic Turing machine M, construct an equivalent
reversible machine R and then the automatic structure A(R). Then M halts on no word if and
only if A(R) is isomorphic to F. So the complement of the halting problem is reduced to the
isomorphism problem for automatic permutation structures. <

Blumensath and Gréadel [2002] originally proved undecidability of the isomorphism problem
for automatic structures by an implicit construction of reversible Turing Machines. Most of
the content of this section has been reported in Ishihara, Khoussainov, and Rubin [2002] and
Khoussainov and Rubin [2003].



Chapter E

Automatic linear orders and trees

An interesting problem concerns characterising the isomorphism types of classes of automatic
structures. The main results in this chapter (Theorems E.2.7 and E.5.9) are necessary conditions
for the automaticity of trees and linear orders. The conditions are stated in terms of a natural
rank function on linear orders and trees, closely related to the classical Cantor-Bendixson rank
of topological spaces. It then follows that the isomorphism problem for automatic ordinals is
decidable, Corollary E.3.3. In fact, the Cantor normal form can be extracted from a presentation
of an automatic ordinal. Also presented are automatic versions of Konig’s lemma.

E.1 Linear order preliminaries

All classical definitions and results on linear orders can be found in Rosenstein [1982].

A partial order is a pair (A, <) such that <, the partial ordering, is a reflexive, transitive and
anti-symmetric binary relation on the domain A.

A linear order L is a partial order (L, <) in which < is total, that is (VaVy) [z < y Vy < z].
If £ is a linear order, then unless specified we denote its domain by L and ordering by <, or
simply <. Similarly if S C L then we write S = (S, <g) for the order with domain S and
ordering < restricted to S. In this case we say that S is a suborder of L.

Recall that the lexicographic order <;;., and the length-lexicographic order <;., are FA recog-
nisable (Definition B.1.9). The linear orders (X*, <;e;) and (X*, <j.;) are automatic.

Note E.1.1 If A = (A, (R;);) is an automatic structure over X, then (A, (R;):, <yiez) IS also
automatic over . Consequently every automatic presentation of A can be expanded to in-
clude the regular relations <;., and <., (restricted to the domain A). This fact will be used
repeatedly.

Other examples of automatically presentable linear orders are (N, <), (Z, <) and the order on

rationals (Q, <). Moreover, if £; = (Li,<;) and £, = (Lo, <) are automatic linear orders
73
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then so are their sum and product. Hence the ordinals w™ for every n € N are automatically
presentable.

Classically linear orders are characterised in terms of scattered and dense linear orders. We
say that £ is dense if for all distinct @ and b in L with a < b there exists an z € L with
a < x < b. There are only five types of countable dense linear orders up to isomorphism: the
order of rational numbers with or without least and greatest elements, and the order type of the
trivial linear order with exactly one element. We say that £ is scattered if it does not contain a
nontrivial dense suborder.

Write w for the (order) type of the positive integers, w* for the negative integers, ¢ for the
integers, 7 for the rationals and n for the finite order on n elements. The empty order is written
0 and the order with exactly one element is written 1. A suborder S of £ is an interval if for
every x,y € S with x < y itisthe case that z € S for every z € L satisfying z < z <r ¥.
An interval is closed ifitisoftheform{z € L |z <z <y} ife <yand{z € L |y <z <z}
otherwise; either way the interval is written [z, y].

Definition E.1.2 Consider a linear order Z as an index set for a set of linear orders {A;}c;.
The Z-sum
L=Y{A;|iel}
is the linear order with domain U; A; (we may assume that the domains A; are pairwise dis-

joint). Forz € A;,y € A;definex <, yif(i <;j)V(iEi=7Az <4 y).

We refer to the case when I is dense as a dense sum. If every A; is scattered and Z is scattered
then the sum is scattered. If A; = B for every i € I, then the sum is written as a product BZ.
For instance w2 is w + w. The classical characterisation, whose proof is given below, says that:

Theorem E.1.3 [Hausdorff - 1908] Every countable linear order £ can be represented as a
dense sum of countable scattered linear orders.

In turn the scattered linear orders can be characterised inductively, where to each linear order
one associates an ordinal ranking, called the VD-rank. VD stands for very discrete.

Definition E.1.4 For each countable ordinal «, define the set VD,, of linear orders inductively
as

1. VD, := {0,1}.

2. VD, := all linear orders formed as Z—sums where Z is of the type w, w*, ¢ or n for some
n < w and every A, is a linear order from | J{VDg | 5 < a}.

Define the class VD as the union of the VD,’s. The VD-rank of a linear order £ € VD,
written VD(L), is the least ordinal « such that £ € VD,,.
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Example E.1.5 Let£; =3{(+n|n €w}, L= ({-()-(. Then VD(L;) = 2, VD(Ly) =3
and VD(L; + £Lo) = 4. <

In general, if « = max(VD(L;),VD(L,)), then « < VD(L; + L5) < a + 1, (see Rosenstein
[1982], Lemma 5.15).

Example E.1.6 Let «, 8 be countable ordinals. Then VD(5) < « if and only if 8 < w®. In
particular, VD(w?*) = «a. <

Theorem E.1.7 [Hausdorff - 1908] A countable linear order L is scattered if and only if L is
in VD.

There is an alternative definition of ranking that generalises VD-rank and assigns an ordinal
rank to non-scattered linear orders as well. We proceed with the definitions.

Definition E.1.8 A condensation (map) of £ is a mapping ¢ from L to non-empty intervals
of L such that ¢(y) = c(x) whenever y € c¢(x). The condensation of £ is the linear order
c¢[L£] whose domain consists of the collection of non-empty intervals ¢(z) for z € L ordered by

c(x) L e(y) if e(z) = c(y) or (Vo' € c(z))(Vy' € c(y))[2’ < y']-

The relation z is condensed (by c) to y defined as x € ¢(y) is an equivalence relation.

As an illustration of the definition we prove that every countable linear ordering can be repre-
sented as a dense sum of scattered linear orderings (Theorem E.1.3).

Proof The mapping cs : = — {y € L | [z, y] is scattered} is a condensation since if y € cg(z)
then for all a, [y, a] does not contain a dense subordering if and only if [z, a] does not contain a
dense subordering. Now £ = > {a | a € ¢[£]} and each a = cs(x) € ¢[L] is scattered. Finally
cs[L] is dense since for cs(x) < cs(y), if there is no z with cg(x) < cg(z) < ¢s(y) then [z, y]
Is scattered. <

Definition E.1.9 Define crc(x) as {y € L | [z,y] is afinite interval of L}.
For every ordinal « define a condensation map c% of £ inductively:

chel@) ={y € Ly =12V (36 < ) [ero(che(y)) = cre(cpe(@))] }-

In the expression cxc (2o (y)) the term cpc is a condensation map of the linear order ¢?[£];
hence cre(ca(y)) is the set of elements of ¢?[£] that are condensed to the element ¢5 ().
Note that this definition implicitly gives ¢%.,(z) = {z} and ¢} (z) = cpe(z).

Here FC stands for finite condensation and indeed ¢ is a condensation map of £. The idea is
that ck.(z) is the set of elements of £ that are only finitely far away from x; ¢ (z) is the set
of elements of £ that are in intervals of crc[£] which themselves are only finitely far away in
crc|L] from the interval ¢ (z), etc.
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Definition E.1.10 The least ordinal o such that ¢5,(z) = ¢ (z) forallz € Land 8 > « is
called the FC-rank of £, written FC(L).

For instance a non-empty linear order £ is dense if and only if its FC—rank is 0. A dense sum
of orders of FC—rank o has FC—rank .. From now on we write ¢ for cgc.

Example E.1.11 The FC-rank of £ is the least ordinal « such that ¢*[£] is dense. So L is
scattered if and only if ¢*[£] ~ 1 for some ordinal «. g

The following theorem connects FC—ranks and VVD—-ranks of scattered linear orderings.
Theorem E.1.12 [Hausdorff - 1908] If £ is scattered then its VD-rank equals its FC-rank. <

For instance the ordinal w™ is scattered and has VVD-rank and FC-rank n.

Given linear order £ and A < L we will use ¢ to denote the condensation of £ and c4 to
denote the condensation of the linear order 4. For instance if a € A then c4(a) = {y €
A | [a,y] N A isfinite}. Here are some useful properties.

Lemma E.1.13 1. [Rosenstein - 1982, Lemma 5.14] If £ is scattered and M C L then
FC(M) < FC(L).

2. [Rosenstein - 1982, Lemma 5.13 (2)] FC(c*(z)) < a and ¢*(z) is a scattered interval of
L for every ordinal cand z € L.

3. [Rosenstein - 1982, Exercise 5.12 (1)] If I is an interval of £ then c¢(z) = ¢*(z) N I for
every ordinal « and z € 1.

4. Forevery z,y € L, if the interval [z, y] is scattered then ¢f;, | (2) = f, ,(y) if and only if
FC([z,y]) < a.

Proof We prove the lastitem. Letz,y € L and « be an ordinal. Then by definition FC([z, y]) <
a means that (1) for every z € [z,y], ¢f, \(2) = c&fyl} (z), which necessarily equals [z, y] since
[z, y] is scattered. Denote the condition cf; (z) = f, ,,(v) by (11).

Then (1) clearly implies (1) by considering z € {z, y}. For the converse suppose (t1). We first
claim that ¢, () = [z, y]. Indeed (11) implies that y € cf, ,\(z) since cf; , is a condensation,
which means that [z, y] is a subset of the interval cf; (). Butalso cf, ,(z) C [z,y] by item
(3). Hence cf, () = [z,y] as claimed. Soif z € [z,y] = ¢f, ,;(x) then ¢f, \(z) = cf; ;1 (2)
by the property of being a condensation. Hence z € [z,y] implies that cﬁ,‘c,y](z) = [z,y]. In

particular then also cﬁyl] (z) = [z, y] which implies (}) as required. <
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E.2 Ranks of automatic linear orders

We now prove the central technical result, Theorem E.2.7, via three propositions that gener-
alise the ideas in Delhnommé [2001a]. As a matter of convenience we introduce the following
variation of VD-rank.

Definition E.2.1 If £ is scattered define its VD ,—rank, written VD, (L), as the least ordinal
« such that £ can be written as a finite sum of orderings of VD-rank < «.

For example it is not hard to check that VD(w) = VD, (w) = 1 and that w2 + 1 has VD-rank 2
but VD,—rank 1. We list some basic properties.

Property E.2.2 Suppose L is scattered.

1. ¢*[£] is a finite linear order if and only if VD, (£) < a. So VD, (L) is the least ordinal
such that ¢*[£] is a finite linear order.

2. If M C Lthen VD, (M) < VD,(L).
(L) <VD(L) < VD, (L) + 1.

VD, (L)
4. VD,(L) = « implies that £ contains an interval, say M, with VD(M) = « and
VD, (M) = a.

Proof For the first item observe that for every o, £L = 3¥{a | a € ¢*[£]}. Each a is an interval
of the form ¢*(x) for some z € L. So by Lemma E.1.13 every a has VD-rank at most a.. So if
c®[L] is finite then VD, (L) < a. Conversely let £ = £, + --- + L, and VD(L;) < «. Then
L; C ¢*(z) if z € L;. Since for z € L the ¢*(x) are pairwise disjoint, c*[£] is finite.

For the second item suppose £ can be expressed as a finite sum £, + - - -+ Lx where VD(L;) <
«. Define M; = M n L,. By Lemma E.1.13 (1) the VD-rank of M, is at most . But
M :M1+"‘+MiSOVD*(M) < .

The third item follows from item (1) above and the property that VD(L) is the least ordinal 3
such that ¢?[£] is isomorphic to 1.

For the last item suppose VD, (L) = «. Then L can be expressed as a finite sum of orders of
VD-rank (and by item (2) also VD,—rank) at most .. There is a summand with VD,—rank «
for otherwise every summand can be written as a finite sum of linear orders of VD-rank < «,
and hence £ could be written as a finite sum of linear orders of VD-rank < «, contrary to
assumption. Finally by item (3) if a summand has VD,—rank « then it has VD-rank . N

Lemma E.2.3 Suppose L is a scattered linear order containing ;-7 A; as a subordering and
VD, (A;) = B, where Z has order type w or w* and each A; is non-empty. Then VD, (L) > B.
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Proof By Property E.2.2 (4) we can assume without loss of generality that VD, (A4;) =
VD(A;) = B. This means that A; can not be written as a finite sum of orders of VD-rank
< (. Suppose that Z has order type w, the other case being similar. Let A = 3;.A;. For every i
choose some z; € A,.

Suppose that cﬁ(xi) = cﬁ(xm) for some . In other words z; is condensed to z; - in at most 3
steps. Then 3 > 0 since ¢%(x) = {z} for every z. Moreover there is some v < f3 so that there
are finitely many elements in ¢ [.A] between ¢, (z;) and ¢y (z;+2). These finitely many elements
are of the form ¢ (z) for z € A and so have VD-rank at most . In particular A;,; can be
written as a finite sum of orders of VD-rank at most v, contrary to assumption. We conclude
that ¢ (z;) # ¢ (2i,2) for every i.

Hence ¢%[A] is infinite and so VD, (A) > 3 by Property E.2.2 (1). So VD,(£) > S by
Property E.2.2 (2). <

Proposition E.2.4 Suppose L is a scattered linear ordering and consider a finite partition of
the domain L = A; U A, U ... U Ayg. Then there exists some 6 € {1,...,k} with VD, (A;) =
VD, (L).

Proof The proof is done by induction. So assume that VD,(£) = « is the ordinal to be
addressed and that the proposition holds for all 3 < «a. Let L,k, Ay,..., A, be as in the
statement of the proposition.

If & = 0then VD, (L) = VD, (A,) = 0 for every nonempty subset A, of L.

Otherwise by Property E.2.2 item (4), there is some interval of £, say M, with VD(M) =
VD, (M) = «. Then M is an Z-sum of linear orders {M,} of VD-rank < «, where Z is an
infinite linear order of the type w,w* or {. So suppose that Z is of type w (the other two order
types are similar).

Suppose « is a successor ordinal, say « = [ + 1. There are infinitely many ¢ such that
VD, (M;) = g, for otherwise we could write M as a finite sum of orders of VD-rank £,
and conclude that VD, (M) < f. For each such i let A;; = M; N A, where § € {1,---,k}.
Applying the induction hypothesis to every M, we see that there isan e € {1,---,k} and in-
finitely many j such that VD, (A, ;) = VD,.(M,) = . Hence A, contains an w-sum of linear
orders of VD,-rank 8. By LemmaE.2.3 VD, (A,) = a.

Suppose that « is a limit ordinal. The supremum of the VD-ranks of the M, is . Using the
notation of the case above, and applying induction, we see that there isan ¢ € {1,---,k} and
infinitely may j such that VD, (A.,;) = VD.(M,), and the supremum of the VD,-ranks of
these A, ; is a. Then VD, (A.) = « as required. <

Proposition E.2.5 Let £ be a scattered order with VD-rank at least a. Then for every 8 < «
there exists a closed interval of £ of VD-rank 5 + 1.
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Proof Recall that VD-ranks and FC-ranks coincide on scattered linear orders, Theorem E.1.12.
Fix 8 < a. Since £ has FC—rank > 3, by definition there is some z € L such that c?(z) #
AH(z). Picky € #(z) \ ?(z). Then ?(z) # P(y) and P+1(x) = #*+(y). Recall that
c[ﬂ ] is the condensation mapping ¢? within the interval [z, y]. Hence by Lemma E.1.13 (3),

Z,Y
¢ (@) # ¢, (y) and ¢t (z) = ¢ i(y). By Lemma E.1.13 (4) the first fact implies that

FC([z,y]) > B and the second fact implies that FC([z, y]) < 8+ 1. So the FC-rank of [z, y] is
exactly 8 + 1. <

Proposition E.2.6 The VD-rank of every automatic scattered linear ordering is finite.

Proof Given an automatic scattered linear order £ over X* let (Q<, 1<, A<, F<) be a deter-
ministic 2-tape automaton recognising the ordering of £. Similarly let (Qa, ¢4, A4, Fa) be a
deterministic 3—tape automaton recognising the definable relation {(z, z,y) | z < z < y}. We
assume the state sets () 4 and Q)< are disjoint.

Forz,y € Land v € X*, define [z, y], as the setof all z € L such that z < z < y and z has
prefix v. For |v| > |z, |y| define I(z,v,y) € Q4 and J(z) € Q< as follows. I(z,v,y) is the
state in @ 4 that results from the initial state . 4 after reading the convolution of (z, v, y), namely
(zL", v,y L™) where n,m > 0 are chosen so that the length of each component is exactly
lv|. That is define I(z,v,y) := A4(ta, ®(x,v,y)). Similarly define J(v) := A< (1<, ®(v,v)).
Write K (x, v, y) for the ordered pair (I(z,v,y), J(v)).

Now if K (z,v,y) = K(z',v',y") then the subordering with domain [z, y], is isomorphic to the
subordering with domain [z', y'],» via the map vw +— v'w for w € ¥*. Indeed the domains are
isomorphic since for every w € ¥*,

vw € [x,yly

if and only if

As(Aa(ta; ®(z,v,9)), ®(6, w,€)) € Fa
if and only if

Ax(Aa(ea,®(z',v",Y)), ®(c, w,€)) € Fa
if and only if

v'w € [z, ']y

The map preserves the ordering since for wy,w, € X* such that vwy,vws € [z,y], and
v'wy, v'wy € [2', ']y we have
vw; < VWo

if and only if
Ac(Ac(is; ®(v,v)), ®(wr, wy)) € Fe

if and only if
AS (AS(Lﬁv ®(UI7 vl))v ®(w1a w2)) € FS
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if and only if

! !
vw; < U ws.

Hence the number of isomorphism types of suborderings with domain [z, y], for |v| > |z|, |y|
is bounded by the number of distinct pairs K (z, v, y) which is at most |Q 4| x |Q<|, denoted by
d. In particular (1) there are at most d many VD,—-ranks among suborderings with domain of
the form [z, y|, for |v| > |z|, |y

Now suppose there exists a closed interval [z, y] of £ with VD-rank at least 2(d + 2). Using
Proposition E.2.5, for every 1 < i < 2(d + 2), the interval [z, y] contains a closed interval,
say [z;, y;|, of VD-rank i. So by Property E.2.2 (3) at least d + 2 many of these intervals have
different VD,—ranks; and at least d + 1 many of these intervals have non-zero VD,—rank. Say
[x;,y;] is one of these d + 1 many intervals. Set n = max{|z;|, |y;|} and partition [z, y;] into
the set [z;, y;] N £<" and the finitely many sets of the form [z;, y;], where |v| = n. Since the
finite set [z;,y,;] N X<" has VD,-rank 0, by Proposition E.2.4 there is some v; with |v;| = n so
that the subordering on domain [z, 3], has the same VD,~rank as [z, y;]. Hence there are at
least d-+1 many intervals of the form [z, y;],,, all with different VD,~ranks. This contradicts ()
and so we conclude that the VD-rank of every closed interval [z, y] of £ is at moste = 2(d+2).
So forevery z,y € L, c*(z) = ¢*(y) and so VD(L) < e as required. <

As a corollary of the proposition just proved we derive the following result for all automatic
linear orderings:

Theorem E.2.7 The FC-rank of every automatic linear order is finite.

Proof Let £ be a linear order and write itas > {£; | ¢ € D} where D is dense and each L;
is scattered. We will show that for every i € D and every a,b € L;, the VD-rank of [a, b]
is uniformly bounded. Let (Q<, t<, A<, F<) be a deterministic 2—-tape automaton recognising
the ordering of £. Let (Qa,ta, A4, F4) be a deterministic 3—tape automaton recognising the
definable relation {(z, z,y) | < z < y}. Now consider an interval [a, b] of £; for some
1 € D. The proof of the previous theorem ensures that the VD-rank of the scattered interval
[a, b] is at most e, where the constant e does not depend on [a, b] or 7 but only on |@ 4| and |Q<|.
Therefore the VD-rank of interval [a, b] is at most e. Hence VD(L;) < e for every i € D and
SO FC(L) <. <

Remark E.2.8 This result is a necessary though not sufficient condition for a linear order to
be automatically presentable. Indeed there are linear orders of rank 2 that are not automatically
presentable. For instance if R C N is a non-computable set, then the linear order ¥,,cg({ + n)
does not have decidable first order theory and so is not automatically presentable.

Corollary E.2.9 [Delnommé - 2001a] An ordinal « is automatically presentable if and only if
a < w’.
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Proof Suppose « is an automatically presentable ordinal. Then by Theorem E.2.7 it has finite
FC-rank and so by Example E.1.6 o < w® as required.

Conversely given o < w there exists n < w such that o < w™. But w™ is automatically
presentable. Say (W, <) is an automatic presentation. Let p € W be the string corresponding
to «. So the suborder of W on the definable domain {x € W | x < p} is isomorphic to «.
Hence « is automatically presentable. <

Proposition E.2.10 Suppose £ is an automatic linear order.

1. The FC-rank of £ is computable from L.
2. Itis decidable whether or not L is scattered.

3. If £ is not scattered then a regular dense subordering is effectively computable from L.

Proof Let £ be an automatic linear order. The condensation cx¢, viewed as the equivalence
relation z related to y if z € cpc(y), is FO™-definable in L since cpe(z) = cpe(y) if and
only if [z, y] is finite. Since the ordering on cr¢[L] is FO definable in £ (see Definition E.1.8)
the linear orders c%,-[L£] are FO*-definable for every i € N, and so by Theorem B.1.26 each
is automatic. So successively compute automatic presentations for ¢k [L], c%[L£], - - - and stop
the first time c}o[£] is dense for some » € N. This procedure must terminate since, being
automatic, the FC—rank of £ is finite. Moreover since denseness is a FO property the procedure
is effective. So the FC-rank of £ is r. Now by Example E.1.11 the linear order ¢} [L] is
isomorphic to 1 if and only if £ is scattered. Again testing whether an automatic linear order is
isomorphic to 1 can be decided by using the sentence (3z)(3Jy) [z < y]. In case co[L] is not
the singleton it must be an infinite dense ordering. Viewing ¢} as an automatic equivalence
relation on L (the ¢} (x) partition £), the <y;.,-smallest representatives from every equivalence
class form a dense subordering of £ that is a regular subset of L. <

E.3 Decidability results for automatic ordinals

Theorem E.2.7 can now be applied to prove decidability results for automatic ordinals. Contrast
this with the fact that the set of computable structures that are well orderings is IIi-complete
Rogers [1967].

Proposition E.3.1 Let £ = (L, <) be an automatic structure. It is decidable whether L is
isomorphic to an ordinal.

Proof First check that < linearly orders L, by testing whether L is reflexive, transitive and
anti-symmetric — all first order axioms and hence computable properties. Although being a
well-order is not first order expressible, see for instance Theorem 13.13 in Rosenstein [1982],
the following algorithm can be used.



82 CHAPTER E. AUTOMATIC LINEAR ORDERS AND TREES
1. Input the presentation (L, <) of L.
2. LetD = L.
3. While (D, <) isnot dense and (Vz € D) [w* does not embed in the interval ¢(x)]
Do Replace (D, <) by a presentation for ¢[D].
4. End While

5. If D is isomorphic to 1 then Output £ is an ordinal,
else Output £ is not an ordinal.

Every step in the algorithm is computable. Indeed the equivalence relation on pairs (z,y)
satisfying c(xz) = c(y) is definable as (—3*°z) [z < z < y]. So a presentation for ¢[D] is
computed by factoring D by c. The while test is expressible as

(Vo #y) (32) [z <z <yl

and
(V) (=3%y) (c(z) = c(y) Ny < z).
The final test is expressible by (3z) (Vy) [z = y].

The FC-rank of L is finite, say &, because the structure is automatic. So the algorithm terminates
after at most £ 4+ 1 many while-loop tests. If £ is an ordinal then ¢[£] is an ordinal and for every
x € L, c¢(z) is either finite or isomorphic to w. By induction on &, for every 0 < ¢ < k, ¢![L]
passes the (i + 1)-th while-test. The resulting order D = c*[£] is isomorphic to 1 as required.

If £ is not an ordinal then there exists an infinite decreasing sequence of elements. Suppose
there exists such a sequence z; > xo > z3...and an ny € N such that for all i > ng c(z;) =
c(zn,). Then the while-test fails the first time it is executed and the resulting order D = L is
not isomorphic to the ordinal 1. If there is no such sequence (x;) and n, then there exists a
sequence, say y; > Yo > y3 > ... such that c(y;11) < c(y;) for all 7 € N; this is an infinite
decreasing sequence of elements in ¢[£]. Continue inductively in this way with ¢[£] in place
of £. Suppose the while-test fails the m-th time for some 1 < m < k. If it fails because
there is some = € ¢™ ![L£] for which w* embeds in ¢(x) then D = ¢™![£] is infinite and so
not isomorphic to 1. If there is no such m, then the while-test must fail the (& + 1)’st time.
In this case D = c*[L£] is dense but as before there is a sequence y; > ¥ > y3 > ... With
c*(yir1) < cF(y;) for every i € N. In this case D is not isomorphic to 1. <

We now show that the isomorphism problem for automatic ordinals is decidable. Recall that
by Cantor’s Normal Form Theorem if « is an ordinal then it can be uniquely decomposed as
Ww*ng +w*ng +. .. +w*ny, Where aq, s, . .., oy are ordinals satisfying a; > ag > ... > oy
and k,nq, na,...,n; are natural numbers. The proof of deciding the isomorphism problem
for automatic ordinals is based on the fact that Cantor’s normal form can be extracted from
automatic presentations of ordinals.



E.3. DECIDABILITY RESULTS FOR AUTOMATIC ORDINALS 83

Theorem E.3.2 If a is an automatic ordinal then its normal form is computable from an auto-
matic presentation of «.

Proof Let (R, <,.4) be an automatic presentation over ¥ of the ordinal «. Recall that the
unknown ordinal is of the form o = w™n,, + W™ ', 1 + ... + w?ne + wny + ny Where
My Ny M1, - - - , N1, N are natural numbers. Now one can compute the values m, ng, nq, . ..
by the following algorithm.

1. Input the presentation (R, <)
2. LetD=R,m=0,n,,, =0.

3. While D % () Do

4. If D has a maximum u

Then Letn, =ny, +1,let D = D — {u}.
Else Let L C D be the set of limit ordinals in D; that is L is the set of all z € D with no
immediate predecessor in D. Replace D by L, letm =m + 1, let n,,, = 0.
5. End While
6. Output the formula

W™y + W™ 1 .+ wPng + wng + ng

using the current values of m, ng, . .., ny,.

The algorithm is computable since the set of limit ordinals of an automatic linear order L is first
order definable, and hence computable, in £ by the formula

{z]|Fy)y<zAMVMz)jy<z<z—y=2z]}

Removing the maximal element from D reduces the ordinal represented by D by 1 while the
corresponding n,, is increased by 1. Replacing D by the set of its limit ordinals is like dividing
the ordinal represented by D by w; the set of limit ordinals (including 0) strictly below w™a,,, +
...+ w'a; has order type w™ ta,, + ... + wlas + a;. So the next coefficient can start to
be computed. Based on this it is easy to verify that the algorithm computes the coefficients
ng, n1, - - . iN this order. The algorithm eventually terminates since m is finite. <

The following is immediate.
Corollary E.3.3 The isomorphism problem for automatic ordinals is decidable.
Compare this with the fact that the isomorphism problem for permutation structures is not de-

cidable, Theorem D.2.11. It is not known whether the isomorphism problem for automatic
linear orders is decidable.
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E.4 Automatic tree preliminaries

The remainder of this chapter deals with trees viewed as partial orders. Theorems E.5.6 and
E.5.9 give a necessary condition for certain trees to be automatic. The condition is similar to
that for linear orders and says that the Cantor-Bendixson rank (Definition E.5.1) of the tree be
finite.

Atree T = (T, =) is a partial order that has a least element r, called the root, and in which
{y € T |y < x}is a finite linear order for each z € T. So we think of trees as growing
upwards. Write z||y if x £ y and y £ x. A partial order (T, <) is a forest if there is a partition
of the domain 7" = UT; such that every (7;, <) is a tree. The subtree rooted at z, written 7 (z),
has domain T'(z) = {y € T | x < y} with order < restricted to this domain. The set S(z) of
immediate successors of z is defined as

SE)={yeT|lz<yn(Va)lz 222y = (z=zVz=y)}

Atree T is finitely branching if S(x) is finite for each « € T'. A path of a tree (7', <) is a subset
P C T which is linearly ordered (by <) and maximal (under set-theoretic inclusion) with this
property. A path with finitely many elements is called a finite path; otherwise it is called an
infinite path.

Recall that <., the length lexicographic order on ¥*, has order type w. Thus if 7 is an
automatic tree with T C ¥* then the length-lexicographic order on X* is inherited by each set
S(z). This permits one to talk about the first, second, third, . .. successor of z.

The Kleene-Brouwer ordering of a tree (7', <) is written <, and defined as follows. Let z, y be
nodes on 7. Then z <y, y if and only if either y < x or there are u, v, w such that v, w € S(u),
v Xz, w S yand v <y, w. Inwords, z <, y if and only if either x is above y in the
tree or x is to the left of y (with respect to <., restricted to immediate successors). Note that
< linearly orders 7" and (7', <) is first order definable from (7', X, <j,). Write KB for
the structure (T, <y). We remark that a tree 7 has no infinite path if and only if (T, <g) is
well-ordered.

Finally recall that all trees 7 are assumed to be countable.

E.5 Ranks of automatic trees

Our approach to proving facts about trees is to associate a linear order with a tree, in such a way
that the tree is automatic if and only if the linear order is automatic. Then by Theorem E.2.7
the linear order has finite rank which it turns out implies that the rank of the tree is finite. More
precisely, in this section it is shown that every automatic tree has finite Cantor-Bendixson rank.

Given a tree T, define a subset of T" as consisting of those nodes = € T with the property that
there exist at least two distinct infinite paths in the subtree of 7 rooted at z. It follows from
downward closure that this sub-partial order, d(7), is a subtree of 7 with the same root.

For each ordinal « define the iterated operation d*(7") inductively as follows.
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1 d(T)=T.
2. dH (T is d(do(T)).

3. If awis a limit ordinal, then d*(T") is Np<ad?(T).

Definition E.5.1 The Cantor-Bendixson rank of a tree 7", written CB(7), is the least ordinal
« such that d*(7") = d**1(T).

Remark E.5.2 The Cantor-Bendixson rank of an arbitrary topological space X is defined as
above, using D givenas DX = {P € X | p is not isolated} instead of d. Recall that P is
isolated if {P} is an open set. So given a tree 7 = (T, <), consider the following topological
space. The set of elements are the infinite paths in 7, written [7]. For P € [T] and = € T write
x < Pifx € P and say that z is on P. The basic open sets are of the form {P € [T]| =z < P}
for every = € T. Then the Cantor-Bendixson rank of this topological space, CB[T], is just
the least ordinal « such that D**![T] = D2[T]. Given an infinite path P of 7, the following
statements are equivalent:

e Thereisanode z < P such that P is the only infinite path of 7 going through z;
e P¢ D(T);

e Thereisanode z < P withz ¢ d(T).

It follows that D[7] consists of exactly the infinite paths of d(7). It can be proven by transfinite
induction that also

D[T] = [d*(T)].
Assume now that o = CB[T]. Then d®(7) and d?(T") contain the same infinite paths for all

B > «, but d*(7") might contain some nodes which are not on any infinite paths and therefore
not contained in d**1('7). Thus the two CB-ranks might differ, but they differ at most by 1:

CB[T] < CB(T) < CB[T] + 1.

A witness 7 with CB[T] # CB(T) is the tree where the domain consists of the root 0 and,
for every n > 0, the strings 01%:01220...1%0 with a; > as > ... > a,; the ordering is the
prefix-relation < restricted to this domain. One has for every node 01%:01%20...1%0 € T
that 01101%20...1%0 € d™(T) < a, > m. So d* = {0}. It follows that CB[T] = w by
D®(T) = @ while CB(T) = w+ 1 by d“**(T) = 0 # d“(T). This witness is also robust
to small changes in the definition of d. If one, for example, takes d(7") to contain exactly
those nodes which are on infinitely many infinite paths of 7, then the resulting trees d*(7") and
derived CB-ranks are the same.

Here are some basic properties of CB—rank.
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Property E.5.3 If 7 is a countable tree with CB(7") = « then

1. «is a countable ordinal.
2. 1fd*(T) # 0 then d*(T") and T contain uncountably many infinite paths.

3. If d*(T) = 0 then T contains only countably many infinite paths. Furthermore, « is
either 0 or a successor ordinal.

Proof For each 3 let z5 € d°(T) \ d°**(T). Since T is countable, and o # $3 implies that
To # x5, the set of ordinals 3 such that d?(T) \ d?*1(T) # 0 is also countable. Hence its least
upper bound, a countable ordinal, say «, is CB(7T). This proves (1).

If d*(T) is not the empty tree, then for every z € d*(T) there existy, z € d*(T) withz < y, 2
and y||z. In particular the full binary tree ({0,1}*, <,) embeds in d*(7). Since d*(7T) is a
subset of 7, the full binary tree also embeds in 7. This proves (2).

If d*(T) is the empty tree, then one shows that 7 has only countably many infinite paths
as follows. For every infinite path P of 7 there is a minimum ordinal 3, < « such that
P ¢ dPP(T). Furthermore, there is a node zp in P such that zp ¢ d°?(T). Since zp € d"(T)
forall v < Bp, it follows that 3p is a successor ordinal § 4+ 1. Furthermore, P is the only infinite
path of d°(7") which contains zp. Thus the mapping P — (zp, Bp) of the infinite paths of 7
to pairs of nodes and successor ordinals up to « is one-one. Since the range of this mapping is
countable, so is its domain. Now for every v < « the root of 7 is in d?(7). So if o > 0 then it
is a successor ordinal. This proves (3). <

As a matter of convenience we introduce a variation of CB-rank.

Definition E.5.4 Suppose that 7 has countably many infinite paths. Define the CB,-rank of
T, written CB,(7), as the least ordinal « so that d*(7) has finitely many nodes.

This is well defined since d*(7) = (0 for some «. Note that CB,—rank is non-increasing in
the sense that if z < y then CB..(7 (y)) < CB.(7 (z)). Also since finite trees have no infinite
paths, CB,.(7) < CB(T) < CB,(T) + 1.

Lemma E.5.5 Suppose 7 has countably many infinite paths and that 7 is finitely branching.

1. CB,(T) is 0 or a successor ordinal.

2. If CB.(T) > 8 + 1 then there is some z € T with CB.(7 (z)) = 5+ 1.
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Proof Say CB.(7) = aand a > 0 is a limit ordinal. Then d*(7) contains an infinite path as
follows. The root of 7, call it zy, is in d*(7") for otherwise d”(7) is empty for some v < «.
Since xq has finitely many immediate successors in 7, there must be one, call it x, with the
property that z; € d*(7T) for otherwise the maximum of the CB,-ranks of the immediate
successors of zq is < « and so CB,(7) < «. Proceed in this way to build an infinite path
Xg, T1, Ta, - - - 0f d*(T). In particular then the CB,—rank of 7 is not «. This proves (1).

Let CB.(7) > B+ 1. Then d°(T) is an infinite finitely branching tree and so contains some
infinite path P. Moreover there must be some infinite path of P  d?(T) so that P ¢ d?*+!(T);
for otherwise we could embed a copy of the infinite binary tree in d?(7) and so conclude
that 7 has uncountably many infinite paths. Hence pick = € P with = ¢ d°*1(T). Then
CB.(T(z)) = B8+ 1. This proves (2). <

For the first result one associates the Kleene-Brouwer ordering KBy = (T, <) With a tree
T (see section E.4). In words, z <, y if and only if either z is above y in the tree or =
is to the left of y (with respect to <;., restricted to immediate successors). For example if
Y1 <utex Yo <uez * -+ <ues Vi are the immediate successors of the root r of 7 then KBr =
KBy, + - - + KBy, + 1. Recall that 7 (x) denotes the subtree of 7 with root z and that its
domain is written T'(z).

Theorem E.5.6 The CB-rank of an automatic finitely branching tree with countably many in-
finite paths is finite.

Proof Suppose 7 is finitely branching with countably many infinite paths. We now prove (f)
that By is scattered and CB,(7) = VD,(KBr). Consequently if 7 is automatic then so
is ICBr, which by Theorem E.2.7 has finite VD-rank and hence finite VD,-rank. Then the
CB,-rank of 7 must be finite as required.

To prove (1) proceed by induction on CB, (7). If T has CB,-rank 0 then B is finite and so
has VD,-rank 0. Before proceeding to the general case, we make some observations. Suppose
T contains an infinite path z1, zo, z3, - - . For a given i list S(z;) as follows: y1 <pez * ** <utex
Yk <itez Tit1 <ilez 21 <ilex *** <utex 21 Define the set L; C T as UT (y,) and define R; C T as
UT'(z;). So L; and R, are forests of disjoint subtrees of 7. Abuse notation and define KB, as
the linear order KCBr(y,) + KBr(y,) + -+ - + KBr(y,). Similarly define KB, as the linear order
KBr() + KBry) + - - - + KBr,,). Then by definition of <,

KBy = (KBp, + KB, +KBr,+- ) + (- -+ KBpgy + 13+ KBg, + 12+ KBg, +11), (E.1)

where 1; has order type 1 and represents the element x;. In particular suppose 7 contains
exactly one infinite path. Then every B, and KBg, is a finite linear order. So depending on
whether there are infinitely many 7 such that B, (or KXBg,) is the empty linear order, B
has one of the following scattered order types: w*, n+ w* for some n € N, or w + w*. Note that
these orders have VD,—rank 1.
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For the general case, suppose the CB,—rank of 7 is not 0. Then by LemmaE.5.5 (1) itis 8+ 1
for some ordinal 5. Let X = {z € T | CB, (7 (z)) = 8 + 1}. Then X is a downward closed
subset of 7, and so X is a tree.

The tree X' has infinitely many nodes. Indeed for every z € X, the finitely branching tree
d?(T (z)) is infinite and so contains an infinite path (w;). For every i the tree 7 (w;) has CB,—
rank 8 + 1 and so w; isin X. So X, also being finitely branching, has at least one infinite path.
Now if X has infinitely many infinite paths then since X is finitely branching we can construct
an infinite path (z;) of X’ such that for every i there are infinitely many infinite paths in X (z;)
(the subtree of X" with root z;). For infinitely many i there isay € S(z;) \ {241} withy € X.
So T contains the infinite path (z;) with CB.(7 (2;)) = £ + 1 and for infinitely many ¢ there is
y € T thatisin S(z;) \ {zi+1} with CB.(T (y)) = 8+ 1. So d°*'(T) contains the infinite path
(z;) contradicting that CB,(7) = 8+ 1. We conclude that X’ contains a non-zero finite number
of infinite paths.

Let (z;) be some infinite path of X and define L; C T and R; C T as above. The forest £;
(or R;) consists of finitely many disjoint subtrees of 7; list these as 7 (w1), - - -, T (wy), where
w; € S(x;). Then CB,(T (w;)) < B + 1. Moreover since X has only finitely many infinite
paths, there exists ¢ € N such that for every i > c, every tree 7 (w;) of £, and R, has CB,—rank
< B. By induction KBr(.,;) is scattered and CB. (7 (w;)) = VD, (KBrw;)). So forevery i > ¢
the linear order £; (and R;) being a finite sum of such 7 (w;) is scattered and has VD,-rank
equal to the supremum of VD, (7 (w1)), -+, VD,(7T (wx)) which is at most 5. Moreover by
Lemma E.5.5 (2) there are infinitely many m > ¢ for which there exists a tree 7 (w;) in Ly,
(or R,,) that has CB,—rank . We conclude that there are infinitely many KBy, (or infinitely
many KBg,, ) with VD,—rank exactly 5. Hence using Equation E.1 and Lemma E.2.3 the linear
order KBr(,) has VD,~-rank 3 + 1.

Pick n < cso that £,, (or R,,) contains a tree 7 (w;) of CB,—rank § + 1. Argue as before with
T (w,) in place of T. To this end define X’ as {z € T'(w;) | CB.(7T(z)) = S+ 1}. Then
as before X' is a subtree of 7 (w;) with finitely many infinite paths. However since X" does
not contain the previous infinite path (z;), the tree X’ has fewer infinite paths than X’. This
guarantees that after a finite number of iterations ¢ = 0.

Since X has a finite (non-zero) number of infinite paths, we can write LB as a finite (non-zero)
sum of linear orders of VD,—rank 3 + 1. This completes the induction. <

Theorem E.5.7 The CB-rank of every finitely branching automatic tree is finite.

Proof Let 7 be a finitely branching automatic tree and LB+ the Kleene-Brouwer ordering of
T. Call anode @ € T scattered if 7 (a) contains countably many infinite paths. By the proof
Theorem E.5.6, KBr(q is a scattered linear ordering and CB,(7 (a)) = VD.(KBr@)). But
applying the proof of Theorem E.2.7 to the automatic linear order KB, there exists e € N such
that VD([z,y]) < e for every scattered closed interval [z, y] of KBr. In particular for every
scattered a € T, VD, (KBr(q)) < VD(KBr(q)) < e. S0 CB(7 (a)) < eand d*(7) contains no
scattered nodes.
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We claim that d¢(7") = d*T1(T). Itis always the case that d*™1(7) C d¢(T). If T has countably
many infinite paths then d¢(7) is empty. Otherwise suppose =z € d¢(7). Then x is not a scat-
tered node since all the scattered nodes have been removed, and so 7 (x) contains uncountably
many infinite paths. In particular z € d***(T). So d*(T") C d*™'(T), as required. <

Next we remove the condition that the tree be finitely branching.

Definition E.5.8 Given a tree (7', <), define a partial order z <’ y on T" by
z3yV @FweT)|z,we SW)AT <pez w Aw < Y];

where <., is the length lexicographic order and S(v) the set of immediate successors of v with
respect to <.

Recall the set S(z) is the set of <-immediate successors of z € T'. Then since <j;, restricted
to S(x) has order type w if S(z) is infinite, (T, <’) is indeed a tree which we denote by 7.
Let s(x) be the length-lexicographically least element of S(z) for the case S(x) # (0 and let
s(x) = u for a default value u ¢ T if S(x) = 0.

Note that <" extends <. For z € T let S’(x) be the set of successors with respect to <’. Then
S'(x) contains s(z) whenever s(z) # w and the length-lexicographically next sibling y of z
with respect to < whenever this y exists. Recall that y is a sibling of = with respect to < if there
is a node z with z,y € S(z). Hence 7' = (T, <') is a finitely branching tree that is automatic
if 7 is automatic.

Theorem E.5.9 The CB-rank of an automatic tree 7 = (7, <) is finite.

Proof Let U and U’ be the sets of infinite paths of 7 = (7, <) and 7' = (T, =X'), respectively.
Since every infinite path of 7 generates an infinite path of 77, there is a one-one continuous
mapping ¢ from U to U’. This mapping satisfies forall P € U andall z € T: = € P iff
s(x) € q(P). Furthermore, U’ contains besides the paths of the form ¢(P) for some P € U
also the paths generated by those sets S(z) where S(z) is infinite. Since there are countably
many of these additional paths one has the following equivalence for all z: {P € U : z € P}
is uncountable iff {P' € U’ : s(x) € P'} is uncountable.

Now one shows by induction over n that the following implication holds for all x € T with
s(z) Zuandn € N: z € d*(T) = s(z) € d"(T'). The property clearly holds for n = 0.
Now assume the inductive hypothesis for n and consider any x € d"™'(7). There are two
distinct infinite paths P,QQ € U suchthatzx € PN @ and P U Q C d"(T). It follows that
s(z) € ¢(P) N ¢(Q). By induction hypothesis and by ¢ being one-one, s(x) is a member of the
two distinct infinite paths ¢(P), ¢(Q) of d*(7") and thus s(z) € d"*(T"). This completes the
proof of this property.

By Theorem E.5.7, there is a natural number n such that d™(7") contains exactly those nodes of
the form s(z) which are in uncountably many members of U’. Then all z € d"(T) satisfy that =
is in uncountably many members of U. On the other hand, every x being in uncountably many
members of U is in d"(7). So d"(7) contains exactly the nodes = which are in uncountably
many members of U and d"*! (7)) = d™(T). The CB-rank of 7 is at most n. <
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E.6 Automatic versions of Konig’s Lemma

Konig’s Lemma says that every infinite finitely branching tree has at least one infinite path.
This section consists of automatic versions of this and similar results, all of which will be
referred to as automatic versions of Konig’s Lemma. We briefly summarise the computable
analogues. Here a tree is a computable set 77 C N* that is prefix-closed, partially ordered by
prefix. Here are a sample of results that show the failure of computable versions of Konig’s
Lemma. There is an infinite computable binary branching tree without computable infinite
paths, though this tree has uncountable many infinite paths, see [Odifreddi - 1989, Section 5].
There exists a computable finitely branching tree with exactly one infinite path, and that path is
not computable. Finally there exists a computable infinitely branching tree with infinite paths,
none of which is hyperarithmetical, see Rogers [1967]. Contrast these with the fact that Konig’s
Lemma and its variants have automatic analogues in the strongest possible sense. For instance,
every automatic tree (7', <), not necessarily finitely branching, either has a regular infinite path
or does not have an infinite path at all. Also if an automatic tree has countably many infinite
paths then every infinite path is regular.

Proposition E.6.1 It is decidable whether an automatic tree has an infinite path.

Proof Let (7', <) be an automatic tree and recall that (7', <) is an automatic linear order. By
Proposition E.3.1 it is decidable whether this order is isomorphic to an ordinal. And this is the
case if and only if (7, <) has no infinite path. To prove this last statement recall that a linear
order is isomorphic to an ordinal if and only if it has no infinite decreasing chain. So suppose
(T, <) hasan infinite path z; < xo < z3.... Thenz; >g, o >k 3 . . . IS an infinite decreasing
chainin (7, <y), and so (T, <) is not isomorphic to an ordinal. Conversely, suppose (T, <)
is not isomorphic to an ordinal and let z; >, xo > 3 - - - be an infinite decreasing chain. We
define an infinite path (p;) of (T, <) as follows.

1. Leti=1andj=1.

2. Repeat

(a) Define p; = z;.

(b) Replace j with the smallest £ > j for which there is a u € S(p;) with u < z; for
everyl > k.

(c) Replace i withi + 1.
3. End Repeat
If such a & exists in step 2(b) of every stage of the repeat loop, then the resulting sequence (p;) is

an infinite path in (7', <). So suppose that the algorithm has computed py, po, - - -, p, With p; <
po < -+ < p,.S0i=mnandj € N. For every m > j define u(z,,) as the immediate successor
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of p; that is < z,,,. Then this sequence satisfies u(z,) >uer U(Tmi1) ez U(Tma2) ier - -
SINCE Ty >kp Tont1 kb Tmaz >kp - - - BUt since <y, IS isomorphic to an ordinal (of type w) it
can not have an infinite decreasing sequence. Thus the sequence is eventually constant; that is,
there is a (smallest) & > j such that for every | > k one has u(x) = u(z;) < z; as required. <

Finitely branching automatic trees

An infinite tree is pruned if every element is on some infinite path. Note that for a tree 7
the set of elements E(7) above which there are infinitely many elements is definable as {z €
T | (3*°y)x < y}. Soif T is finitely branching then E(7) consists of those nodes of 7 that
are on some infinite path. Indeed, if z € E(T) then by Konig’s Lemma it is on an infinite path.
Conversely if z ¢ E(T) then there are only finitely many elements above it (in 7°) and so it is
not on an infinite path. Hence the subtree (E(7), <) is pruned and contains every infinite path
of 7. Further if T is automatic then so is E(7).

Theorem E.6.2 (Automatic Konig’s Lemma 1) If 7 = (7, <) is an infinite finitely branching
automatic tree then it has a regular infinite path. That is, there exists a regular set P C T so
that P is an infinite path of 7.

Proof By the previous remark replace 7 with the pruned automatic tree (E(7), <), and call
the resulting tree 7. Recall that the length-lexicographic order <., on ¥* is automatic and
therefore one can extend the presentation of 7 to include <y, namely (7, <, <je.) is an
automatic structure. Now define the leftmost infinite path P with respect to the length-lexico-
graphic order of the successors of any node. P contains those nodes = for which every y < =
satisfies that Vz,2' € S(y) [z = = = 2z <je #'|, and so by Proposition B.1.22 P is regular.
This means, that the unique node z € S(y) which is below z is just the length-lexicographically
least element of S(y). Since the length-lexicographic ordering of X* is a well-ordering (of type
w), this minimum always exists.

We briefly check that P is an infinite path. Firstly P is closed downward. Indeed, given z € P,
let @ < z. Then for every y < a, if 2,2’ € S(y) and z < y < x so by hypothesis then
2z <yer 7', @s required. Secondly P is linearly ordered. For otherwise if z,a € P with z||a,
then let z be their <-maximal common ancestor. Consider two successors of z say v and w with
v < x and w < a. Without loss of generality suppose that v <, w. Then z, v and w form a
counterexample to a’s membership in P. Finally P is infinite (and hence maximal with these
properties). Indeed if z € P, then the <y.,-smallest element in S(z) is also in P. Hence P is
an infinite regular path in 7, as required. <

If in the hypothesis above 7 contains finitely many infinite paths, then every infinite path is
regular since after defining P, one considers the tree on domain 7"\ P to find the next infinite
path. The next theorem generalises this to the case when 7 contains countably many infinite
paths.
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Theorem E.6.3 (Automatic Konig’s Lemma 2) If 7 = (T, <) is an automatic tree that is
finitely branching and has countably many infinite paths, then every infinite path in it is regular.

Proof As before replace 7 with the automatic pruned tree (E(7), <). Then the derivative
d(T) is definable and so the elements of the tree 7\ d(7") form a regular subset of T, call it R.
Then R consists of countably many disjoint infinite paths, each definable as follows. For every
<-minimal a € R define the infinite path P,as {x € T |z <aV (a <z ANz € R)}.

Now replace 7 by d(7") and repeat the steps in the previous paragraph. Since CB(7) is finite,
these steps can be iterated at most CB(7") times; after which time the resulting tree will be
empty and every infinite path in the original 7 will have been generated at some stage. <

The assumption that 7 has countably many infinite paths can not be dropped, since otherwise
T necessarily has non-regular (indeed, uncountably many non-computable) infinite paths.

The general case

It turns out that automaticity allows one to remove the condition that 7 be finitely branching,
under the assumption of course that 7 has at least one infinite path. This can be done if given
an automatic tree 7, one can effectively construct an automatic copy of the pruned tree E(7),
the set of elements of 7 that are on an infinite path in 7. Then as in the finitely branching case,
Theorem E.6.2, the <;,..-least path is definable and hence regular.

Theorem E.6.4 (Automatic Konig’s Lemma 3) If an automatic tree has an infinite path, then
it has a regular infinite path.

This follows immediately from the following construction.
Lemma E.6.5 If 7 is an automatic tree then E(7) C T is a regular language.

Proof Let 7 = (7, <) be an automatic tree. Writing 7" for E(T), it is required that the set
T’ ¢ ¥* of all nodes in T that are on an infinite path is a regular language.

The idea is to construct a Biichi recognisable language® B over the alphabet A = ¥ | x ¥ so that
its projection (onto the first co-ordinate) is of the form 7" - { L} - W for some regular W C X% .
Then T is regular since Biichi automata are closed under projection and an automaton for 7’
can be extracted from one for B.

Say that a word z is on cqc; . . ., Where each ¢; is (a;,0;) € ¥, x X, if and only if there exist
m,n € N such that

eitherm =0,z = apa; ...a, and a, 1 = L

!Recall that a (non-deterministic) Biichi automaton (.S, ¢, A, F') over X accepts an infinite string a € %« if it
has a run (g;);en such that there is some state f € F with f = g, for infinitely many j € N.
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orn>m>0,x=byby...0pn 10m0mi1...0n Gp_1 =L anda,,1 = L.

In the first case we say that x is the first word on cyc; . ... Consider the set of all sequences
(ag, bp)(a1,b1) ... € Asuchthat there are infinitely many words on the sequence and the words
on the sequence generate an infinite path of 7. More formally,

e I®n(a, = 1);

e ify,zareon (ag,by) (a1,b1) ...and |y| < |z|theny < zand y,z € T.

There is a Biichi automaton B accepting such sequences because the orderings < and length-
comparison are automatic and 7" is regular. Further using that 7 is transitive, one need only
check that adjacent words ¥, z on the sequence satisfy y < z.

To complete the proof we prove that z € 7" if and only if z is the first word on some sequence
cocy - - - Satisfying the two conditions. The reverse implication is clear. For the forward implica-
tion let x € T be given and P be an infinite path witnessing that z € T”. Define the sequences
apay . ..and byb; ... described below.

1. Choose n, ag, a1, .. .,a, such that x = agay . ..a,. Leta, 1 = L.

2. Letm =0. Lety = x.

3. Find b,,b,,+1 - . . byy1 such that infinitely many nodes in P extend bgb; . . . b,,,_1 as strings.
4. Update m = n + 2.

5. Find a new value for n and a,,,a,,, 41 - - - a,, SUCh that n > m, the path P contains the node
z2="bob1...by_10mQmys1...apandy < z. Leta,, ; = L.

6. Lety = 2. Goto 3.

Note that it is an invariant of the construction that whenever the algorithm comes to Step 3,
either m = 0 or infinitely many nodes in P extend the string bgb; ... b, 1. As there are only
finitely many choices for the new part b,,,b,,+1 . - - b, 1, One can choose this part such that still
infinitely many nodes in P extend bgyb; . .. b, as a string. In Step 4, m is chosen such that the
precondition of Step 3 holds again and b,), is the first of the b-symbols not yet defined. For every
y € P it holds that all but finitely many nodes z in P satisfy y < z. Furthermore, for every
finite length /, almost all nodes in P are represented by strings longer than [. Thus one can find
a node z as specified in Step 5 and the algorithm runs forever defining the infinite sequence
(ag, bo)(a1,b1) ... in the limit. In particular, such a sequence exists. It is not required that the
sequence can be constructed effectively since the path P might not even be computable. <

From Theorem E.6.4, we see that if an automatic tree has finitely many infinite paths, then each
is regular. The next theorem generalises this to trees with countably many infinite paths.
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Theorem E.6.6 (Automatic Konig’s Lemma 4) If an automatic tree has countably many infi-
nite paths then every infinite path in it is regular.

Proof Let 7 = (T, <) be an automatic tree with countably many infinite paths. Then the ex-
tendible part of 7, E(T) C T, is regular by Lemma E.6.5. So the derivative d(7) is automatic.
Write E“(T) C T for the extendible part of the domain of d*(7"). Then since 7 is automatic
CB(T) is finite, say n. And since 7 has countably many infinite paths, d"(7) is the empty tree.
So the structure (7, E°(T), E*(T), ..., E"(T), <) is automatic.

Now for every = € T there exists an m < n such that z is in the domain the tree d™(7) and
not in the domain of the tree d™*1(7). In particular if P is an infinite path of 7" then there is a
largest m < n such that P C E™(T). The path P is isolated on (E™(T), <) since otherwise
P would also be an infinite path of d™*1(7") and a subset of E™*(T). Define zp € T to be
the least, with respect to <, element of P which is not in E™*1 (7). Then P is the only infinite
path of E™(7) containing xzp. So P is the set of all y € E™(7) which are comparable to zp
with respect to <. Hence P is regular. <

If 7 is an automatic tree with countably many infinite paths, then there is a formula specifying
all these paths which is built from the parameters n, E°(T), EX(T), ..., E™(T) defined in the
previous proof. The formula is the following one:

®(a,b) = \/;:01 [a€ EX(T)ANa ¢ EY(T)AbE EY(T)] A
[(b=<a)V(a<bA (Ve,d,e € EY(T))
[a<cAdiee S(c)Nd=2b=d <yes €])].

The formula ® and each set P, defined as {b € T' | ®(a, b)} satisfy the following conditions:

e If a € E° then P, is an infinite path of T;
e If a ¢ E then P, is empty;

e For every infinite path P of 7 there is an a with P = P,.

Most of the content of this chapter appears in Khoussainov et al. [2003a].



Chapter F

Classifying automatic structures

This chapter addresses two foundational problems in the theory of automatic structures. The
first problem is that of classifying classes of automatic structures, namely determining each
element of a class, up to isomorphism, in terms of relatively simple invariants. To this end
we classify the automatic boolean algebras, and develop techniques to prove that some Fraissé
limits, such as the infinite random graph and the universal partial order, do not have automatic
presentations. Typically this involves bounding the growth of some aspect of a possible presen-
tation — for instance the lengths of strings encoding the elements of the structure.

The second problem concerns the isomorphism problem, namely deciding whether two au-
tomatic structures are isomorphic or not. We prove that the complexity of the isomorphism
problem for the class of all automatic structures is ¥:1-complete.

Although the results in the first section imply that certain classes of automatic structures are
limited, the :1-completeness implies that the class of all automatic structures is rich, and we
should not expect to be able to classify all automatic structures.

F.1 Growth level of string lengths

This method bounds the lengths of strings in an automatic presentation of a structure. A relation
R c AF*tis called locally finite if for every tuple @ (of size k) there are at most a finite number
of tuples b (of size ) such that (@, b) € R. If b= (b1, --,b;) then write b € b if b = b; for some
1 <4 <. Similarly write b € B'if b, € Bforevery1 < i < [. Noteif f : A* —» Aisa
function then its graph is a locally finite £ + 1-ary relation. A structure is called locally finite if
each of its atomic relations R; is locally finite for some choice of k; and [;, written R; C Akitli,

Definition F.1.1 Let A = (A4, Ry, - - -, R,) be an automatic locally finite structure. Let G be a

finite subset of A.
95
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1. Define Ey(G) = G and for n € N let

Enn(G)= (J{be Al (Fbe A, FacEFG)bebA(ab) e R}

1<i<s

2. Define Ly(G) = Ey(G) andforn € Nlet L, .1 (G) = L,(G) U E,11(G).

So L,(G) is the set of elements that can be formed by at most n applications of the atomic
relations starting from G. A structure A is called finitely generated if there exists a finite set
of generators G C A such that A = J,. Li(G). The function n — |L,(G)] is called the
growth of the structure A based at G.

The result then says that the growth (based at ) of a finitely generated locally finite automatic
structure is bounded above by a single exponential. The proof rests on the following observa-
tion, which appears in a simpler case in Elgot and Mezei [1965].

Proposition F.1.2 Suppose that R C A**! is a locally finite FA recognisable relation. There
exists a constant p, that depends only on the automaton for R, such that

max{|y| |y € y} — max{[z[ |z € T} <p

for every (Z,7) € R.

Proof Let ¢ be the number of states of the automaton recognising ®(R). We will see that
the required constant p may be taken as ¢ x [. Fix (Z,y) € R and say =’ € ¥* has length
max{|z| | z € T}. There is some largest number m < [sothata,,as, - - -, a,, are distinct indices
with the property that y,, has length at least |z'| for every 1 < i < m. Without loss of generality
we may suppose that |y,,| < |ya,| < -+ < |ya,|. In particular [y,,, | = max{[y| | y € 7}.
Define d; as |y,,| — |2'|, and d; &S |y,,| — |ya, ,| fOr1 < i < m.

Suppose by way of contradiction that |y, | — |z'| > ¢ x I. Then there is some 7 so that d; > ¢
since |y,,, | — |2'| =di + -+ dmn and m < I. Letn be |2'| ifi = 1 and |y,, ,| if ¢ > 1. Now
we can pump the string ®(Z, 7) between positions n and n + d;. Here the essential property is
that if |y;| > n then |y;| > n + d;. So for these y;, write y; = v;w; where |v;| = n. Then
by the Pumping Lemma partition w; into a;b;c; and conclude that for every ¢ € N the string
(T1, -, Tk, 91 -, Y1) € ®(R) where ) isy; if [y;| < nand a;blc; if [y;| > n. This contradicts
that R is locally finite. <

We introduce some notation.

Definition F.1.3 Suppose D is a structure over alphabet X. Write 3<" for the strings of 3 of
length at most n. Let ©°(™) denote = <*” for some k. Write D,, for DN X<"; that is the elements
of the domain D of length at most n.

The following essentially appeared in Khoussainov and Nerode [1995] and later in Blumensath
[1999].
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Proposition F.1.4 Let D be an automatic structure containing locally finite atomic relations
Ry, ---, R, and generating set G = {g1,-- -, g;} C D. Then there is a linear functiont : N —
N such that L,,(G) is a subset of all those words in D of length not exceeding ¢(n). Hence, if
3| = 1then |L,(G)| = O(n), and otherwise | L, (G)| = |X|°®.

Proof Suppose R; C DFitli, Let k = max{k;} and I = max{l;}. Let A be an automaton over
Y. that recognises those (1, - - -, Zg, y1, - - -, y;) such that

\/i[Ri(-rla oy Ty Y1, 00, ylz) /\k¢<a§k,li<b§l (:Ea =AA Yp = )\)]

Note that z € L, (G) with respectto Ry, ---, R, if and only if z € L,,(G) with respect to this
k + l-ary relation.

Define ¢ = max; |g;| and let p equal the number of states in .A. We show by induction on n
that £,(G) C Dgyinp. For the base step, Ey(G) C D, by the definitions. For the induction
step, assume that E,,(G) C Dgyinp. Theny € E,1(G) if and only if there exists Z and 7 so
that R;(Z,y) where 7 = (z4,-- -, zy,) has z; € E,(G) for every j and y € 5. By the proof of
Proposition F.1.2, |y| < max{|z;| | z; € Z} + p. SO E,11(G) C D(g1np)+p Which completes
the induction. That L,,(G) C Dy, follows from the definition of L, (G).

For |X| =1, since |D,,| = m+ 1, |L,(G)| < g+ np + 1 as required. Otherwise, | D,,,| = |X|™
and so | L, (G)| < |X]|97™ as required. <

Example F.1.5 The free group on k£ > 1 generators is not automatically presentable.
Indeed, for G = {g1,-- -, gx}, L(G) contains all words of length, in the generators, at most 2".
So | L,(G)| is at least £(2"). <

Using this method Blumensath [1999] proves that the following structures do not have automatic
presentations:

1. (N, x) where x is usual multiplication, and

2. (N, p) where p is a pairing function (namely p : N> — N is a bijection).

The next section contains new proofs of these results.

We now apply Proposition F.1.2 to classify particular classes of algebraic structures, namely
integral domains and Boolean algebras.

Recall that an integral domain is a commutative ring with identity (D, +, 0, -, 1) with the prop-
ertythatifx -y =0thenxz =0o0ry = 0.

Theorem F.1.6 There is no infinite automatic integral domain.
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Proof Suppose by way of contradiction that (D, +,0,-,1) is an infinite automatic integral
domain over alphabet . Suppose that 1 € ¥ and identify (1*,-) with (N,+). Recall that
D,, = D x=". Define arelation M(n,z), forn € 1* and z € D, by

(Va,b,d' V' € Dy)[a-z+b=d -z+V = (a=d Ab=1)].

We show that for every n there exists an x € ¥* such that M (n, ) holds. Suppose for some n
that there were no x with M (n, z). Then for every z € D there exist a, b, a’, b’ € D,, such that
(a,b) and (@', ') are distinct pairs with the property that that a -  + b = o' - © + b'. Since D,, is
finite and D is infinite there exist such distinct pairs (a,b) and (a’,¥') witha-y+b=d' -y + ¥
for infinitely many y’s. So (a — a') - y = (b' — b) for these y’s. Now a # «’ for otherwise also
b = b', contradicting the assumption that (a, b) # (a’,¥'). Also (a—d')-y = (a—d')-y' = b'—b
for some y # y'. Rewriting one gets that (e — a’) - (y — ') = 0 and since a # a' the property of
being an integral domain implies that y = %', a contradiction. This completes the proof of the
existence of such an z.

Now define a relation F'(n, x) by
M(na .I) A (Vy) [M(na y) —= T <jlex y]

Then F(n,z) if = is the length-lexicographically least z such that M (n,z). Now define a
relation E(n, x) by

(Ja € D)(3b € D)[la] < |n|Ab| < |n|Ax=a-F(n,z)+ b

But for every (a, b) # (@', ¥') with (a, b) and (¢, ¥') in D,,x D,,, itis the case that a-F'(n, z)+b #
a - F(n,z)+b.S0o{x € D|E(n,z)}is at least | D,|?. Note that F(n,z) is a locally finite
relation and so by Proposition F.1.2 there isa £ € N such that {z € D | E(n,z)} C Dy .
Hence |D,? < {z € D | E(n,x)}| < |Dnix| = O(|Dy|) and so |D,| = O(1). Hence D is
finite, contradicting that D presents an infinite structure. <

Corollary F.1.7 There is no infinite automatic field.

Automatic Boolean Algebras

Recall that a Boolean algebra B = (B, U, N, ) induces a partial order z C y definedasz Ny =
x. Write 0 for the bottom element and 1 for the top B. Write z for 1 \ z. If S C B then write
US for the element Uscs. Say that y € B splitsz € Bifx Ny # 0and z Ny # 0. A non-zero
x € Bisanatomif y C x implies that y = 0 or y = x. Then B is called atomless if it has no
atoms. Also B is called atomic if for every = € B there exists an atom y C z. Note that atomless
implies not atomic, but the converse does not hold. Indeed if B is not atomic then there is an
element x € B such that there is no atom below it. In thiscase ({y € B |y C z},N,U,\) isan
atomless Boolean algebra, which is unique up to isomorphism. Note that this atomless Boolean
algebra is first order definable in B with parameter x and hence is automatic if B is automatic.
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However we will shortly prove that there is no automatic presentation of the atomless Boolean
algebra and so conclude that if B is an automatic Boolean algebra, then it has no atomless
subalgebra. Such an algebra is called superatomic.

The following lemma is useful.

Lemma F.1.8 Suppose B is an automatic boolean algebra. There exists a constant e € N, that
depends only on the automata for B, such that for every finite set S of n elements of B, the
length of US is at most

max{|s|} + elogn.

SES

Proof We calculate a bound on | U S| by considering a ‘computation tree’ computing US. Let
h be the least integer greater than or equal to log n. Denote by B, the full binary tree of height
h. It has at least n leaves. Label the nodes of By, as follows. The leaves are labelled by elements
of S in such a way that every element of S is the label of at least one leaf. Suppose we have
labelled all the elements on i-th level of the tree, x4, - - -, x, identifying the nodes of the trees
with their labels. Label the ¢ — 1’st level as follows. For every odd j < k, label the parent of z
and x4, by z; U z; 1. This completes the labelling of the tree B,. Note that the label of the
root of the tree is US. By Proposition F.1.2 there is a constant d such that for every a,b € B
it holds that |a U b] < max{|al, |b|} + d. Then by induction if z € B is a label of a node on
the i-th level of the tree B,, then |z| < max,es{|s|} + d(h — 7). Setting 7 = 0 and noting that
h <1+logn itholds that | U S| < maxses{|s|} + d(1 + logn), as required. <

If B is a Boolean algebra and G C B then write B(G) for the subalgebra generated by G,
namely the smallest (with respect to set inclusion) subalgebra of B containing G. If G is a
free set of generators of size n then |B(G)| = 2". A property that distinguishes the atomless
Boolean algebra B is the following: for every d € B (that is not the minimum element 0) there
existsz € BsuchthatzNd# 0andzNd # 0.

Proposition F.1.9 The countable atomless Boolean algebra has no automatic presentation.

Proof Suppose by way of contradiction that B is an automatic presentation of the countable
atomless Boolean algebra over alphabet Y. For every binary string o, define an element b,
inductively as follows. Set by = 1. Suppose b, has been defined and consider the length
lexicographically least element € B that splits b,. Define b,o = z N b, and b,y = = N b,.
Note that for e € {0, 1}, b, is first order definable from b, using the <., ordering. Hence by
Proposition F.1.2 there exists a constant & such that [b,.| < |b,| + k.

For every n € N define X,, = {b, | |o| = n}. Then by repeated application of Proposition F.1.2,
x € X, implies that |z| < |1| + kn. However for every z,y € X, it holds that z Ny = 0 and
so B(X,), the Boolean algebra generated by X,,, has 2!%=! atoms. Let Y € B(X,,) and note that
Y € B isaunion of at most 2" elements of X,,. So by Lemma F.1.8, |Y'| < |1| + kn + en for
some e € N independent of Y. Hence B(X,) C X°™. However there are 2(2*) elements in
B(X,), which exceeds |£°(™)|, a contradiction. <
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Hence every automatically presentable Boolean algebra is superatomic. We now classify the
automatic superatomic Boolean algebras. Call two elements a, b € B F-equivalent if (a N b) U
(b a) is a finite union of atoms. This is a congruence relation on B, and so write B/ F' for the
quotient algebra. For 2 € B, write z/F for the F-equivalence class of z. Call z € B large if
there are infinitely many atoms of B below z. Call x € B extra-large if «/F is large in B/ F,
that is if there are infinitely many atoms of B/F below z/F. Recall thaty € B splitsz € B
ifxNy # 0and x Ny # 0. Note that if [ € B is extra-large then there exists y € B that
splits { such that [ N y is extra-large and [ N 3 is large. Suppose that B is automatic. Then B/F
is first order definable in B, and so is automatic. Similarly the sets of large, and respectively
extra-large, elements of B are regular.

Proposition F.1.10 If B is a superatomic automatic Boolean algebra then B/ F is finite.

Proof Suppose that B is automatic and that B/F is infinite. For every n € N\ {0} we will
construct a finite binary B-labelled tree 7,,. The tree will be a prefix-closed subset of {0, 1}*.
Its labels will consists of n + 1 extra-large elements, n large elements (that are not extra-large),
and n(n — 1)/2 atoms. Denote by L the set of large elements of B, by X L the set of extra
large elements of B, and by A the set of atoms of B. The following operations will be used. The
function f : XL — Lx XL where f(z) = (xNa,xzNa) where a is the length-lexicographically
least element of B that splits = such that z N« is large and x N a is extra-large. The function
g : L — A where f(x) is the length-lexicographically least element of B that is an atom and
is below z. The function h : L x A — A where h(z,y) is an atom below z and is the length-
lexicographically least such that it is length-lexicographically greater than the element y. Since
B is automatic, these functions are FA recognisable.

U 1907,

0<i+ji<n

Define T, as follows. Its domain is

Note that 7}, is prefix-closed and each node has depth at most n. Now label the tree with
elements of B. The root X is labelled with 1. Note that 1 is extra-large. Suppose we have
labelled 1? for some « < n as y and let f(y) = (I,z). Then label 1*! with the extra-large
element z and 1°0 with the large element / and 1°00 (for ¢ < n — 1) with the atom g(/). Now
suppose we have labelled 1?0’ with the atom a for some 2 < j < n — i. Then label 1¢0/*!
with the atom h(l,a). This completes the definition of T;,. Note that the n + 1 nodes 1¢ for
0 < i < n are labelled with extra-large elements; the n nodes 1°0 for 0 < i < n are labelled
with large elements (that are not extra-large); and the remaining nodes are labelled with atoms.
The assumption that 3/ F is infinite and B superatomic implies that 7;, exists for every n.

Recall that the projection function =, that extracts the value at co-ordinate ¢, is FA recognis-
able. Apply Proposition F.1.2 to the regular functions . f, f, g and h, yielding corresponding
constants. Let £ be the maximum of these constants. Now let ¢ be a node of the tree T3,, with
label z say. Then z can be produced by exactly |o| applications of the functions, starting with 1.
Hence for every n and every label z of T;,, it holds that |z| < |1|+ kn. In particular, let X,, C B
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Figure F.1: The tree T5. The black nodes are extra-large, the grey nodes are large, and the white
nodes are atoms.

be the set of atoms labelling nodes in the tree T,,. Then X,, C 9™, However since atoms are
disjoint, the number of elements in B(X,,), the Boolean algebra generated by the elements in
X, is 2%»/, Consider an elementY = a; U ... U a,, of B(X,). By Lemma F.1.8 there exists a
constant &’ such that |Y| < |1]|+ kn+ &' log m. Since m = O(n?), it holds that |Y| = O(n) and
hence B(X,) C $°M™. However there are 2"(»~1)/2 elements in B(X,,) which exceeds |Z°™)|,
a contradiction. <

Fact F.1.11 [see Goncharov - 1997, Corollary 1.6.1] Every superatomic Boolean algebra is
isomorphic to an interval algebra of some ordinal.

Theorem F.1.12 [Khoussainov, Nies, Rubin, and Stephan - 2004] A Boolean algebra is auto-
matically presentable if and only if is isomorphic to the interval algebra of « for some ordinal
a < w2

Proof The interval Boolean algebras of ordinals wn are automatically presentable as in Exam-
ple B.2.18. Conversely suppose B is an automatic Boolean algebra. Then by Proposition F.1.9
and the first paragraph of this section it is superatomic. So by Proposition F.1.10 the quotient
B/F is finite. Note that w? is the least ordinal « such that the quotient of the interval algebra of
« is not a finite Boolean algebra. <

Corollary F.1.13 The isomorphism problem for automatic Boolean algebras is decidable.

Proof If A is an automatic Boolean algebra then the congruence relation F' is a regular predicate
since it is definable from A (using 3°°). Hence given two automatic Boolean algebras, A and
B, construct (uniformly in 4 and B) the finite Boolean algebras .A/F and B/F. Then A is
isomorphic to B if and only if A and B have the same number of elements. <
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F.2 Growth level of finite subsets of the domain

A theorem of Cantor states that every countable linear order is isomorphic to a subordering of
the usual ordering of the rationals, n. This is expressed as saying that » is universal for the
class of countable linear orders. The structure n also has the property that every isomorphism
between finite substructures of n extends to an automorphism of n. This property is called
ultra-homogeneity. Similarly, there exists a countable partial order, P, which is universal for
the class of countable partial orderings and is also ultra-homogeneous. These two properties
can be used to prove that P is unique up to isomorphism. Moreover these are both examples of
a more general phenomenon called Fraissé limits. The aim of this section is to prove that unlike
n, P and certain other Fraissé limits are not automatically presentable.

Examples of Fraissé limits

Here is a brief introduction to Fraissé limits taken from Hodges [1993, Chapter 7.1].

Let /C be a class of finite structures over a fixed signature, closed under isomorphism, with the
following properties:

HP For every A € K all substructures of A are also in X.
JEP For every A, B € K there exists C € K such that .4 and B are embeddable in C.

AP Forevery A, B,C € K with embeddingse: A — Band f : A — C thereexists D € K
and embeddings g : B— Dand h : C — D such that ge : A — Dequals hf : A — D.

These are respectively called the hereditary property, joint embedding property and amalgama-
tion property.

The age of a structure D is the set of all finite substructures of D. The age of any structure D
has HP and JEP. If a class of structures K satisfies all three conditions above then there exists a
countable structure D g such that the following holds.

1. K isthe age of Dy and D is unique up to isomorphism with this property.

2. Dy is ultra-homogeneous.

3. The first order theory of D is w-categorical. This means that every countable structure
B with the same first order theory as A is isomorphic to A.

4. Dy admits quantifier elimination.

Here are some examples of classes K that satisfy HP, JEP and AP, and the corresponding uni-
versal structures D
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Example F.2.1 The rational ordering .
Let /C be the class of all finite linear orderings. Then D is isomorphic to the usual ordering of
the rationals. 4

In the following two examples, all graphs are undirected.

Example F.2.2 The random graph.

Let C be the class of all finite graphs. Then Dx = (D, E) is called the random graph and
is characterised by the following ’extension’ property. For every finite subset F* C D and
every partition X, X, of F, there exists a € D such that (a,z,) € E and (a,z2) ¢ E for
every r; € X; and z, € X,. It is called the random graph because it is with probability
one isomorphic to the graph formed by placing an edge between two vertices with independent
probability 1. It is also isomorphic to the graph on vertices N and an edge between z and y if
and only if there is a 1 in the z-th position of the binary expansion of y. <

A graph is complete if there is an edge between every pair of vertices. Write C), for the complete
graph on p vertices.

Example F.2.3 The random C),-free graph.

For p > 3 let KC be the class of all finite graphs that do not contain a complete subgraph on
p vertices. Then Dx = (D, E) is called the random C),-free graph. It is characterised by the
property that for every finite subset F* C D, and every C,_;-free subset X C F, there exists
a € D such that (a,x) € E foreveryz € X and (a,y) ¢ E foreveryy € F'\ X. <

Let D = (D, <) be a partial order and let X C D. Then X is called a chain if the elements
of X are pairwise comparable; that is for all z,y € X either z < yory < z. X is called an
anti-chain if the elements of X are pairwise incomparable; that is for all 2,y € X neitherz <y
nory < z, written z||y.

Example F.2.4 The random partial order.
Let K be the class of all finite partial orders. Then D is called the random partial order. It has
the following properties.

1. If F'is afinite anti-chain of D and A and B partition F' then there exists an element x € Dy
such that for every a € A, z > a and for every b € B, z||b.

2. If Fis a finite chain of Dg with least element a and largest element b then there exists an
element x € Dy suchthata < = < b and for all ¢ € F with a < ¢ < b it holds that z||c. <

Example F.2.5 The atomless Boolean algebra.

Let /C be the class of all finite Boolean algebras. Then Dy is isomorphic to the countable
atomless Boolean algebra. This Boolean algebra is characterised by the property that for every
x # 0 there exists y # 0 with y strictly below x. Here 0 is the minimal element. <
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Non-automaticity of some Fraissé limits

We now develop a technique that will be used to prove that the Fraissé limits introduced above,
with the exception of 7, are not automatically presentable. It will also be used to prove the non
automaticity of the pairing algebra (N, p) and the structure (N, x).

Definition F.2.6 Suppose D is a structure over alphabet 3. Recall that D,, is the set D N X=7;
that is the elements of D of length at most n. Write S,, for {z € X" | 3z € ¥* Azz € D}, that
is the set of strings of length n that are prefixes of words in D.

Lemma F2.7 If D C ¥* is a regular language then

2. |Dyix| = ©(]|D,]) for every constant £ € N.

Proof Suppose the automaton recognising D has c states. Then for z € S,, there exists z € ¥*
with |z| < csuchthat zz € D (1). If n > cthen |S,| < |X]¢ x |S,_.| since the map associating
x € S, with the word consisting of the first n — c letters of z, is |¥|¢-to-one. But by using ()
we see that |S,, .| < |D,|. So |S,| < |X|¢ x | Dy|. This completes the first part.

Fix k € N. The mapping associating z € D, to the prefix of z of length n is |Z|*-to-
one. Hence |D,.x| < [ZF x |S,| < |ZF x |Z]¢ x |D,|. Since D, C D, one has that
|Dy,| < |Dpyx| = O(|Dyl). This completes the second part. <

Definition F.2.8 Suppose that the structure D contains an atomic binary relation £ and D C
¥*. Forn € Nandy € D define the function ¢}/, : D, — {0,1} as

CE (.77):{ 1 'Lf 'D)ZE(,I,y)
Y 0 if DE-E,y).

Write #cZ for the cardinality of the set {c,’iy | y € D}. If there is no ambiguity we drop the
superscript.

In general #c, is at most 2/P=/, the number of subsets of |D,|. But in the case that D is
automatic we can say more.

Proposition F.2.9 If D is automatic then #c,, = O(|Dy,|).
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Proof Suppose D is automatic over alphabet X. It is sufficient to prove that the cardinality of
the set C,, = {cny | y € DNXE>"}is O(|D,]) since the y’s in D,, can supply at most | D,,| many
additional functions ¢, ,. That is, #c, < |C,| + |D,|. Let (Q,¢,p, F') be a 2—tape automaton
recognising ®E. Fix n € N. For y € D N X>" we will associate with each ¢, , two pieces of
information, J, : D,, — @ and K, C @ as follows. Let ®(w,y) = o102 - - - 0%, Where w € D,
and o; € ¥2. Then define J,(w) := p(t, 01 - - 0,,). Define K, C @ as those states s € @ such
that p(s, 041 ---0x) € F. Notethat 0,11 - - - 0, = Q(A, z) for some z € ¥*.

Consider the mapping sending ¢, , to the pair (J;, K;). If ¢, # ¢y, then there is some
w € D, such that without loss of generality D = E(w,y) and D = —E(w,y’). Soif J, = Jy
then there is a state ¢ which is in K, and not in K,,. Hence the mapping is one-to-one. So the
cardinality of the set C,, is less than or equal to |[{J, | y € DN¥>"}| x 2% for d = |Q|. Now J,,
depends only on the first n letters of y in the sense that for |v| = n and w, w' € X*, Jyw = Jypw-
Hence {J, |y € DNX>"} = {J, |y € S,}, where S, istheset {y € X" | (Jw) [w € Z*Ayw €
D]}. By the first part of Lemma F.2.7, we get that

|Cn| = O(|Sn]) = O(|Dnl).
Hence #c, = O(|D,|) as required. N

Corollary F.2.10 [Stephan - 2002] [also Delhommé - 2001b] The random graph has no auto-
matic presentation.

Proof Suppose by way of contradiction that (D, E) is an automatic copy of the random graph.
Applying the extension axiom to D,, we get that for every K C D, there exists £ € D such
that c?, (z) = 1ifand only if z € K. Hence #c[ = 2/~ contradicting Proposition F.2.9. <

Proposition F.2.9 can be weakened to give a purely algebraic condition that is sufficient for
proving non-automaticity. If ®(z,y) isa D-formula, y € D and F C D, then define ®(F,y)
astheset {x € F | D = ®(z,y)}. Also write #c®(F) for [{®(F,y) |y € D}|. We drop the
superscript if there is no ambiguity.

Suppose that D is automatic and let ®(z,y) be a D-formula. In what follows & may be a FO
formula (with parameters) and possibly using the additional quantifiers 3% and 3%, Recall
one can expand every automatic presentation of D to one that includes ®2, by Theorem B.1.26.

So Proposition F.2.9 says that
{®(Dn,y) |y € D}| = O(|Dnl).

In particular there exists £ € N such that for infinitely many m € N (namely those |D,,| for
n € N), there exists an ' (namely some D,,) with |F'| = m such that #c(F') < km.

The contrapositive is summarised as follows.
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Proposition F.2.11 Let D be a structure with domain D. Suppose there exists a D-formula
®(z,y) so that for every £ € N it holds that

#e(F) 2 k| F|

for almost all finite subsets ' C D. Then D is not automatically presentable.*

Example F.2.12 For the random graph choose ®(z, y) as stating that there is an edge between
x and y. Then #c(F) = 271 for every finite subset F' of the domain. <

The following is part of an old combinatorial result known as Dilworth’s Lemma.

Lemma F.2.13 Let D be a finite partial order of cardinality n. Let a be the size of largest
anti-chain in D and let ¢ be the size of the largest chain in D. Then n < ac.

Proof Let ¢ be the size of the largest chain in D. For 1 < i < ¢ define X; as the set of all
elements z such that the size of the largest chain in the subpartial order (1 z) = {y € D |z < y}
is 7. Then the X;’s partition D. Moreover if a < b and b € X; then the size of the largest chain
in (1 a) is > 4. Hence each Xj is an anti-chain. Thus D can be partitioned into exactly ¢ many
anti-chains. If a is the size of the largest anti-chain in D then n < ac as required. <

Corollary F.2.14 P = (P, <) has no automatic presentation.

Proof Let ®(z,y) be the formulaz <y Vv y < z and fix a finite F* C P.

Let A be an antichain of F'. By property 1 in Example F.2.4, map each X C A to an element
X' € P suchevery a € X satisfies X' > a and every b € A\ X satisfies X'||b. Note that
if X # Y then ®(F, X') # ®(F,Y"). Hence there are at least 214/ distinct sets of the form
®(F,z) where z € P. That is, #c(F) > 2141,

Let C be a chain of F'. Then by property 2 in Example F.2.4, map each pair (a,b) witha < b €
C to an element z(,) € P suchthat x5 > aand z(,p < bandevery c € C witha <c <b
satisfies z(q5)||c. Then if (a,b) # (e, f) then ®(F, z(qp)) # P(F, z(e,p)) and so #c(F) > |C%.

Now if A is an anti-chain of F' of maximal size, and C' is a chain of F' of maximal size, then by
Lemma F.2.13, (#c(F))log?(#c(F)) > |F|*. So by Proposition F.2.11, D is not automatically
presentable. <

In what follows, let F be a finite graph. For a vertex v, write E'(v) for the set of vertices adjacent
to v. The degree of a vertex is the cardinality of E(v). Write A(F) for the maximum degree
over all the vertices of F. Call a subgraph G with no edges an independent graph. Let «(F) be
the number of vertices of a largest independent subgraph of F.

Recall that C,, denotes the complete graph on p vertices; that is, there is an edge between every
pair of vertices. A graph is called C,-free if it has no subgraph isomorphic to C,,.

1This observation arose in conversation with Leonid Libkin and Michael Benedikt.
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Lemma F.2.15 For every p > 3, there is a polynomial Q,(x) of degree p — 1 so that if F is a
finite C,-free graph then Q,(«(F)) > |F|.

Proof We first prove that for every finite graph F,

a(F) = [F|/(A(F) +1). (F.1)

Let G be an independent subgraph of F with a maximal number of vertices. Thatis, a(F) = |G|.
Forevery d € G let N(d) = E(d) U {d}, where E(d) is the set of vertices in F adjacent to d.
Then since G is maximal, for every = € F there is some (not necessarily unique) d € G such that
x € N(d). Hence F = UgegN(d). But |[N(d)| equals the degree (in F) of d plus one, and so
the largest cardinality amongst the N (d)’s is at most A(F) + 1. Hence |F'| < |G| x (A(F) +1)
as required.

The lemma is proved by induction on p. We will show that Q,(z) = Xz, For the case
p = 3 note that for every vertex v, the subgraph on domain E(v) is independent. For otherwise
if x,y € E(v) were joined by an edge then the subgraph of F on {x,y, v} is Cs. In particular
then a(F) > A(F). Combining this with Inequality F.1, we get a(F)[«(F) + 1] > |F| as

required.

For the inductive step, let F be a C,-free graph with p > 3. For every vertex v, the set E(v)
is C,_1-free for otherwise the subgraph of F on E(v) U {v} has a copy of C,. Applying
the induction hypothesis to E(v) we get that E(v) must have an independent set X so that
Qp-1(|X|) > |E(v)|. But X is also independent in F so Q,—1(a(F)) > A(F). Combining
this with Inequality F.1, we get that o(F)[Q,_1(a(F)) + 1] > |F|. Hence Q,(a(F)) > |F|as
required. <

Corollary F.2.16 Forp > 3, the random C,-free graph is not automatically presentable.

Proof Fix p > 3 and let (D, E) be a copy of the random C,-free graph. Let F' be a finite subset
of D. Then for every C,_,-free subset K' C F' there exists an z € D that is connected to every
vertex in K and none in F'\ K. So let G be an independent subgraph of F so that Q,(|G|) > | F|
as in the lemma. Then G has 2/! subsets and so #c(F) is at least 2/¢/ which is not linear in | F.
Hence by Proposition F.2.11, D is not automatically presentable. <

The next result was observed by Leonid Libkin, though originally proven in Blumensath [1999]
using the method of growth levels of string lengths. Recall that a pairing function is a bijection
of the form p : D? — D. The resulting structure (D, p) is called a pairing algebra.

Corollary F.2.17 [Blumensath - 1999] No pairing algebra (N, p) has an automatic presenta-
tion.
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Proof Let ®(z,y) be the formula (32)[p(z,2) = y V p(z,z) = y]. Note that for every pair
(a,b) € Fx F,thereisay € D sothatp(a,b) = y. Thatis, ®(a,y) holds and ®(b, y) holds and
since p is one-to-one, there is no other ¢ for which ®(c, y) holds. So in general ®(F, y) defines
every two (and one) element subset of F' as y varies over N. Hence #c(F) > ('g‘) for every
finite subset 7 C N and so by Proposition F.2.11, (N, p) is not automatically presentable. <

The following was also originally proven in Blumensath [1999] using the method of growth
levels of string lengths. In fact, there the divisibility structure (N, |) was proven to have no
automatic presentation.

Corollary F.2.18 [Blumensath - 1999] The structure (N, x) has no automatic presentation.

Proof Let (D, x) be an automatic presentation of (N, x) over ¥. Expand this presentation to
one that includes the following.

1. Afunction sqr : D — D where sqr(a) = a X a.

2. The divisibility predicate z + y defined as (3z) [y = z X z].

3. The locally finite relation vid(z, y) defined as y + x.

4. The identity 1 definable as {z | (Vy) z + y}.

5. The set of primes P definableas{zr € D |z # 1A (Vy+z)[y =1V y = z|}.

6. The set of prime powers R is definableas {z € D | (Ip € P)(Vy +z)[p+y Vy = 1]}.

7. Afunctionnext : P — P where next(p) is the length-lexicographical least prime length-
lexicographically greater than p; that is, the graph of next is the immediate successor
relation of <y, restricted to the primes P.

By Proposition F.1.2 applied to function next, |p;+1| < |p;| + e for some constant e € N. So
[Pit1] < |p1| + ei or in other words Dy, |;..; contains {py, - - -, p;+1 }. So the number of primes
in D, denoted by p(n), is at least n/d for some constant d € N that depends only on |p,|
and e. Similarly by repeated application of Proposition F.1.2 applied to the function sgr, there
is a constant &' € N such that if « € D, then for every z € N, a*) isin D, p,. Also by
Proposition F.1.2 applied to the relation vid there is a constant k" € N such that if « € D,, then
every divisor of a isin D, . Let k be the larger of £’ and £”. In particular then for every
z € N, the set D,_, contains every number of the form p(**) for every prime p in D,, and
y< .

For every prime p, let r,,(p) be the largest exponent such that the number p™(®) is in D,,. Then
applying Proposition F.2.9 to the relation =, we have that for every z,n € N,

p(n)
QO(TL-HCE) 2 #C:+kx 2 H Tn—Hc;c(p) 2 H 2% — 2wp(n) 2 2.’1571,/617
p prime in D, =1
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which is a contradiction since d, k£ € N are independent of = and n. <

Finally, here is an alternative proof that the atomless Boolean algebra is not automatically pre-
sentable (see Proposition F.1.9). Recall that if B is a boolean algebra and G C B then B(G)
denotes the subalgebra of B generated by G.

Corollary F.2.19 The atomless Boolean algebra has no automatic presentation.

Proof Let (D,N,U,\) be an automatic copy over ¥ of the countable atomless Boolean algebra.
Recall that D, is defined as D N ¥<" so that | D,,| as a function from N to N is non-decreasing.
Suppose that 1 € ¥. Expand this presentation to an automatic one that includes the following
relations where n € 1*and z € D.

e the minimum element O satisfies (Vx € D) [zt U0 = x].
e the partial order x C y definedas x Ny = =.
e Atom(n,z) defined as (y)[ly| < |n| Az Cy]A (Vy)[ly| < |n| = (x CyVz Cy)|.

o MazAtom(n, ) defined as Atom(n,z) A (Vy)[(Atom(n,y) Ay C z) — = = y|. SO
Mazx Atom(n, x) holds if z is an atom of the finite Boolean algebra generated by the set

{ye Dyl <|nl}.
e Gen(n,x) defined as (Va)[MaxAtom(n,a) — (a C zV a C T)].

e MinGen(n,z) defined as

Gen(n,z) AN (Yy)(Vx)[Gen(n,y) N MaxAtom(n,a)] —
[(aCz <= aCy)— (zCy)

e Split(n,z) defined as (Va)[MaxAtom(n,a) = (aNz #0AaNx #0)].

e MinSplit(n,z) defined as Split(n, xz) A (Vy)[Split(n,y) — = <ges Y]

Identifying (1*, -) with (N, +) we may write n € N. Then M ax Atom(n, z) holds if and only if
x is a free generator of B(D,,). So MinGen(n, z) holds if and only if z is in B(D,,). Note that
MinGen(n, z) is a locally finite relation and so by Proposition F.1.2 there exists a constant &
independent of n such that B(D,,) C D, forevery n € N.

The property of being atomless implies that for every n there exists a unique x € D with
MinSplit(n,z). Since x ¢ B(D,,) and using Proposition F.1.2 one has that there exists a
constant £’ independent of n such that n < |z| < n+ k. Letc = k' + k. Then D,
contains B(D,, 1) wWhich in turn contains at least twice as many free generators as B(D,,). So
|Dpyel > |B(Dyyw)| > |B(Dy)|? > |D,|?. However using the second part of Lemma F.2.7
one has that | D, .| = O(|D,]). So D,, = O(1) which implies that D is finite which contradicts
that D presents an infinite structure. <
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F.3 The isomorphism problem

The isomorphism problem for a class of automatic structures C is as follows: Given automatic
presentations of two structures A and B from C, is A isomorphic to B ? Recall the isomor-
phism problem for automatic ordinals or for automatic Boolean algebras is decidable (Corol-
laries E.3.3 and F.1.13). Recall also that it is undecidable whether two automatic permutation
structures are isomorphic or not (Theorem D.2.11). In measuring the complexity of the iso-
morphism problem, we follow the standard notation, see Rogers [1967]. The proof of Theo-
rem D.2.11 says that the isomorphism problem for automatic permutation structures is at least
1.

Call a directed graph locally finite if the degree of every vertex in the underlying undirected
graph is finite. A (connected) component of a directed graph is a maximal set of vertices that
are connected in the underlying undirected graph.

Proposition F.3.1 The complexity of the isomorphism problem for automatic locally finite di-
rected graphs is TI3-complete.

Proof Let A and B be automatic locally finite directed graphs. If z € A, and n € N, write
L(z,n) for the set of ' € A such that there is a path of length at most » between z and z'.
Note that since A is locally finite, L(x, n) is finite. And moreover since A is automatic, the set
L(z,n) is computable from z and n. So for z € A and y € B the property that there is an
isomorphism from L(z,n) to L(y,n) that extends = — y is computable since there are only
finitely many maps to test for isomorphism.

Letz € A and y € B and consider the following sentence ®. ‘For every n € N, L(z,n)
is isomorphic to L(y,n)’. Whether this sentence holds is T19. Write C' for the component
containing = and D for the component containing y; so C and D are directed graphs. We claim
that C is isomorphic to D if and only if this sentence holds. Indeed, if C is isomorphic to D, then
the isomorphism witnesses the truth of the sentence. Conversely, suppose the sentence holds.
Define an isomorphism f : C' — D inductively. At stage & we will define an isomorphism f;
from L(z, k) to L(y, k) extending fi_;. By assumption choose z € C and y € D and define
fo(z) = y. Denote the isomorphism from L(z, n) to L(y, n) by g, and let G, be the set of all g,,
for n € N. This completes stage 0. The inductive hypothesis is that in stage &, f; has domain
L(z, k) and range L(y, k), and G, is an infinite subset of G_; such that every isomorphism
gn In Gy, extends f,. Now extend fy to L(x, k + 1) as follows. Denote by g/, the restriction of
gn € Gy 10 L(z, k + 1). Then since the graphs are locally finite, there are only finitely many
distinct such g;,, and so at least one, say g;, is equal to g;, for infinitely many g, € G. Define
G110 be the set of all g, € Gy, such that g; = g7, and let fr; = g}. This completes stage
k+1.

The predicate ‘a and b are in different components’ is ITY since checking whether there is a path
(in the underlying graph) of length n from a to b is computable. Consider the following sentence
W: ‘For every k € N, for every x4, - - -, x;, elements of A there exist y1, - - -, y, elements of B
with the following properties:
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e Foreachi < k, z; and z; are in different components of A if and only if y; and y; are in
different components of .

e Forevery n € Nand i < k there is an isomorphism from L(xz;,n) to L(y;, n).’

Denote by ¥’ the same sentence but with A and B interchanged. Then whether the sentence
WA holds is in I13 and expresses whether A is isomorphic to B. Indeed that the sentence holds
follows immediately from the existence of an isomorphism. Conversely, suppose the sentence
holds. If A were not isomorphic to BB then there exists a connected locally finite directed graph
C, such that the number a < w of components of A isomorphic to C is not equal to the number
b < w of components of B isomorphic to C. Say b < a < w and let z; be an element of A
from the sth component isomorphic to C, for i < a. Then apply ¥ to get 41, --,¥, in B, all
in different components, each component isomorphic to C, contradicting that b < a. The other
casesa < b < w,b < a=wanda < b= w are similar. This completes the proof that the
isomorphism problem is IT3.

For hardness, recall that the set of Turing Machines that diverge on infinitely many inputs is I1-
complete. We reduce this set to the isomorphism problem for locally finite graphs. In fact the
graphs will be injection structures. Define an automatic injection structure F as consisting of
infinitely many Z-orbits, infinitely many N-orbits, and infinitely many orbits of every finite size
and type, see Example B.2.3. For a deterministic Turing machine M, construct an equivalent
reversible machine R. Let the configuration graph of R be C(R) = (C, E) over X. Make the
following two alterations to C(R) that preserve automaticity.

For the first change, for every configuration ¢ with indegree 0 that is not an initial configuration,
define a graph 7. with domain {c} x 1*, here 1 is a new symbol not in 3, and an edge from
1™ to 1"~! for every n > 0. The union of all such [7.’s is automatic. Now identify (c, \) with
c. Similarly for every configuration d with outdegree 0 that is not a final configuration, define
a graph J 4 with domain {d} x 2*, here 2 is a new symbol, and an edge from 2" to 2"** for
every n > 0. Now identify (d, A) with d. These changes transform non-valid computations into
Z-orbits.

Take the resulting automatic structure and form its union with the automatic structure consist-
ing of infinitely many Z-orbits and infinitely many orbits of every finite size. Call the resulting
automatic structure Z(R). Then R diverges on infinitely many words if and only if Z(R) con-
tains infinitely many N-orbits if and only if Z(R) is isomorphic to F. Hence the isomorphism
problem for automatic injection structures, and hence automatic locally finite graphs, is I13-
complete. <

We now make some naming conventions regarding trees. Recall that (7', <) isa tree if <isa
partial order on 7" with a minimum element such that every set {x € T' |z < y} fory € T'is
a finite linear order. In this case write S« for the immediate successor relation induced by <;
namely S<(z,y) holds if z < y and there isno z in 7" such that z < z < .

Definition F.3.2 Let E C T x T and < be the transitive closure of E. Then call the directed
graph (7', E) a successor tree if (T, <) isatree and £ = Sx.
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Note that if (T, <) is a tree then (T, S<) is a successor tree.

Denote the set of finite strings from N by N*. Then (N*, <) is a tree while
(N, {(w, wn) [w € N, m € N})

is a successor tree that equals (N*, .S< ).

The successor tree (N*, S ) is computably isomorphic to the automatic successor tree with
domain N = {0,1}*1 U {\} and edge relation

En = {(2,9) |2 <, y A (-32) [£ <y 2 <, ]}-

The computable mapping sending ny ...n; to 0"1...0™1 and the root to A establishes the
isomorphism.

Definition F.3.3 Let 7" C N and let E; denote Ey restricted to 7. Call (7', Er) a downward
closed subtree of (N, Ey) if for every z,y € N ifz -y € T thenz € T. Note that (7, Er) is
a successor tree. Call (T, Er) computable if there is a Turing machine that decides on input
x € N,whetherornotz € T.

Lemma F.3.4 The complexity of the isomorphism problem for computable downward closed
subtrees of (N, Ey) is Xi-complete.

Proof From recursion theory a subset 7" of N* is called a tree if it is downward closed, namely
forevery z,y € N, if x -y € T then z € T, and is called computable if 7" is computable.
Recall that (N*, <,,) and (N, E) are computably isomorphic. This isomorphism shows that if
X C N*is acomputable tree in the sense just defined, then it is computably isomorphic to a
downward closed successor subtree of (N, Ey ), and vice versa.

Hence there is a computable reduction from the isomorphism problem for computable subtrees
of N* to the computable downward closed subtrees of (IV, Ey).

Now apply the following result whose proof can be found in Goncharov and Knight [2002,
Theorem 4.4 b.]: The complexity of the isomorphism problem for computable subtrees of N* is
Y1-complete. <

The following theorem is joint with A. Nies and B. Khoussainov.

Theorem F.3.5 The complexity of the isomorphism problem for automatic structures is 31-
complete.

Proof First note that the problem can be expressed as ‘there exists a function f from A to
B such that for every atomic symbol R, for all @, it holds that A = @ € R# if and only if
B = f(@) € RB’. Since automata for R* and R® are computable from (an index for) R, this
sentence is in 3},
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We now establish that the isomorphism problem for computable downward closed subtrees of
(N, E) is Turing reducible to the isomorphism problem for automatic structures. It is sufficient
to prove that for every computable downward closed subtree (7', Er) of (N, Ey) there exists an
automatic graph A+ with the following property: T and 75 are isomorphic (as successor trees)
if and only A7, and A7, are isomorphic (as graphs).

So given T let Mt be a reversible Turing machine that computes 7" modified so that it only halts
in an accepting state; that is, instead of halting in a rejecting state, it loops forever. Let C(M 1)
be its configuration space over alphabet 3. Assume that the input alphabet is {0, 1}. Recall that
configurations are of the form (¢, (x1, z2), (y1,y2)) Where z; x4 is the content of the first tape,
Y1y Of the history tape and ¢ is the state of M. For w € N, the initial configuration of M
with w on the first tape is (¢, (w, A), (A, A)). If w € T, then the corresponding computation is
finite, otherwise by the modification it is infinite.

We now define some graphs ending with the definition of Ar. A chain is a graph isomorphic
to an initial segment of (N, S) and may be of finite or infinite length. Note that a chain is a
successor tree. The base of a chain is its unique element with no predecessor. An isolated chain
with base w in a successor tree 7" is a chain P C T starting with w € T such that for every
xz € N, ifwzx € T then wx € P. Note that since M is reversible, the configuration space
consists of chains.

The graph F. Let F be the graph consisting of infinitely many chains of every finite length.
Then F is automatically presentable as follows. The set consisting of one chain of every finite
length is automatically presentable with domain 0*01* and an edge from z to y if and only if
|z| = |y| and y is the least string lexicographically greater than z. Take the w-fold disjoint union
of this structure to get F.

The graph Z. Let Z be the graph consisting of infinitely many chains of every finite length and
exactly one infinite chain, all joined at a single vertex. Then Z is automatically presentable as
it may be formed as the disjoint union of F and a single infinite chain, and then identifying the
bases of the chains. Note that the resulting graph is a successor tree.

The graphs F,,. For each w € N, define an automatic graph as follows. Assume the graph F
is automatic over a new alphabet. The domainis {wf | f € F'} and there is an edge from w f
to wg in case there is one from f to g in F. Finally identify the bases of each chain and call the
resulting graph F,,. Note that F,, is a successor tree; and we may suppose that its root is w.

The graph O. Let V be an automatic copy of the successor tree (N*, <) over a new alphabet
and let Z be automatic over a new alphabet. Assume that the root of Z is \. For everyv € V
define the automatic successor tree Z, as consisting of domain {vf | f € I} and an edge from
v f to vg in case there is one from f to g in Z. Now form the union (not disjoint union) of V and
all the Z,’s for v € V. Call the resulting automatically presentable graph O. Note that O is a
successor tree.

The graphs O,,. For each w € N, define the automatic graph O,, as follows. Assume that O is
automatic over a new alphabet. The domain of O, is {wf | f € O} and there is an edge from
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Figure F.2: Partial schematic of the successor tree B above a node w. The dotted path repre-
sents the computation of M on input w.

wf to wg in case there is one from f to g in O@. Note that O,, is a successor tree; and we may
suppose that its root is w.

The graph C’. Let C be an automatic copy of the configuration space C(M ) with inputsw € N
identified with their corresponding initial configuration (¢, (w, A), (A, A)). Define C’ as the union
(not disjoint union) of C with the F,,’s for w € N. Then C’ consists of the configuration space
and attached to every initial configuration w is a copy of F.

The graph Br. Define By as the union (not disjoint union) of the automatic graphs C’ and each
O,, forw € N. The resulting graph is automatic and is a successor tree.

The graph Ar. Now take the disjoint union of B, and an automatic copy of infinitely many
chains of every length, finite and infinite. The resulting graph is automatic.

This completes the definition of A7.

Property F.3.6 Foreveryw € N, w is rejected by M if and only if there is an infinite isolated
chain in A7 with base w. Hence T is exactly those elements of A7 that are not the base of an
infinite isolated chain but are the base of infinitely many finite chains of every length.

Indeed, let w € N be a node in the successor tree 7. Then w is accepted by M7 and so there is
a finite computation, say of length n, in C(M ) starting at the initial state ¢ = (¢, (w, A), (A, A)).
Hence B contains a finite chain of length n with base w. But there are infinitely many finite
isolated chains of length n with base w by construction, namely those in F,,, and in particular
there is no infinite isolated chain with base w. Conversely suppose z is an element of A7 that is
not the base of an infinite chain, but is the base of infinitely many finite chains of every length.
Then by construction x must be in N. Moreover, x is in T since the computation of M7 on z
is finite. This completes the proof of the property.

Property F.3.7 Say w € N isnot inT. Then the successor tree above w is isomorphic to O.
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Indeed suppose w € N isnotin 7. Then since T is downward closed, for every v € N above
w it holds that » is not in 7. Hence for every v € N in the successor tree above w, by the
previous property, v is the base for infinitely many finite isolated chains of every finite length,
and exactly one infinite isolated chain. The property now follows by the construction of B+ and
0.

It remains to prove the following property.
Property F.3.8 7 is isomorphic to 7 if and only if Az, is isomorphic to Ar,.

Suppose ¢ is an isomorphism between A4, and Ar,. Note that for every k£ < w, w is the base
of an isolated chain of By, of length £ if and only if ¢(w) is the base of an isolated chain of B,
of length k. Hence by the first property ¢ is an isomorphism between successor trees 7 ; and
To.

Conversely suppose ¢ is an isomorphism between 7 and 7, considered as subgraphs of Ar,
and Ar, respectively. We extend ¢ to an isomorphism from A, to Ar, as follows. First extend
¢ to the elements of Ay, \ By,. Indeed, each such set consists of the disjoint union of infinitely
many isolated chains of every length (finite and infinite), independently of the chains of the
configuration graphs that do not correspond to initial configurations. Now we extend ¢ to an
isomorphism from the successor tree B, to the successor tree By, as follows.

If w € T} then there is an isomorphism between all the isolated chains with base w and all
the isolated chains with base ¢(w). Indeed each consists of finitely many chains of every finite
length and no infinite chain, independently of the possibly different lengths of the computation
of w in My, and ¢(w) in Mrp,. Hence extend ¢ to the isolated chains defined by elements of
T to the isolated chains defined by elements of 75.

Now suppose w € 17 and let S be the set of immediate successors of w that are initial config-
urations (namely in V) but not in 77. Similarly write S, for the set of immediate successors of
¢(w) that are initial configurations but not in 75. It may be the case that the cardinalities of S;
and S, are different. However both w and ¢(w) each have infinitely many immediate successors
that are not in S; and S, respectively. Moreover each such successor is the root of a copy of the
successor tree O. Hence, by the second property, extend ¢ from the immediate successors of w
that are not in 77 (and the successor trees above them) to the immediate successors of ¢(w) that
are not in 75 (and the successor trees above them). This completes the proof of the property and
the theorem is proved. <

Corollary F.3.9 The complexity of the isomorphism problem for automatic successor trees is
Y1-complete.

Proof Adapt the construction of the previous theorem as follows. Consider the graph A+ and
recall that it a forest of successor trees; namely B, with root A, and infinitely many isolated
chains of every length. The roots of the isolated chains are definable in A+. So identify them
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and form a successor tree; call the root ». Now place an edge from r to A. Call the resulting
structure D7 and note that it is an automatic successor tree. Finally note that A, is isomorphic

to Ar, if and only if Dy, is isomorphic to Dr,. <

Most of the content of this chapter appears in Khoussainov et al. [2004].



Chapter G

Intrinsic regularity

This chapter investigates the relationship between regularity and definability in automatic struc-
tures. A relation is called intrinsically regular in an automatically presentable structure A if it
is regular in every automatic presentation of 4. Although the definition of intrinsic regularity
is new, the topic previously received much attention in some specific cases. Of particular note
is the work of Cobham, Semenov, Muchnik, Bruyére et al. that investigates the relationship
between regular relations of (coded) natural numbers and definability in certain fragments of
arithmetic; see Bruyére et al. [1994] for a good exposition.

The definition of intrinsic regularity mimics that of intrinsically computable relations from Ash
and Nerode [1981]. This is concerned with understanding the relationship between definability
and computability (see Ershov et al. [1998, Chapter 3] for the current state of the area). For a
computable structure A, that is one whose atomic diagram is a computable set, a relation R is
intrinsically computably enumerable if in all computable isomorphic copies of A the relation
R is computably enumerable. Ash and Nerode [1981] show that under some natural conditions
on A, the relation R is intrinsically computably enumerable if and only if it is definable as an
effective disjunction of existential formulae. One may therefore regard the topic of this chapter
as a refined version of the Ash-Nerode program in which the class of automatic structures is
considered rather than the class of all computable structures.

G.1 Preliminaries

Definition G.1.1 A relation R on the domain of an automatically presentable structure A is
called intrinsically regular in A if the image of R under every isomorphism from A to an
automatic structure B is finite automaton recognisable. Write IR(.A) for the class of intrinsically
regular relations in A.

In order to show that a particular relation is intrinsically regular in a given automatically pre-

sentable structure, one needs to provide a mechanism for extracting an automaton recognising
117
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the relation from automatic presentations of the structure. A perfect illustration of this is the
subset like construction of Theorem B.1.26 which is restated in the present terminology in the
next theorem.

Proposition G.1.2 If R C A™ is first order definable with the additional quantifiers 3°° and
3®*m) in an automatically presentable structure A4, then R is intrinsically regular in A.

Proof Let B be an automatic presentation of .A. Then use the definition of R to extract an
automaton, from the automata in the presentation B, that recognises R. <

For instance every set of the form {z € N | z = k (modm) } is intrinsically regular in (N, <)
since each is definable as (3*™y) [y < .

Write FO>™°4( A) for the class of relations that are first order definable with 3> and 3™ in
A. Then the previous proposition can be summarised as

FO>mod( A) C IR(A).

Proposition G.1.3 If A is automatically presentable then IR(.A) is closed under union, com-
plementation and projection.

Proof Suppose Ry, Ry C A™ are n—ary intrinsically regular relations in A. Let B be an au-
tomatic presentation of A, and let v be the isomorphism from A to B. Then the structure
(B,v(Ry),v(Ry)) is automatic. Since regular relations are closed under finite union, comple-
mentation and projection, we have that the images (R, U R;), v(A™ \ R) and the projection of
the i-th co-ordinate v(m;(R)) are also regular in B. <

If B is a reduct of .A and every relation in A not in B is FO>™°4 definable in B, then call A a
FO>™d definitional expansion of B.

Proposition G.1.4 Suppose A is automatically presentable.

1. If Bisareduct of A then IR(B) C IR(A).

2. If Aisa FO>™°4 definitional expansion of B then IR(A) = IR(B).

Proof First note that the property of being automatically presentable is preserved under taking
reducts and FO*™°4 definitional expansions.

item 1. Let R be a relation on B(= A) and suppose R € IR(B). Let C be an automatic
presentation of 4, with corresponding isomorphism v : A — C. By forgetting the automata that
recognise those atomic relations that are in .4 and not in BB, produce an automatic presentation C’
of B, and note that the corresponding isomorphism is the restriction of v to B. Since R € IR(B),
the relation v(R) on C'(= C) is regular. But since C was arbitrary, R € IR(A).
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item 2. By the previous item it is sufficient to establish that
IR(A) C IR(B).

Let R be a relation on A(= B) and suppose R € IR(.A). Let C be an automatic presentation
of B, with corresponding isomorphism v : B — C. Extend C to an automatic presentation C’
of A by producing automata for the missing atomic relations using the FO°>™°¢ definitions as
in Theorem B.1.26. Note that the corresponding isomorphism from A to C’ is the one induced
by v : B — C(= C"). Since R € IR(A), the relation v(R) on C' is regular. But since C was
arbitrary, R € IR(B). <

For instance we have the following:

IR(N) € IR(N, S) C IR(N, <) = IR(N, <, (Zn)nen) € IR(N, +) C IR(N, +, |»).

The equality holds since =, € FO*™4(N, <) as follows:

r=,2 = \/ (@) [y <a]AEFY) [y <2]].
0<i<n

G.2 Some characterisations of IR

In this section we characterise the intrinsically regular relations of certain fragments of arith-
metic. Each result can be summarised as saying that the intrinsically regular relations in A are
exactly those that are first order definable with 3% and 3™ in A. Recall that FO>"™°4(A) C
IR(.A) for A automatically presentable.

For each m > 1 consider the presentation A,, of N over the alphabet ,, = {0,...,m — 1}.
Here the natural number n € N is represented in A,, as the shortest least significant digit first
base m-representation. The structure A,, = (A, +m, |m) IS automatic and is isomorphic to
(N, +, [m).

Denote the unary relation {z € N | z = 0 (mod m) } by mult,,.

Proposition G.2.1 Foreverym > 1,

IR(N, +, |, ) = FO®™ 4N, +, |,,).

Proof Fixm > 1. Let R € IR(N,+,|,,) and R™ be the image of R in A,,. Then by the
definition of intrinsic regularity R(™ is FA recognisable over X,,. Then since (N, +, |,,) is
complete for the regular relations (Theorem C.2.6), R(™ is first order definable in A,,. Hence
R € FON,+, |m). <

Proposition G.2.2
IR(N, +) = FO®™4(N, 4).
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Proof Let R C N* with R € IR(N,+). Then the image R™ of R in (A,,,+,) is regular.
The Cobham-Semenov Theorem (see Bruyére et al. [1994]) states that if both R*) and R are
regular for multiplicatively independent £ and [, then R is definable in (N, +). Here £ and [
are multiplicatively independent if there are no integers m,n > 1 such that k™ = [™. Hence
R € FO(N,+) and so IR(N, +) = FO(N, +). <

Note that in both of the previous cases, IR(A) = FO(A). Here is an example where the 3(m-)
quantifiers are essential.

Proposition G.2.3
IR(N, <) = FO®™ (N, <).

Proof It is sufficient to establish that
IR(N, <) € FO(N, <, (Zp)nen) C FOO™4(N, <).

For the first containment, write ¢/ for the presentation of (N, <, (=, ).en) Over the alphabet
Y. = {1}, namely the one induced by coding n € N by 1". Recall Theorem C.2.9 that says that
U is complete for the unary automatic structures. Let R € IR(N, <) and write R’ for the image
of R inU. By intrinsic regularity, (i, R') is automatic over {1}. So R is first order definable in
(N, Sa (EH)HEN)'

For the second containment note that =, € FO®™4(N, <). <

Although we conjecture that IR(N, §) = FO*™4(N, S), we only have the following results.

Theorem G.2.4 For every k£ > 2, there is an automatic presentation of (N, S) in which the
image of the set mult,, is not regular.

Proof Fixk > 2andlet® = {0,1,...,k — 1}. We construct an automatic structure (X*, f)
isomorphic to (N,.S). To do this, for any given string z € ¥*, we introduce the following
auxiliary notations: ep(x) is the string represented by bits of = at even positions; op(z) is
the string represented by bits of z at odd positions; n and m are the lengths of strings ep(z)
and op(x), respectively. We may also treat ep(z) and op(x) as natural numbers written in
least-significant-digit-first base k&, and in particular perform addition on them. For example,
if z = 0111001 then ep(z) = 0101, op(z) = 110, n = 4 and m = 3; note that m < n <
m + 1 and |x| = m + n. We may regard the string z as the ordered pair of strings, written
(ep(x),op(x)), and think of op(x) as a parameter. Call strings = for which ep(z) = k™!
midpoints and strings for which ep(z) = 0 modulo £™ startpoints. Now we describe rules
defining the function f. In brackets [[ like this ]] we explain the meaning of each rule if needed.
We note in advance that all arithmetic is performed modulo £™. Define an auxiliary function
next(z) = ep(x) + (k x op(z)) + k — 1 modulo £™.

1. If n < 2then f(xz) is the successor of z with respect to length-lexicographic ordering.
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Figure G.1: Schematic of the function f.

2. If (next(z), op(y)) is neither a midpoint nor a startpoint then f(z) = y, where ep(y) =
next(x) and op(y) = op(z). [[This is the generic case according to which the successor
of the string z, regarded as the pair {ep(z), op(z)), is (next(x), op(z)).]]

3. If (next(z),op(y)) is a midpoint then f(z) = y, where |y| = |z|, ep(y) = ep(z) +
next(next(z)) modulo £™ and op(y) = op(z). [[This case says that if adding next(z)
to ep(x) produces a midpoint then the midpoint should be skipped. Note that ep(y) =

ep(x) + 2next(z).]]

If (next(z), op(z)) is a startpoint then f(z) = y, where |y| = |z|, ep(y) = k"' and
op(y) = op(x). [[ The successor of the endpoint is the midpoint. 1]

5. If {ep(z),op(x)) is a midpoint and op(z) < k™ — 1 then f(z) = y, where |y| = |z,

ep(y) = 0 and op(y) = op(z) + 1 modulo £™. [[This is the case when the parameter

op(z) is incremented by 1, and the string ep(z) is initialised to the string consisting of n

zeros.]]

6. If {(ep(x),op(x)) is a midpoint and op(z) = k™ — 1 then f(x) = 0"*™*1 [[This is the
only case when the length of string = increases by one.]]

Now we explain how f acts. Fix b € N congruent to £ — 1 modulo .. For every a € N there is
a unique number ¢ € {0,1,...,k™ — 1} such that « = b - ¢ modulo £". In other words, every
elementc € {0,1,...,k™ — 1} appears exactly once in the sequence 0, b, 2b, 3b, ..., (k™ — 1),
where elements are taken modulo k™. Moreover, k"~'b equals k"~ modulo ™. Hence, k"~1b
appears in the middle of this sequence. Let us assume that z is such that ep(x) = 0 and let
b = kop(x)+ k — 1. Then by rules 2, 5 and 6, the function f consecutively applied £™ — 1 times
to (0, op(x)) produces the following sequence:

(0,0p(z)) (b,op(z)) ... (k"' —b,op(x)) (k"' +b,op(z)) ...
(k™ — b, 0p(x)) (k"~", op(z))-
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Note that the midpoint (k" op(z)) has been removed from the middle of the sequence

(0,0p(x)) (b, 0p()) ... (K" = b,0p(2)),

and placed at the end. Finally rules 3 and 4 imply that f applied to the last string v in the
sequence produces the string (0, op(z) + 1) if op(x) # k™ — 1; otherwise f(v) = 0"*™*1, This
completes the description of f.

The function f is FA recognisable because all the rules used in the definition of f be can tested
by finite automata. It can be checked that (3*, f) is isomorphic to (N, S), say via mapping
m:Y*— N

Our goal is to show that the image of the set mult, = {x | = is a multiple of £} is not regular in
the described automatic presentation of (N, S). For this we need to have a finer analysis of the
isomorphism 7 from (X£*, f) to (N, S). Denote by z’ the string (0, op(x)). One can inductively
check the following for the case that n > 3.

1. The number 7(z') is congruent to 0 modulo & for all non-empty strings z.

2. Thereisaunique u < k™ —1 such thatep(z) = u-(kop(x)+k—1) modulo k™. Moreover:

(@) Ifu < k" then 7(z) = 7(2) + w.
(b) Ifu > k" thenn(z) = w(2') +u — 1.
(¢) Ifu=Ek"""then(x) =x(a') + k" — 1.

3. Ifep(y) =0and op(y) = op(z') +1 < k™ — 1 then w(y) = w(z’) + k™.

Thus, from the above it is easy to see that x is in the image of mult, if and only if either
u < k™! and u is congruent to 0 modulo k£ or u > k™~! and w is congruent to 1 modulo k. In
order to show that the image of mult;, is not regular, consider all the strings x such that » is odd,
ep(x) = 1™ (its numerical value is ™! — 1), op(z) = 0™ "1 (its numerical value is k™! — 1,
so that kop(z) + k — 1 = k"2 — 1), and n > r + 4. Then under these premises for every r € N
the minimal n € N for which = € w(mult) is when n = 2r + 5:

Indeed, (k"' + k™2 +1)- (k™2 —1) = k™ — k"~ — 1 modulo £™. So under the assumption
that n = 2r + 5, this is equal to —1 = ep(x) modulo k™. Hence v = k"' + k™2 + 1 > k!
and so by item 2b above conclude that 7(z) = 7(z') + k* ! + k™! and so = € w(multy).

For the converse, (k"™ +1) - (k"2 — 1) = k* ™ — 1 modulo £™. Hence under the assumption
that n < 2r + 5, this is equal to —1 = ep(x) modulo £™. Now if further » + 3 < n — 1, then
u = k"% +1 < k", and so by item 2a above conclude that 7(z) = 7(z') + ¥"*% + 1 and so
x & w(mult).

Now we can check that 7(multy) is not regular. Note that in the presence of n = 2r + 5 the
assumption that n > r + 4 is redundant since n < r + 4 implies that » < —1 which contradicts
that » € N. So consider the non regular set

Y={ze¥|ep(x) =1"o0p(x) =0""1",n = 2r + 5}.
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It can be defined from 7(mult,) as the set of all x € ¥* such that ep(xz) = 1", for some odd
n, op(x) = 0™~ "1" for some m,r € N, n > r +4, z € m(multy) and if r + 4 < s < n then
(1%, 0p(x)) ¢ m(multy). But since Y is not regular, neither is (multy), as required. <

So we have established that the sets mult, are not intrinsically regular relations in (N, S). Since
multy, is in FO>™°4(N, <), it is the case that < is also not intrinsically regular in (N, S).

The theory FO(N, S) admits quantifier elimination, see for instance Enderton [1972, Theorem
32A]. Hence R C N is first order definable in (N, .S) if and only if R can be formed using the
operations of union, intersection and complementation from sets of the form

{@y, - an) |z +k =2}, ke N

In particular note that if R C N then R is either finite or co-finite.

A set R C N is eventually periodic if there exists p € N (the period), and ¢ € N (the threshold)
suchthatforallm > ¢, m € R <= m+p € R. Incase thatt = 0, R is called periodic. And
if R is periodic with period p then R is periodic with period pk for every integer £ > 1.

Corollary G.2.5 Aunary relation R C Nis intrinsically regular in (N, .S) if and only if it is in
FOXm(N, S).

Proof The reverse direction is immediate. For the forward direction it is sufficient to prove
that if R C N is intrinsically regular in (N, S) then it is finite or co-finite; in this case it is
in FO(N, S) and so certainly in FO®™°4(N, S). We will shortly prove if R is an eventually
periodic set, and if it is infinite and co-infinite, then there is some period p of R such that mult,
is first order definable (N, S, R). Assuming this for now proceed as follows. Let R C N be
intrinsically regular in (N, S). Since (1*, ®{(1",1"™') | n € N}) is an automatic presentation
of (N, S), R must be eventually periodic. If R is finite or co-finite we are done. Otherwise R is
regular in every presentation of (N, S) and using the fact there exists a period p of R such that
mult, is first order definable in (N, S, R) we get that mult, is also intrinsically regular in (N, S)
contradicting the previous theorem.

So all that is left is to prove the required property. Let R C N be an eventually periodic set
with period p and threshold ¢. Let {n1,---,n.} be RN [t,t + p — 1]. Consider the periodic set
R' = U;[n;], € Nwhere [n;], := {# € N| 2z = n; modulo p}. Note that R’ is equal to R except
possibly on finitely many elements (namely those less than or equal #). Hence R is first order
definable in (N, S, R') if and only if R’ is first order definable in (N, S, R). Also R is infinite
and co-infinite if and only if R’ is.

Hence we may assume without loss of generality that R C N is an infinite and co-infinite

periodic set with period p. We aim to establish the existence of a period ¢ of R such that mult,
is first order definable in (N, S, R).

First we find the period. Write R = [nq], U --- U [ngl, With1 < ny <ng < --- <y < p
and1 < k < p. Given1 < z < pdefine R+ z as [n; + z], U --- U [nt + z],. Consider the
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equation R + = = R. Note that « is a solution if and only if every element in [a], is a solution.
It has = = p as a solution. Suppose that 1 < ¢ < p is also a solution. Then y € R if and
only ify + ¢ € R. So R is periodic with period ¢ < p. Rewrite R = [my], U - - - U [my], with
1<m <---<m<gqgand1l <[ < ¢, and repeat this procedure until the only solution to
R+ 2 = Rintherange [1,¢] isz = g. The resulting ¢ is the required period. Note that since R
is infinite and co-infinite 1 < [ < gq.

Now mult, = [0], = {# € N| R+ z = R}. Indeed 0 and hence every element in [0], is a
solution of the equation. Conversely, if R + z = R then every y € [z], is also a solution and
in particular so is y satisfying 1 < y < g¢; then by minimality of ¢ we have y = ¢ and hence
x € mult,.

We claim that mult, is first order definable in (N, S, R) as

{z eN| /\Sm’(w) ERA/\Sm9(x) ¢ R}

where {mj,---,my} = [1,q] N (N'\ R). (Note that the m;’s and m’s in this formula are fixed
and there are only finitely many of them). Indeed if R+ = Rthenm+x € R < m € R
for every m € N, and in particular for every m < ¢. Conversely if z is such that m; +x € R
for every 1 < i < [ then [m;], + * C R forevery i and so R + x C R. Similarly if z is
also such that m; + 2 ¢ R for every 1 < j < I’ then [m}], + 2« N R = () for every j and so
(N\ R) +z C (N\ R). This completes the proof. <

Finally we provide an automatic presentation of (N, S) in which < is not regular but all the
unary relations multy, mults, . .. are regular. This shows that regularity of each of the sets mult;
and the successor relation S do not imply that the relation < is regular.

Theorem G.2.6 There is an automatic presentation of the structure
(N, S, multy, mults, . . .)

in which the relation < is not regular.

Proof We construct an automatic presentation (D, Sp) of (N, S), where D = 0*1*. Define the
function Sp in the following manner:

01 if m=0;
0"~ 11™+2  ifmisoddand n > 0;
Sp(0"1™) = !
a1 ) 1l if misoddand n = 0;

ort11m=2  if m isevenand m > 0.

The function Sp is automatic as all the four conditions defining Sp can be tested by finite
automata. To understand the action of Sy consider the input 0". Applying Sp to the input n + 2
times successively we produce the sequence:

On, O’n]_’ 077,—113’ 071—215’ 0”—317’ — 12n+1’ 1277.-1—2‘
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Figure G.2: Schematic of the function Sp.

Applying Sp to 12" exactly n + 1 times we produce the next sequence:

12n+2 0112n 02127’),72 0312n74 On+1‘

Note that the function S, defines the order <, on 0*1* as follows: 0"1™ <, 0" 1™ if and only
if there exists a ¢ such that S%,(0"1™) = 0™ 1™. This linear order, which is the image of the
order < on N, is not regular. For otherwise let .4 be an automaton recognising ®(<p). Then
®(1?",0™) is accepted by A for every n. In particular for n greater than the number of states
of A, there exists j such that ®(12*+7% (") is accepted by A for every k € N. This contradicts
that there are only finitely many strings x such that x <p 0™.

We need to show that each set mult; is a regular relation under this presentation of (N, S). Let
7 be the isomorphism from (D, Sp) to (N, S). The lengths of z and Sp(z) differ by 1. Thus,
w(0™1™) is odd if and only if the length n + m of the string is odd. So, mult; is a regular
language in this presentation of (N, S).

To show that multy is a regular language in this presentation of (N,.S) we argue as follows.
Consider the table below that lists all the elements of the domain D ordered by the relation <p:

Strings ordered by <p

A,

1,

11,0

01,111

1111, 011,00

001, 0111, 11111

111111, 01111, 0011, 000,
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This table shows that the equalities 7(0") = n - (n + 2) and 7(1?™) = m - (m + 1) for all
n,m € N hold true. Hence for 0 < j < k, the sets A¥ = {0" | 7(0") = j (modk) } and
B = {17™ | 7(1°™) = j (mod k) } are regular. Indeed for fixed j and k, A% is definable as the
disjunction over the finite set {a | 0 < a < k, a(a + 2) = j (mod k) } of the regular predicates
0"| = a(modk). By similar reasoning B} is regular. This table also shows the following.
For any string w € 0*1*, if w = 0°112™ then ST+ (0**™) = w; and if w = 0°1?™ then
S%(12m+2z) = w.

Here is a procedure that decides the set mult, for any given fixed k. The correctness of the
procedure can be proved by using the facts in the preceding paragraph. So, given an input w do
the following:

Case 1: Assume that w = 0°112™ (in this case S (0*+™) = w.)

(a) Calculate z + m modulo £.
(b) Calculate 7(0**™) 4+ m + 1 modulo k.

(c) If the last value equals 0 modulo £ then w € multy; otherwise w ¢ multy.
Case 2: Assume that w = 0%1?™ (in this case S%(12™+2*) = w.)

(@) Calculate 2m + 22 modulo .
(b) Calculate 7r(12™+2*) +  modulo k.

(c) If the last value equals 0 modulo £ then w € multy; otherwise w ¢ multy.

As the sets Af and B;? are regular, the procedure described can be carried out by a finite au-
tomaton while processing the string w. We conclude that mult, is a regular language. Finally
note that automata for mult,, can be constructed uniformly in £. Hence (N, S, multy, mults, - - )
is automatically presentable. <

Each of these characterisations seem to require more or less ad hoc proof techniques, and so it
would be interesting to know whether there is a more general principle. The general problem
is to characterise the intrinsically regular relations in A as those that are definable in a suitable
logic in .A. A natural conjecture at this point is that the logic is FO°™4,

Some applications

The proof of Theorem G.2.4 can be used to construct automatic structures with pathological
properties. The first application of the results concerns the reachability relation in automatic
graphs. The reachability problem for automatic graphs is undecidable (Theorem D.2.11). Such
automatic graphs necessarily have infinitely many components. In fact for automatic graphs
with finitely many components the reachability problem is decidable. A natural question is
whether or not the reachability relation for automatic graphs with finitely many components
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can be recognised by finite automata. To answer this question, consider the following graph
G = ({0,1}*, Edge), where Edge(z,y) if and only if f?(z) = y and f is the function defined
in the proof of Theorem G.2.4 for £ = 2. The graph G is automatic with exactly two infinite
components each being isomorphic to (N, .S). One of the components coincides with mults.
Hence, we have the following:

Corollary G.2.7 There is an automatic graph with exactly two components each of which is
not regular.

The second application of this theorem is on the structure (Z, S). A cut is a set of the form
{r €Z|xz>n},

where n € Z is fixed.
Corollary G.2.8 There is an automatic presentation of (Z, S) in which no cut is regular.

Proof It is sufficient to find a presentation of (Z, S,0) in which {z € Z | x > 0} is not
regular since this cut is first order definable from every other cut. We modify the presentation
({0,1}2, f) of (N, S) in the proof of Theorem G.2.4 for £k = 2, and construct a function g :
{0,1}* — {0, 1}* where g is defined using the same notation as before. All arithmetic below is
performed modulo 2.

d X$0 (o2 '0

Figure G.3: Schematic of the function g.

1. If n < 2then g(z) is the length-lexicographic successor of z.
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2. If (ep(x) + 20p(z) + 1, op(z)) is neither a midpoint nor a startpoint then g(z) = y with
|z| = |y| and ep(y) = ep(z) + 20p(z) + 1 and op(y) = op(z).
3. If (ep(x) + 20p(x) + 1, op(x)) is a midpoint, then

(@) ifop(z) < 2™—1then g(z) = ywith |z| = |y|and ep(y) = 0and op(y) = op(z)+1.
(b) if op(z) = 2™ — 1 then g(x) = y with |y| = |z| + 1 and ep(y) = 0 and op(z) = 0.
4. If (ep(x) + 20p(z) + 1, op(x)) is a startpoint, then
(@) if op(z) < 2™ — 1 then g(z) = y with |z| = |y| and ep(y) = 2"~ and op(y) =
op(x) + 1.
(b) if op(z) = 2™ — 1 then
i. if n =3 and m = 2 then g(z) = e. Otherwise,
ii. ifn =m+1theng(z) = ywith|ep(y)| = n—1, |op(y)| = mand ep(y) = 272

and op(y) = 0.
iii. ifn =mtheng(z) = ywith |ep(y)| = nand |op(y)| = m—1and ep(y) = 2"*
and op(y) = 0.

Thus, ({0,1}*, g,¢€) is an automatic presentation of (Z, S, 0) in which the cut above 0 consists
of exactly those strings z € {0,1}* such that u < 2™ — 1 (recall « is the unique number less
than 2™ that satisfies ep(z) = u - (20p(z) + 1)). But this set of strings is not regular since it can
be used to give a first order definition of the image of mult, in ({0, 1}*, f). <

Most of the content of this chapter appears in Khoussainov et al. [2003b].



Chapter H

Open problems

This thesis has only dealt with automata operating on finite words. One may replace finite words
with finite trees, for instance, and get the larger class of tree automatic structures. Although
some work has been done, a similar investigation for this class is wanting. However there are
still many problems in the word case. Here is a sample.

Problem 1 Which Abelian groups have automatic presentations ? For instance does the group
of rationals (Q, +) have an automatic presentation ?

Problem 2 Investigate the complexity in the arithmetic hierarchy of the isomorphism problem
for classes of automatic structures. For instance, what is the complexity of the isomorphism
problem for automatic linear orders ?

Problem 3 Characterise the intrinsically regular relations of A in a suitable logic. For in-
stance does it hold that
IR(A) = FO®™(A),

for every automatically presentable structure A ? Or even, is there an automatic presentation
of (Z,+) inwhich < is not regular ?

Problem 4 Which w-categorical structures have automatic presentations ? In particular which
Fraissé limits have automatic presentations ?
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