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Abstract
A variety of different approaches have been used to add digital ink annotations to text-based documents. While the majority of research in this field has focused on annotation support for static documents, a small number of studies have investigated support for documents in which the underlying content is changed. Although the approaches used to annotate static documents have been relatively successful, the annotation of dynamic text documents poses significant challenges which remain largely unsolved. However, it is difficult to clearly identify the successful techniques and the remaining challenges since there has not yet been a comprehensive review of digital ink annotation research. This paper reports the results of a systematic mapping study of existing work, and presents a taxonomy categorizing digital ink annotation research.
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1. Introduction
Handwritten annotations are an easy and effective way to actively engage with a document [2, 53] that is shown to improve comprehension and retention [7, 73]. Early research to support annotation of digital documents focused on implementing text-based annotations in which annotations were added using a mouse and keyboard [53]. Modern pen and touch input devices
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allow for freeform digital ink annotations similar to pen on paper [52]. There are numerous approaches that support digital ink annotations on static documents but annotating dynamic documents poses significant technical challenges that remain unsolved. Yet a core advantage of most digital document formats is their inherent support for change. It is difficult to clearly identify the successful techniques for dynamic annotation support and distinguish them from the remaining challenges since there has not yet been a comprehensive review of digital ink annotation research. In this literature review we develop and apply a taxonomy to categorize current research, and report on the solutions and remaining challenges.

The impetus for ink annotation support in digital tools is that freeform annotations offer two benefits over text annotations. First, annotating with a pen is less cognitively demanding than with a mouse and keyboard [53]. Second, ink annotations stand out from the underlying text and are easier to find [53].

Adding annotations using a keyboard and mouse requires a higher mental workload than using a pen. The user has to switch from thinking about what they are reading to how they are going to annotate [53]. This mental switch is increased by software implementations that require the reader to annotate in a different location from where they are reading. As a consequence people annotate less on a computer screen than on paper [43]. Also the increased mental workload of text annotation reduces how much the reader can comprehend and learn [34].

As well as being more cognitively demanding, it is harder to find text annotations than freeform annotations [53]. One important role of annotations is to act as signposts to important information [23]. Consider Figures 1 and 2, the ink annotations stand out from the page making it easy to see them when scanning through a document. In contrast, even with colour coding, the text annotations blend with the text forcing the reader to spend more time looking for them and less time on comprehension.

While the benefits of freeform ink annotations are widely recognised [34, 52, 67] there are a number of technical challenges involved in adding ink annotations to digital text documents. Computers can process the data in text documents due to the structure of the documents. A document consists of a string of characters which is grouped into words, sentences, paragraphs and so on. In contrast freeform annotations lack intrinsic structure. While it is possible to treat annotations as images on a document this limits functionality available. Instead, an application needs some way to unlock the
1. Introduction

This research work consists of two main parts: the first being the module design and the second being the study of a technological solution. The module design is supported by the basic research objectives and is synthesized with the teaching of learning software developed. The design-based research methodology chosen essentially involves iterative software resources based on trials in actual learning environments. In such a list of the implementations of the resources involved in the module is also included in this chapter.

Chapter 4 - Module design

Corresponding to the first research objective, this chapter presents a new SOLO-based visual aesthetics learning module called DESA. The chapter starts with an analysis of evolution which were drawn from existing literature as well as by comparing the differences between CI and Arts students. It then proceeds with an overview of the SOLO (Structure of Observed Learning Outcomes) taxonomy, namely its five levels of students' competencies: prestructural, unistructural, multistructural, relational, and extended abstract. This is followed by an explanation of how the taxonomy was adapted in structuring the new visual aesthetics module. The chapter next reports the results of this new module in an undergraduate HCI course, which yielded positive outcomes.

Chapter 5 - DesignEye v1.0: Supporting the SOLO-based approach

Chapter five presents the first of the two main parts of technological intervention design study conducted in this thesis. The chapter specifically covers the initial design and development of DesignEye, an interactive learning system designed to support the new SOLO-based visual aesthetics module. The study used the visual element ‘block’ as an example of how the structural level of the SOLO-based module can be represented. This example is further broken into two highlighted features: study. In the first cycle, a standalone interactive coloring tool
1. Introduction

This research work; the first being the module design and the second being the study of a technological solution. The module design is set to fulfill RO1 [research objective 1] whereas RO2-RO4 is fulfilled by conducting studies on the learning software developed. The design-based research methodology chosen essentially involves iterative software revisions based on trials in actual learning environments. As such, a list of the undergraduate HCI courses involved in the studies is also included in this chapter.

Chapter 4 - Module design

Corresponding to the first research objective, this chapter presents a new SOLO-based visual aesthetics learning module called DELMA (Design Eye Learning Module). The chapter starts with an analysis of requirements which were drawn from existing literature as well as by comparing the difference between CS and Arts students. It then proceeds with an overview of the SOLO (Structure of Observed Learning Outcomes) taxonomy, namely its five levels of students’ competency: prestructural, unistructural, multistructural, relational and extended abstract. This is followed by an explanation of how the taxonomy was adapted in structuring the new visual aesthetics module. The chapter then reports the trial of this new module in an undergraduate HCI course, which yielded positive outcomes.

Chapter 5 - Design Eye v.1: Supporting the SOLO-based approach

Chapter five presents the first of the two main parts of technological intervention design study conducted in this thesis. The chapter specifically covers the initial design and development of Design Eye, an interactive learning system aiming to support the new SOLO-based visual aesthetics module. The study used the visual element 'volcanic' as an exemplar of how the unistructural level of the SOLO-based module can be represented. This pilot study is further broken into two cycles of iterative study. In the first cycle, a standalone interactive colouring tool...
Converting a document into a static image, and positioning the annotation using standard Cartesian coordinates \([55, 67]\) simplifies the process of adding annotations. However it prevents the document from being edited, eliminating one of the major advantages of digital documents over paper.

Substantive documents (e.g. academic papers, legal contracts) often go through multiple drafts. While reviewing a draft, annotations are used to add questions and suggestions, correct errors, and so forth \([1, 69]\). Then the draft is updated resulting in changes to the content and structure. The challenge is to adapt the ink annotations as the underlying document changes.

While several projects have explored ink annotation support for dynamic text documents there is not yet a complete solution. The challenges for supporting dynamic ink annotations fall into three broad categories: solving the technical challenges; understanding how people interact with their annotations; and exploring how computers can extend what is possible on paper. In this paper we are interested in how the technical challenges have been approached.

There has not been a comprehensive review of digital ink annotation research. Therefore it is difficult to see what techniques are successful and what challenges are unsolved. We have performed a systematic mapping study and reviewed the published research. There is always a need to draw a boundary in a literature review. We have decided to focus on freeform digital ink annotations in text-based documents. This means there are some publications just outside the boundary line. We have included some examples of these in §2.4 to guide readers to other surrounding fields.

We propose a taxonomy of annotation research characterised by: the types of annotations supported; the operations used to add freeform ink annotations; the operations to automatically adapt freeform annotations on dynamic documents; and the human perception of digital ink annotations. One of the challenges of this review is the plethora of terms inconsistently applied. We refer the reader to the set of terms we propose in §4.1 as these are used through-out the review.

2. Research Method

Systematic literature reviews originated in the field of medical studies. They are used to perform a systematic, comprehensive and reproducible analysis of the research about a given topic. They have been applied in
other fields such as software engineering, social sciences, chemistry and education [35]. A systematic mapping study is a variation that provides a wider overview of a research area. They are useful for identifying what has and has not been researched [35, 54]. The attributes of this protocol make it ideally suited to our purposes of documenting and synthesising research on digital ink annotation.

In the systematic mapping study reported in this paper, we use the protocol described by Okoli and Schabram [54], which involves the following steps:

1. Specify the research questions;
2. Protocol development;
3. Review protocol;
4. Study search;
5. Primary studies selection;
6. Data extraction;
7. Data synthesis;

As this is a systematic mapping study, rather than a systematic literature review, we have not included any analysis of quality [36].

Each step is fully documented to ensure that the study can be reproduced.

2.1. Research Questions (Step 1)

The research questions for this study represent the two main challenges in the field. These challenges, identified in earlier research, are adding digital ink to a document and supporting dynamic digital documents [8, 24]. This mapping study is framed by the following research questions:

RQ1. What methods are described in existing literature for adding freeform annotations to digital documents?
   RQ1.1 How is digital ink collected?
   RQ2.2 What is the process for associating an annotation to a location in the document?
   RQ3.3 What types of annotations are recognised?

RQ2. What support for automatic adaptations to annotations have been explored to handle changes in the underlying document?
   RQ2.1 What operations are required to automatic adapt annotations?
   RQ2.2 How can annotations be automatically adapted?
   RQ2.3 How have user expectations on automatic adaptations of annotations been studied?
2.2. Protocol Development and Review (Step 2 and 3)

We analysed five publications used in a previous study [77] to identify potential key terms. These terms were used to define the primary search string and possible alternatives.

A data extraction form was also developed. This form listed the data items to obtain from each publication. These items were chosen based on the research questions. Some of these items are selections with the initial values based on values from the initial five publications.

During the development of the protocol the data extraction form was trialled in a small group. The trial evaluated the definitions of each item to ensure consistency. One of the publications from the previous study was used [24]. Each member extracted all the data items. Based on the feedback the data extraction form was modified to clarify the definitions of each item. The final form is shown in Table 1.

2.3. Search Strategy (Step 4)

The search string, Annotation AND “Digital Ink”, was trialled on the following six databases:

1. ACM Digital Library;
2. IEEE Xplore;
3. SpringerLink;
4. Scopus;
5. Inspec;
6. ProQuest.

The search string found all five of the initial publications. Some alternate search strings were also tried but these either did not add any additional results or were too broad.

After the search string was finalised the search was run on all six databases on a single day (24th December, 2013). The databases were searched in the order listed above. Where possible a full text search was used, otherwise the fullest search options were used.

During the search the results were extracted into a table. The information recorded in the table for each publication included:

(i) Year of publication;
(ii) Venue;
(iii) Authors;
Duplicate results from multiple databases were added to the table. When there were duplicate results within a database (e.g. a conference proceeding and journal article for the same study) the most recent one was used.

After the initial set of publications were selected (Step 5) we returned to this step and performed a forwards and backwards search using the references and citations of each selected publication. After this search we then re-applied step 5 to the new results. We only performed one iteration of forward and backwards searching.

2.4. Selection Criteria (Step 5)

We selected the final publications using multiple phases. In the first phase we checked the source details of each publication. Non-peer reviewed publications (e.g. magazine articles) and non-English publications were excluded. We also identified duplicates based on the authors, date and title and excluded all duplicates but the most recent.

In the second phase we excluded publications whose topic was out of scope. We are specifically interested in the annotation of text-based documents. Therefore publications examining annotation of video and audio files were excluded as they are not text-based (e.g. [12]). Whiteboard applications were excluded for the same reason (e.g. [10]). Drawing and sketching applications were excluded as they start with a blank canvas rather than a pre-existing document (e.g. [87]). Finally implementations with text-only annotations were excluded as we are specifically interested in freeform digital ink (e.g. [88]). The exclusion criteria were applied using the publication’s title and abstract. If there was any doubt about whether a publication should be excluded it was left in. When a publication was excluded the reason for exclusion was noted in the table.

For the next phase the full-text of each remaining publication was retrieved. If a publication could not be retrieved in this phase it was excluded. An example of a publication that could not be retrieved is one that is marked as a citation in the search engine without a link or DOI to retrieve it. With these publications we made all possible attempts to retrieve them including using multiple libraries and other search engines.

For the final phase, the abstract and conclusion of each publication was checked to ensure it met the following inclusion criteria:
Table 1: Data extraction form

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>General Data</td>
<td></td>
</tr>
<tr>
<td>Year of Publication</td>
<td>Numeric</td>
</tr>
<tr>
<td>Authors</td>
<td>Free text</td>
</tr>
<tr>
<td>Title</td>
<td>Free text</td>
</tr>
<tr>
<td>Publication venue (e.g. conference or journal name)</td>
<td>Free text</td>
</tr>
<tr>
<td>Abstract</td>
<td>Free text</td>
</tr>
<tr>
<td>Name of implementation</td>
<td>Free text</td>
</tr>
<tr>
<td>System Data</td>
<td></td>
</tr>
<tr>
<td>Overview</td>
<td>Free text</td>
</tr>
<tr>
<td>Input mechanism</td>
<td>Selection</td>
</tr>
<tr>
<td>Application Domain</td>
<td>Free text</td>
</tr>
<tr>
<td>Document type</td>
<td>Selection</td>
</tr>
<tr>
<td>Overview of adding annotations</td>
<td>Free text</td>
</tr>
<tr>
<td>Annotation types recognized</td>
<td>Selection</td>
</tr>
<tr>
<td>Overview of adapting annotations</td>
<td>Free text</td>
</tr>
<tr>
<td>Change type supported</td>
<td>Selection</td>
</tr>
<tr>
<td>Usability study results</td>
<td>Free text</td>
</tr>
<tr>
<td>Additional functionality provided</td>
<td>Free text</td>
</tr>
</tbody>
</table>

(i) The publication must include an implementation of a system;
(ii) The implementation must allow users to add annotations;
(iii) The implementation must use digital ink;
(iv) The annotations must be for a document (e.g. not a blank notebook).

If there was insufficient detail in the abstract and conclusion to determine whether to include the publication, the rest of the publication was scanned. Any publication that did not meet the inclusion criteria was excluded.

2.5. Data Extraction (Step 6)

The final list of publications was analysed using the data extraction form (see Table 1) to collect the details on each publication. This form has two main sections: general data and system data. The items in the general data section are based on the systematic mapping protocol [54]. The items in the system data section, described below, are based on the research questions.
2.5.1. Overview

This is a summary of the publication, it includes what the implementation was attempting to do, what was actually achieved and what was involved.

2.5.2. Input mechanism

*Input mechanism* is how the ink was physically collected. This started off as two options: tablet with stylus and Anoto pen on paper. As we found additional input mechanisms the list was expanded.

2.5.3. Application domain

*Application domain* is the target domain of the application. This is a free text field to allow for any options. During the data synthesis this list was consolidated (see §2.6).

2.5.4. Document type

The *document type* describes the format of the text-based document. Based on the initial protocol development the starting values for this were 'text only', 'Word' and 'PDF'. As additional formats were found they were added to the list of values.

2.5.5. Overview of adding annotations

*Adding annotations* is the process of collecting digital ink strokes and associating them with the document. This overview lists the reported details on how an implementation handled adding annotations.

2.5.6. Annotation types recognised

An *annotation type* is a class of annotations that shares similar properties. For example underlines are lines drawn underneath text. Marshall [46] proposed a number of annotation types and her types were used as the initial values. If a new type was found during the extraction phase it was added to the list of types. During the data synthesis this list was consolidated (see §2.6).

2.5.7. Overview of adapting annotations

*Adapting annotations* is the process of automatically modifying an annotation in response to a change in the document. This overview lists the reported details on any adaptations performed by the implementation.
2.5.8. **Change type supported**

*Change type* supported defines how the underlying document could change. This selection is based on the spectrum proposed by Golovchinsky and Denoue [24]: none; layout-only; and layout-and-content.

*None* means the implementation does not handle any changes to the document. This assumes that the document remains static throughout the lifetime of the annotations. The PDF format is an example of a format that does not allow changes\(^1\). *Layout-only* means the rendering of the document can change but not the content. Examples of layout changes include changing the font size, page margin, zoom factor, etc. The ePub format is a format that allows for layout changes. *Layout-and-content* means that both the layout and the content of the document can change. For example text can be added, modified or deleted, images and other objects can be inserted or removed. Plain text is an example format for this change type. We were unable to determine what types of changes are supported in some implementations. These implementations were recorded as unknown.

2.5.9. **Usability study results**

These are the details of any human studies reported in the publication.

2.5.10. **Additional functionality provided**

This lists any additional functionality provided in the implementation. This functionality extends what is available using just pen and paper. For example, XLibris explored how annotations could be used to search search queries [27].

2.6. **Data Synthesis (Step 7)**

After data extraction the publications were grouped by implementation. Details were merged together when there were multiple publications about a single implementation. For the *annotation types recognised* field we included the values from all publications. For the *input mechanism* and *change type supported* fields we used the values from the most recent publication. For the remaining fields we compared the publications. If there were details mentioned in one publication but not another they were combined. If there

\(^1\)There are now tools that allow changing a PDF document but the original intention of the specification is for read-only documents.
were conflicting details the details from the most recent publication were
used.

The list of annotation types recognised was consolidated. Some publica-
cations used different terms for the same type of annotation (e.g. circling,
enclosure and box are all synonymous). Each term was checked to see if they
referred to the same annotation type. If so they were combined together and
the most common term used.

Next, the addition and adaptation process overviews were analysed. From
each overview all the operations that were mentioned were listed. For ex-
ample, for addition a publication might mention “combining strokes” and
“linking to underlying context”. This produced one list of operations for
adding an annotation to the document and a second list of operations for
adapting annotations.

The lists were then reviewed to find operations that were similar. For
example “combining strokes” and “grouping strokes” both refer to the same
operation. Grouping similar operations together produced one set of opera-
tions for adding annotations and another for adapting them. To check the
completeness of each set all the implementations were reviewed to determine
which operations where implemented.

During this process we discovered the mode of anchoring an annotation
to the underlying document is important in adding annotations. So the data
synthesis step was repeated to capture the different anchor modes.

Finally, the results from input mechanisms, application domains and ad-
ditional functionality were consolidated. Each item was summarised in a
few words that described the main feature (e.g. “Presenting and annotat-
ing slides” was summarised as “Lecture Presentation”). These summaries
were then grouped together where possible. If the summaries referred to the
same feature then they were combined (e.g. “Writing documents” and “Edit-
ing documents” were combined). Finally the summaries were grouped into
relevant hierarchies for application domains and additional functionality.

3. Results

3.1. Search Results

A total of 801 publications were found during the initial search phase.
The selection process described in step 5 of the methodology was then ap-
plied (see §2.4). Out of the 801 publications 48 met the inclusion criteria
for the study. Using these publications we performed the backwards and for- 
wards search and found an additional 578 publications. Again, we checked
these publications against the exclusion and inclusion criteria and identified
a further 13 publications to include.

A total of 61 publications were included in the mapping study. These
publications describe 42 different implementations. Most implementa-
tions are described by a single publication. Six implementations have two pub-
lications(CodeAnnotator, CoScribe, OneNote, Papiercraft, PenMarked and
United slates), three implementations have three publications (Classroom
Presenter, RCA and WriteOn) and XLibris has ten publications.

Table 2: Publications that were included in the mapping study.

<table>
<thead>
<tr>
<th>Year</th>
<th>Authors</th>
<th>Implementation</th>
<th>Input Mechanism</th>
<th>Change Allowed</th>
<th>Application Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>1991</td>
<td>Levine and Ehrlich</td>
<td>FreeStyle Digitizer</td>
<td>None</td>
<td>Collaboration</td>
<td></td>
</tr>
<tr>
<td>1993</td>
<td>Hardock, Kurtenbach, and Buxton</td>
<td>MATE Digitizer</td>
<td>Content</td>
<td>Documents</td>
<td></td>
</tr>
<tr>
<td>1998</td>
<td>Price, Golovchinsky, and Schilit</td>
<td>Xlibris Tablet PC</td>
<td>None</td>
<td>Active reading</td>
<td></td>
</tr>
<tr>
<td>1998</td>
<td>Schilit, Golovchinsky, and Price</td>
<td>Xlibris Tablet PC</td>
<td>None</td>
<td>Active reading</td>
<td></td>
</tr>
<tr>
<td>1999</td>
<td>Marshall, Price, Golovchinsky, and Schilit</td>
<td>Xlibris Tablet PC</td>
<td>None</td>
<td>Active reading</td>
<td></td>
</tr>
<tr>
<td>1999</td>
<td>Truong, Abowd, and Brotherton</td>
<td>Classroom 2000 Tablet PC</td>
<td>None</td>
<td>Lecture presentation</td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>Golovchinsky and Marshall</td>
<td>Xlibris Tablet PC</td>
<td>None</td>
<td>Active reading</td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>Golovchinsky and Marshall</td>
<td>Xlibris Tablet PC</td>
<td>None</td>
<td>Active reading</td>
<td></td>
</tr>
<tr>
<td>2001</td>
<td>Marshall, Price, Golovchinsky, and Schilit</td>
<td>Xlibris Tablet PC</td>
<td>None</td>
<td>Active reading</td>
<td></td>
</tr>
<tr>
<td>2002</td>
<td>Golovchinsky and Denoue</td>
<td>Xlibris Tablet PC</td>
<td>Layout</td>
<td>Active reading</td>
<td></td>
</tr>
<tr>
<td>2002</td>
<td>Götze, Schlechtweg, and Strothotte</td>
<td>Intelligent pen Unknown</td>
<td>None</td>
<td>Active reading</td>
<td></td>
</tr>
<tr>
<td>2002</td>
<td>Mackay, Pothier, Letondal, Boegh, and Sorensen</td>
<td>A-book Multiple</td>
<td>None</td>
<td>Biology lab</td>
<td></td>
</tr>
<tr>
<td>2003</td>
<td>Bargeron and Mosovich</td>
<td>Callisto Tablet PC</td>
<td>Content</td>
<td>Not specified</td>
<td></td>
</tr>
<tr>
<td>2003</td>
<td>Guimbretière</td>
<td>PADD Anoto</td>
<td>None</td>
<td>Not specified</td>
<td></td>
</tr>
<tr>
<td>2003</td>
<td>Shipman, Price, Marshall, and Golovchinsky</td>
<td>Xlibris Tablet PC</td>
<td>None</td>
<td>Active reading</td>
<td></td>
</tr>
<tr>
<td>Year</td>
<td>Authors</td>
<td>Implementation</td>
<td>Input Mechanism</td>
<td>Change Allowed</td>
<td>Application Domain</td>
</tr>
<tr>
<td>------</td>
<td>---------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>--------------------</td>
</tr>
<tr>
<td>2004</td>
<td>Anderson, Anderson, Simon, Wolfman, VanDeGrift, and Yasuhara</td>
<td>Classroom Presenter</td>
<td>Tablet PC</td>
<td>None</td>
<td>Lecture presentation</td>
</tr>
<tr>
<td>2004</td>
<td>Anderson, Hoyer, Prince, Su, Video, and Wolfman Conroy, Levin, and Guimbretière</td>
<td>Classroom Presenter</td>
<td>Tablet PC</td>
<td>None</td>
<td>Lecture presentation</td>
</tr>
<tr>
<td>2004</td>
<td>Olsen, Tauer, and Fails</td>
<td>ProofRite</td>
<td>Multiple</td>
<td>Content</td>
<td>Editing documents</td>
</tr>
<tr>
<td>2004</td>
<td>Agravala and Shilman</td>
<td>DIZI</td>
<td>Tablet PC</td>
<td>None</td>
<td>Not specified</td>
</tr>
<tr>
<td>2005</td>
<td>Anderson, McDowell, and Simon</td>
<td>Classroom Presenter</td>
<td>Tablet PC</td>
<td>None</td>
<td>Lecture presentation</td>
</tr>
<tr>
<td>2005</td>
<td>Dontcheva, Drucker, and Cohen</td>
<td>v4v</td>
<td>Tablet PC</td>
<td>None</td>
<td>Lecture presentation</td>
</tr>
<tr>
<td>2005</td>
<td>Kam, Wang, Iles, Tse, Chiu, Glaser, Tarshish, and Canny</td>
<td>LiveNotes</td>
<td>Tablet PC</td>
<td>None</td>
<td>Lecture presentation</td>
</tr>
<tr>
<td>2005</td>
<td>Liao, Guimbretière, and Hinckley</td>
<td>Papiercraft</td>
<td>Anoto</td>
<td>None</td>
<td>Active reading</td>
</tr>
<tr>
<td>2006</td>
<td>Chatti, Sodhi, Specht, Klamma, and Klenke</td>
<td>u-Annotate</td>
<td>Unknown</td>
<td>Unknown</td>
<td>Web browsing</td>
</tr>
<tr>
<td>2006</td>
<td>Plimmer and Mason</td>
<td>PenMarked</td>
<td>Tablet PC</td>
<td>None</td>
<td>Marking</td>
</tr>
<tr>
<td>2006</td>
<td>Plimmer, Grundy, Hosking, and Priest</td>
<td>RCA</td>
<td>Tablet PC</td>
<td>Content</td>
<td>Program code</td>
</tr>
<tr>
<td>2006</td>
<td>Priest and Plimmer</td>
<td>RCA</td>
<td>Tablet PC</td>
<td>Content</td>
<td>Program code</td>
</tr>
<tr>
<td>2006</td>
<td>Tront, Eligeti, and Prey</td>
<td>WriteOn</td>
<td>Tablet PC</td>
<td>Unknown</td>
<td>Lecture presentation</td>
</tr>
<tr>
<td>2006</td>
<td>Wang, Shilman, and Raghupathy</td>
<td>WriteOn</td>
<td>Tablet PC</td>
<td>Unknown</td>
<td>Lecture presentation</td>
</tr>
<tr>
<td>2007</td>
<td>Chen and Plimmer</td>
<td>CodeAnnotator</td>
<td>Tablet PC</td>
<td>Content</td>
<td>Program code</td>
</tr>
<tr>
<td>2007</td>
<td>Liao, Guimbretière, Anderson, Linnell, Prince, and Razmov</td>
<td>PaperCP</td>
<td>Multiple</td>
<td>None</td>
<td>Lecture presentation</td>
</tr>
<tr>
<td>2007</td>
<td>Plimmer and Apperley</td>
<td>PenMarked</td>
<td>Tablet PC</td>
<td>None</td>
<td>Marking</td>
</tr>
<tr>
<td>2007</td>
<td>Signer and Norrie</td>
<td>PaperPoint</td>
<td>Anoto</td>
<td>None</td>
<td>Lecture presentation</td>
</tr>
<tr>
<td>2007</td>
<td>Wang and Raghupathy</td>
<td>OneNote</td>
<td>Tablet PC</td>
<td>Content</td>
<td>Not specified</td>
</tr>
<tr>
<td>2008</td>
<td>Cattelan, Teixeira, Ribas, Munson, and Pimentel</td>
<td>Inkteractors</td>
<td>Tablet PC</td>
<td>None</td>
<td>Lecture presentation</td>
</tr>
</tbody>
</table>
Table 2: (continued).

<table>
<thead>
<tr>
<th>Year</th>
<th>Authors</th>
<th>Implementation</th>
<th>Input Mechanism</th>
<th>Change Allowed</th>
<th>Application Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008</td>
<td>Chang, Chen, Priest, and Plimmer</td>
<td>RCA &amp; CodeAnnotator</td>
<td>Tablet PC</td>
<td>Content</td>
<td>Program code</td>
</tr>
<tr>
<td>2008</td>
<td>Liao, Guimbretière, Hinckley, and Hollan</td>
<td>Papiercraft</td>
<td>Anoto</td>
<td>None</td>
<td>Active reading</td>
</tr>
<tr>
<td>2008</td>
<td>Weibel, Ispas, Signer, and Norrie</td>
<td>PaperProof</td>
<td>Anoto</td>
<td>None</td>
<td>Editing documents</td>
</tr>
<tr>
<td>2009</td>
<td>Chandrasekar, Tront, and Prey</td>
<td>WriteOn</td>
<td>Tablet PC</td>
<td>Unknown</td>
<td>Lecture presentation</td>
</tr>
<tr>
<td>2009</td>
<td>Steimle</td>
<td>CoScribe</td>
<td>Anoto</td>
<td>None</td>
<td>Studying</td>
</tr>
<tr>
<td>2009</td>
<td>Steimle, Brdiczka, and Muhlhauser</td>
<td>Steimle (2009)</td>
<td>Anoto</td>
<td>None</td>
<td>Not specified</td>
</tr>
<tr>
<td>2010</td>
<td>Lichtschlag and Borchers</td>
<td>CodeGraffiti</td>
<td>Capacitive touch</td>
<td>Content</td>
<td>Program code</td>
</tr>
<tr>
<td>2010</td>
<td>Plimmer, Chang, Doshi, Laycock, and Seneviratne</td>
<td>iAnnotate</td>
<td>Tablet PC</td>
<td>Layout</td>
<td>Web browsing</td>
</tr>
<tr>
<td>2012</td>
<td>Chen, Guimbretière, and Sellen</td>
<td>United slates</td>
<td>eInk Reader</td>
<td>None</td>
<td>Active reading</td>
</tr>
<tr>
<td>2012</td>
<td>Hinckley, Bi, Pahud, and Buxton</td>
<td>GatherReader</td>
<td>Tablet PC</td>
<td>Unknown</td>
<td>Active reading</td>
</tr>
<tr>
<td>2012</td>
<td>Matulic and Norrie</td>
<td>Matulic &amp; Norrie (2012)</td>
<td>Hybrid</td>
<td>Unknown</td>
<td>Active reading</td>
</tr>
<tr>
<td>2012</td>
<td>Steimle</td>
<td>CoScribe</td>
<td>Anoto</td>
<td>None</td>
<td>Collaboration</td>
</tr>
<tr>
<td>2013</td>
<td>Bhardwaj, Chaudhury, and Roy</td>
<td>Augmented Paper System</td>
<td>Visual</td>
<td>Unknown</td>
<td>Not specified</td>
</tr>
<tr>
<td>2013</td>
<td>Chen, Guimbretière, and Sellen</td>
<td>United slates</td>
<td>eInk Reader</td>
<td>None</td>
<td>Active reading</td>
</tr>
<tr>
<td>2013</td>
<td>Marinai</td>
<td>Marinai (2013)</td>
<td>Unknown</td>
<td>Layout</td>
<td>Not specified</td>
</tr>
<tr>
<td>2013</td>
<td>Mazzei, Blom, Gomez, and Dillenbourg</td>
<td>annOot</td>
<td>Tablet PC</td>
<td>Unknown</td>
<td>Studying</td>
</tr>
<tr>
<td>2013</td>
<td>Sutherland and Plimmer</td>
<td>vsInk</td>
<td>Tablet PC</td>
<td>Content</td>
<td>Program code</td>
</tr>
<tr>
<td>2013</td>
<td>Yoon, Chen, and Guimbretière</td>
<td>Tablet PC</td>
<td>None</td>
<td>Not specified</td>
<td></td>
</tr>
</tbody>
</table>

Table 2 lists the publications that were included in the mapping study, together with their high-level details. Full bibliographic information for all publications is in the reference list.
3.2. General Information

The earliest publication identified was published in 1991. Since then there have been between zero and five publications published a year (see Figure 3).

In this section we review the input mechanisms, change types supported, application domains and document formats.

3.2.1. Input mechanism

We were able to identify the input mechanism for 56 implementations (see Figure 4). We found the following input mechanisms: Tablet PC with stylus; Anoto pen; digitiser with stylus; PDA with stylus; customized eInk readers; capacitive touch and visual input.

The most common input mechanism reported is a stylus on a tablet PC (38 implementations). In this mechanism the user directly draws on the screen of the tablet PC with a special stylus. The tablet PC directly captures the digital ink which is then processed by the implementation. Eight
implementations used an Anoto pen on paper. The document is printed and
an Anoto pen records inking on the paper. The ink is then converted to a
digital form, loaded into the implementation and added to the original digi-
tal document. A further two implementations allowed input from either the
Anoto pen or a stylus on tablet PC. The remaining eight implementations
used a variety of input mechanisms. Four used a stylus: two via a digitizer
[37, 30], one with a PDA [44] and one used customised eInk readers [18, 19].
Two used touch on a capacitive touch surface [42, 56]. One used an Anoto
Pen combined with a tabletop PC [50] and the final implementation used
visual input to track the tip of a pen [9].

We identified three dimensions influenced by the input mechanism:

(i) directness;
(ii) accuracy;
(iii) physical size.

Directness describes the relationship between the input surface and the
display. A direct mechanism (Tablet PCs and Anoto Pens) involves direct
interaction with the display surface. In contrast, with an indirect mechanism
(digitizer) there is a disconnect between the input surface and the document. The user has to map from the document to the input surface. With directness there are two possible interactions: input and output. Tablet PCs provide direct interaction for both input and output. The user can directly input ink onto the device and see it update. In contrast, Anoto Pens provide mixed directness: while the user can directly input on the display surface and see it update on the display surface, they do not directly see its digital representation. Digitizers also provide mixed directness: for input they are indirect but the user can directly see the digital representation. We did not identify any mechanisms that were indirect for both input and output.

Accuracy describes the level of precision when using the input mechanism. The most accurate input mechanism mentioned were the Anoto Pens. These have a theoretical precision of 0.03mm [50]. The least accurate input mechanism is using touch on a capacitive surface. Stylus input devices have a range of accuracies but few publications record any details on the level of precision achieved. However the precision will be lower than an Anoto due to the decreased display resolution compared to paper [3].

Physical size refers to the physical size of the input surface. The smallest device was the PDA for A-book [44]. The next larger devices are Tablet PC and eInk reader systems. Finally, the largest physical systems are the tabletop implementations. These systems require space for the table plus additional ancillary equipment (e.g. the camera in [9]). Anoto pen systems can potentially be anywhere on this dimension as the input surface depends on the size of the paper the document is printed on.

3.2.2. Change type allowed

Of the 61 implementations 3 supported layout-only changes, 11 supported layout-and-content changes and 35 did not support any type of change in the underlying document. For the remaining 12 we could not determine whether they supported any changes. The definitions of each change type are defined in §2.5.8.

3.2.3. Application domains

During the analysis we identified five main domains:

(i) Collaboration
(ii) General
   (1) Active reading
(2) Document editing
(3) Web browsing
(iii) Education;
(1) Lecturing
(2) Marking
(3) Studying
(iv) Programming;
(v) Research.

Table 2 includes the application domain for each implementation.

Collaboration systems are primarily intended for communications between two or more people. In these systems annotations are a way of communicating information. For example, Wang Freestyle allowed people to exchange notes and documents. Annotations enhanced document exchange by including a simple way to add additional information [37].

General covers both reading and producing documents. The most common category in this document is reading documents: specifically active reading. During active reading the reader uses a pen to mark the text as they read. XLibris, the most implementation with the most publications, was original designed as an active reading device [67]. Web browsing is another form of reading but with some key differences: active reading applications replicate how paper works [67, 68, 63] while web browsing focuses on the dynamic nature of web pages [17, 61]. Finally, document editing refers to the process of producing and editing documents. The three implementations in this category all focused on how an editor can annotate a document [30, 21, 84].

The most common area in education is lecturing: presenting slides to a class with annotation support [81, 5, 4, 33]. Some implementations investigated how annotations can help students when studying and taking notes [76, 51]. One implementation investigated how annotations improving marking of student work [59, 58].

The final two domains are subject specific and have a limited number of implementations. Some implementations looked at how annotations could be added to program code. These implementations mainly focused on the technical challenges of adding annotations within current IDEs and how they

---

2As mentioned by Chen et al. active reading also implies similar terms such as work-related reading and responsive reading [18].
can assist with navigation [60, 64, 20]. However one also looked at how annotations could be useful for code in a collaborative environment [42]. The other domain was research: the single implementation in this domain looked at how annotations provide a link between physical and electronic documents [44].

3.2.4. Document formats

Many implementations do not mention document formats used (17 out of 42). The formats that are mentioned can be grouped into nine formats (see Figure 5). The most common format mentioned is HTML [8, 65, 17, 85, 74, 76, 61] (seven implementations) followed by PDF [29, 74, 76, 18, 19, 45, 86] (six implementations) and then program code [60, 64, 20, 16, 42, 77], PowerPoint [5, 72, 74, 76] and scanned documents [37, 62, 67, 68, 27, 48, 25, 26, 49, 24, 44, 71, 74] (all with four implementations). Scanned documents refers to documents that have been scanned and loaded into the implementation. Rich Documents refers to documents produced by word processing software: two implementations use this format (AbiWord [21]
Table 3: Taxonomy of Annotation Types

<table>
<thead>
<tr>
<th>Type Category</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single line</td>
<td>Underlines, Highlighting</td>
</tr>
<tr>
<td>Multiple line</td>
<td>Enclosures, Margin bars, Braces</td>
</tr>
<tr>
<td>Connectors</td>
<td>Callouts/arrows</td>
</tr>
<tr>
<td>Complex</td>
<td>Text/symbols within text, Drawings, Marginalia</td>
</tr>
<tr>
<td>Commands</td>
<td>Commands</td>
</tr>
</tbody>
</table>

Table 4: Taxonomy of Annotation Support Operations

<table>
<thead>
<tr>
<th>Category</th>
<th>Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adding operations</td>
<td>Grouping, Recognising, Anchoring, Storing</td>
</tr>
<tr>
<td>Adapting operations</td>
<td>Repositioning, Refitting, Orphaning/Deleting</td>
</tr>
</tbody>
</table>

3.3. Taxonomy

A summary of the research approaches to digital ink software is presented in Tables 3 and 4. This taxonomy has been compiled as a result of the data synthesis step (see §2.6). Table 3 lists the categories of annotation types and examples of each type. Table 4 lists the adding and adapting operations.

3.3.1. Annotation types recognised

It is clear from the various studies that been conducted (e.g. [46, 24, 47, 8, 70, 83, 78]) that there are some common types of annotations. However
Table 5: Annotation category recognised by implementation

<table>
<thead>
<tr>
<th>Implementation</th>
<th>Single Line</th>
<th>Multiple Line</th>
<th>Complex</th>
<th>Connector</th>
<th>Command</th>
</tr>
</thead>
<tbody>
<tr>
<td>Callisto [8]</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Classroom Presenter [5, 6, 4]</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CodeAnnotator [20, 16]</td>
<td></td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intelligent pen [28]</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>MATE [30]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>Matulic &amp; Norrie (2012) [50]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>OneNote [83, 82]</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>PaperCP [39]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>PaperPoint [72]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>PaperProof [84]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>Papiercraft [40, 41]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>ProofRite [21]</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>Ramachandran &amp; Kashi (2003) [65]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>RCA [60, 64, 16]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>ScreenCrayons [55]</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>Shilman &amp; Wei (2004) [70]</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>Steimle (2009) [74]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>United slates [18, 19]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>vsInk [77]</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>Wu, Yang &amp; Su (2008) [85]</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td>Y</td>
</tr>
<tr>
<td>Xlibris [62, 67, 68, 27, 48, 25, 26, 49, 24, 71]</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Yoon, Chen &amp; Guimbretière (2013) [86]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
</tr>
</tbody>
</table>

Number of Implementations: 9 11 8 6 12

22
these are dependent on both the individual and the domain. Despite this limitation many implementations still attempt to recognise the annotation type as this allows for additional functionality later.

The annotation types recognised could be determined for 22 implementations. The remainder of the implementations either do not handle specific annotation types or do not describe the annotation types recognised. Table 5 lists these implementations and the categories that they recognise.

Ten different annotation types were found. The following are the definitions of each annotation type:

(i) An underline is a line drawn underneath or through a sentence.
(ii) A highlight is similar to an underline but drawn with a different (often semi-transparent) pen.
(iii) An enclosure is a border around one or more elements.
(iv) A margin bar is a vertical straight line drawn in a margin.
(v) A brace is similar to a margin bar but has a pronounced rounded shape and a centre prominence.
(vi) An arrow or call out is a line drawn from one element to another. It may have arrow heads on one or both end points.
(vii) Text and symbols are characters written in the body of the underlying text. They are generally added in the whitespace around the underlying text.
(viii) A drawing is a picture or diagram.
(ix) Marginalia are longer notes added in the margin.
(x) Commands are marks that the implementation is expected to understand and execute.

Figure 6 shows the breakdown of which annotation types are commonly supported.

Different annotation types have different requirements from a software perspective. These annotation types were grouped into five categories based on the requirements of each type:

(i) Single line (underline and highlighting): these annotations are associated with a single line in the document;
(ii) Multiple line (enclosures, margin bars and braces): these annotations span multiple lines;
(iii) Connectors (arrows/callouts): these annotations associate two areas or annotations together;
Figure 6: Number of implementations that recognise each category of annotations.
(iv) Complex (text/symbols, drawings and marginalia): these annotations have additional meaning in addition to their location.

(v) Commands (commands): these marks are commands for the system to perform. These are usually a limited set of symbols that the system can recognise.

Table 6 shows the five categories and an example of each of the types.

<table>
<thead>
<tr>
<th>Single Line Annotations</th>
<th>Multiple Line Annotations</th>
<th>Connector Annotations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Underline</td>
<td>Enclosure</td>
<td>Callout/arrow</td>
</tr>
<tr>
<td>Highlight</td>
<td>Margin Bar</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Brace</td>
<td></td>
</tr>
</tbody>
</table>
Table 6: Continued.

Complex Annotations

<table>
<thead>
<tr>
<th>Text/symbol</th>
<th>Drawing</th>
<th>Marginalia</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Text/symbol" /></td>
<td><img src="image" alt="Drawing" /></td>
<td><img src="image" alt="Marginalia" /></td>
</tr>
</tbody>
</table>

Commands

- Year of publication;
- Venue;
- Authors;
- Title;
- Source;

Single line annotations were recognised by nine implementations. All nine implementations recognised underlines; six also recognised highlights.

Multiple line annotations were recognised by eleven implementations. All eleven implementations recognised enclosures; six recognised margin bars and three recognised braces.

Connectors were recognised by eight implementations.

Complex annotations are recognised by six implementations. All six implementations specially mentioned they recognised text/symbols; two recognised drawings and three recognised marginalia. These three implementations mentioned marginalia as a separate type; other implementations may have supported the same type but reported them as text/symbols.

Finally, commands were recognised by twelve implementations.

In addition to these categories, annotations fit into two classes based on their intended use. The first class of annotations are those intended for a
person. While a computer may recognise these annotations they often have additional meaning beyond their appearance and location. The second class of annotations are those intended for the computer. These annotations can be completely understood by the computer. All commands fall into this category as the computer must understand them in order to apply them.

One challenge with annotation systems is dividing annotations into the two classes. If the annotation is intended for the application there needs to be some way of recognising these annotations; otherwise the application will treat them as intended for a human. The publications reviewed in this study describe the following approaches:

(i) Pen buttons;
(ii) Separate display space;
(iii) Special gestures;
(iv) Pen and touch.

Pen buttons involve using one or more buttons on the stylus device. When the user wants to change modes they depress these buttons. The buttons can either change the mode until the button is pressed again or only change the mode while the button is depressed. With the second option the mode returns to the original when the button is released.

With a separate display space there is an area of the screen where gestures must be entered. Any ink outside this area is assumed to be human-readable only. Gestures within this area will be recognised and potentially processed.

Special gestures involve either a specific gesture set or a special gesture that is added to other gestures. With the specific gesture set the implementation attempts to recognise all gestures. If the gesture is recognised then it will be processed; otherwise the implementation assumes that it is human-readable ink instead. With the special gesture the implementation will ignore all ink unless it includes the gesture. If the special gesture is included then the entire gesture is assumed to be a command.

Finally, with pen and touch one hand is used to control the pen and another to provide touch input to the implementation. Based on the touch input the implementation either treats the pen input as human readable or as commands.

3.3.2. Adding operations

Adding an annotation to a document involves several steps. Digital ink is captured as ink strokes. A single ink stroke is generated by a pen-down,
Table 7: Adding and Adapting operations by implementation

<table>
<thead>
<tr>
<th>Implementation</th>
<th>Group</th>
<th>Recognise</th>
<th>Anchor</th>
<th>Store</th>
<th>Reposition</th>
<th>Refit</th>
<th>Orphan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Callisto [8]</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Classroom Presenter [5, 6, 4]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CodeAnnotator [20, 16]</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td>Y</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>CodeGraffiti [42]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CoScribe [76, 75]</td>
<td>Y</td>
<td></td>
<td>Y</td>
<td></td>
<td></td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>iAnnotate [61]</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intelligent pen [28]</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>Marinai (2013) [45]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MATE [30]</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Matulic &amp; Norrie (2012) [50]</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OneNote [83, 82]</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PADD [29]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>PaperProof [84]</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>Papiercraft [40, 41]</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pearson &amp; Buchanan (2010) [56]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ProofRite [21]</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>Ramachandran &amp; Kashii (2003) [65]</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>RCA [60, 64, 16]</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>ScreenCrayons [55]</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>Shilman &amp; Wei (2004) [70]</td>
<td>Y</td>
<td></td>
<td>Y</td>
<td></td>
<td></td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>Steimle (2009) [74]</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>u- annotate [17]</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>United slates [18, 19]</td>
<td>Y</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>vsInk [77]</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>Wu, Yang &amp; Su (2008) [85]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>Xlibris [62, 67, 68, 27, 48, 25, 26, 49, 24, 71]</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
<td>Y</td>
<td></td>
</tr>
</tbody>
</table>

Number of Implementations: 7 17 16 13 9 4 4
pen moves, pen-up sequence. However people do not consider ink strokes individually. Instead they cognitively group them together as annotations. An annotation can consist of a single ink stroke (e.g. an underline or enclosure) or multiple strokes (e.g. text or drawings).

We found four operations involved in adding an annotation to a document:

(i) **Grouping**: combining multiple ink strokes into a single annotation;
(ii) **Recognition**: classifying all or part of the annotation;
(iii) **Anchoring**: determining the location of the annotation relative to the underlying context (further details are mentioned in §3.3.3);
(iv) **Storage**: persisting the annotation details, including information about the anchor;

Very few publications reported on how annotations are stored. Most implementations that store the annotations use a separate file for the annotations (i.e. they do not modify the original document). These files are either stored locally on the user’s machine [17, 64, 77] or sent to a server [61]. Another approach is to modify the original file to store the annotations in it [18, 83, 82].

Binary and XML-based formats are the only two storage formats mentioned. Only one publication describes the storage format in detail [65] although some other implementations do use pre-defined formats (e.g. Microsoft’s ISF format) [64, 77].

Different implementations use different sequences of these steps. The sequence of steps implemented depends on the goals of the implementation. However there are two general sequences: all-annotation and single-annotation.

The all-annotation sequence processes all strokes in the document when a new stroke is added. The first step is to group strokes into annotations. Then the implementation attempts to recognise each annotation. The result from the recognition (the annotation type) is used to anchor the annotation in the document. Finally the annotation details are stored. With this sequence there is more information for the grouping and recognition steps. This may improve recognition accuracy but comes at the cost of increased computation. This increase is due to the need to reprocess all strokes. The implementations by Shilman and Wei [70], Wang et al. [83], Wang and Raghupathy [82] are examples of this sequence.

The single-annotation sequence processes each stroke only once. When a stroke is added the first step is to group the stroke with an existing an-
notation. If this is not possible then a new annotation is started. The
implementation recognises the annotation and anchors it to the document.
Recognition and anchoring are only applied to new annotations. No matter
how many strokes are added to an existing annotation the type and anchor
do not change. Finally the annotation is stored. This sequence requires less
rework as recognition and anchoring is only performed once per annotation
but this may reduce recognition and anchoring precision.

The single-annotation sequence can involve the user in the grouping oper-
ation. The amount of user involvement ranges from the user manually doing
all the grouping to the implementation providing hints. Callisto requires the
user to do the grouping (and recognition) [8]. RCA, CodeAnnotator and
vsInk all provide grouping hints by displaying a border around the annota-
tions. When the new stroke is inside or intersects an annotation’s border it
is included with the annotation [20, 64, 77]. XLibris does not provide any
user feedback or involvement in the grouping [24]. Instead it uses timing and
spatial heuristics to automatically group strokes together.

Not all implementations use all four operations. Some implementations do
not mention any form of recognition (e.g. [17, 61]). Other implementations
treat all strokes as individual annotations and do not mention any grouping
(e.g. [70, 85]).

There are also notable exceptions to the overall sequences listed above.
These typically include one or more of the steps but don’t do it for the
purpose of adding annotations. For example recognition is used to separate
temporal, attention strokes from permanent ink annotations [6]; to identify
sections in a document that would be most useful to the user [71]; and to
apply a mask to the document to emphasize what was annotated [55].

There have not been any comparative studies between these sequences to
determine the relative efficacy of each.

3.3.3. Anchoring mode

Annotation anchoring involves associating an annotation with an element
of context in the document. All current research treats freeform ink annota-
tions as graphical elements. These graphical elements are positioned in the
document relative to a bounding box. We have classified the anchor mode
by the type of bounding box used (see Table 8).

The most common approach is to use the whole page as the bounding
box. Both the document and the annotations are treated as graphical represen-
tations. Typically the annotation’s top left corner is recorded as an offset
Table 8: Number of implementations for each anchoring approach

<table>
<thead>
<tr>
<th>Anchoring Approach</th>
<th>Number of Implementations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole page</td>
<td>20</td>
</tr>
<tr>
<td>HTML Element</td>
<td>4</td>
</tr>
<tr>
<td>Code Line</td>
<td>4</td>
</tr>
<tr>
<td>Unknown</td>
<td>10</td>
</tr>
<tr>
<td>Word</td>
<td>2</td>
</tr>
<tr>
<td>Paragraph</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total:</strong></td>
<td><strong>41</strong></td>
</tr>
</tbody>
</table>

from the top-left of the page. The annotations are merged onto the document to produce the final view. While this approach is simple and easy to implement it does not allow for the underlying document to change. If the document changes a new graphical representation needs to be generated and the associated coordinates either lose their meaning or need to be translated. There are no reports of translating an annotation to new coordinates without using a more sophisticated approach to anchoring.

The remaining approaches all use a smaller element on the page. The page is decomposed into these elements and the closest element is selected as the bounding box. Where there are multiple choices the implementation will use some form of preferential ordering to select the “best” bounding box [82, 77].

Both paragraph and word approaches use the words in the document as the anchor. The anchor can include using the words themselves, using a number to identify the word within the document (e.g. words 10 to 15) or the location of the words (e.g. words 1 to 5 in the second paragraph of the third page) [24]. All of these approaches assume the words do not change within the document. This approach does however support reflow of the existing text, for example the font size being changed so that words flow onto other lines [24].

Anchoring with an HTML element uses the underlying HTML document object model (DOM). HTML uses a tree-like structure for generating a page. The browser renders this structure into a graphical representation that the user sees. Choosing an anchor position involves finding the closest element to the annotation. The information stored for the annotation includes the
Table 9: Number of implementations that automatically adapting annotations

<table>
<thead>
<tr>
<th></th>
<th>Repositioning</th>
<th>Refitting</th>
<th>Orphaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layout-only</td>
<td>3</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Layout-and-content</td>
<td>6</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Total</td>
<td>9</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

identifier of the element (if any), the path from the root to the element and the surrounding elements [17, 61].

The bounding box for a code line is around each individual line. The anchor for code annotations consist of the line number and file name [20, 64, 77].

3.3.4. Adapting operations

When the underlying document changes an annotation may need to adapt in response. By adapting the annotation it retains its meaning and value. The actual type of adaptation depends on how the underlying document is modified.

There is less work published on automatically adapting annotations. Only ten out of the 31 implementations mention any form of automatic adaptation, we grouped these into three categories:

(i) Repositioning: the annotation is moved to a new location;
(ii) Refitting: the appearance of the annotation is changed;
(iii) Orphaning: the underlying context for the annotation has been removed.

In addition to these categories, implementations can be classified by the type of document modification that is handled. Table 9 shows the relationship between these two categories.

Nine implementations handle repositioning annotations when the underlying content changes, four them handle orphaning and four refit annotations. There was only one implementation that handled refitting but not repositioning [65]. This is unusual as normally repositioning is easier to implement than refitting. It may be this implementation does handle repositioning but it was not mentioned in the publication. All systems that implement orphaning also implement repositioning.
Four out of the six implementations that handle content changes are code editors. The others are ProofRite and Callisto [21, 8]. All four implementations that handle orphaning are also code editors. They all use the same approach for handling orphaning by deleting the annotation. None of the publications on these implementations mention anyway for the user to review the orphaned annotations [20, 42, 60, 64, 77].

The effectiveness of annotation repositioning is related to anchoring. Repositioning requires an anchoring mode at a more granular level than whole-page. All nine implementations that support repositioning use a more granular mode. Four implementations used a line bounding box [64, 20, 42, 77]; one used a bounding box based on HTML elements [61]; one used paragraph level bounding boxes [45]; two used word level bounding boxes [24, 8]; the final implementation did not mention how the annotations were anchored to the context [21].

Repositioning calculates the new position of the annotation using the position of the anchor element plus an offset. The first step is to retrieve the current location of the reference point. The offset is then added to this reference point and the annotation positioned using the sum. All approaches are in reality using (x, y) co-ordinates (as the annotation is a graphical element) translated relative to the anchor [77].

Only four implementations mentioned any refitting of annotations: XLibris [24]; Callisto [8]; ProofRite [21] and the system by Ramachandran and Kashi [65]. All of these implementations use similar rules. Two systems only handle layout changes (XLibris and Ramachandran and Kashi). For XLibris the rationale was to remove any confounding influence due to not finding an anchor for an annotation. Callisto and ProofRite handle both content and layout changes.

In XLibris single-line annotations (underlines and highlighting) remain attached to the words they are anchored to. If a line splits then the annotation will also split; if two lines with similar annotations are joined the annotations will also be joined. Multi-line annotations (enclosures and margin bars) are stretched or condensed so the top and bottom margins of the annotation stay in the same relative positions to the underlying context. Complex annotations are not refitted [24].

Callisto treats enclosures as a single line annotation and associates them with the line in the same way XLibris handles underlines and highlights. Braces are handled instead of margin bars. Callisto also has a mode where the annotations are converted to “cleaned” annotations. Underlines and
highlights are converted to straight lines that align with the underlying text; enclosures are converted to rectangles with rounded corners and aligned to the underlying text; braces are converted to simple Bezier curves. Once cleaned the annotation then follows the same refit rules as the original annotations. The rationale for this is it is easier to automatically refit “cleaned” annotations [8].

ProofRite follows the same rules as XLibris [8]. The system by Ramachandran and Kashi does not describe the rules for adapting annotations [65].

Table 5 shows which implementations recognise the different categories of annotations. Table 7 shows the implementations which implement adding and adapting operations.

3.4. Additional Functionality

While the main focus of this review is how to add and adapt freeform ink annotations on digital documents we also recorded additional functionality that is possible in a digital environment. We report this functionality in this section for completeness. However due to the wide range of functionality that is available we do not cover them in detail.

Table 10 outlines additional functionality provided by the different implementations. This functionality extends annotations beyond what is available using pure pen and paper. During the data synthesis phase (see §2.6) these were grouped into seven categories: collaboration; distributed; dynamic support; intelligent support; navigation; viewing and other. These are described below.

Collaboration is about sharing annotations between people. At its simplest this involves sharing annotations one person makes with another. There are variations on this simple theme. First, annotations can be shared equally between different people (Sharing Annotations). In this variation each person is treated as an equal collaborator (at least at the implementation level). In contrast interactive lectures implies unequal sharing: one person is giving the lecture and the rest are students participating. Interactive lectures refers to either sharing the lecturers annotations to a wider group [5, 6, 4, 39] or the lecturer viewing students’ annotations [81, 39]. Another issue that is specific to sharing annotations is privacy. People often make annotations that they consider private and they do not want to share with other people [13, 81, 47, 75]. Thus some implementation have looked at how the privacy settings can be changed [81, 75].
Table 10: Additional functionality provided by computer-assisted annotations

<table>
<thead>
<tr>
<th>Category</th>
<th>Functionality</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collaboration</td>
<td>Annotation privacy</td>
<td>[75, 81]</td>
</tr>
<tr>
<td></td>
<td>Interactive lectures</td>
<td>[5, 22, 39, 81, 6, 4, 72]</td>
</tr>
<tr>
<td></td>
<td>Sharing annotations</td>
<td>[37, 33, 42, 51, 56, 75, 74, 85]</td>
</tr>
<tr>
<td>Distributed</td>
<td>Control of remote device</td>
<td>[72, 4, 39, 18, 19]</td>
</tr>
<tr>
<td></td>
<td>Shared information between devices</td>
<td>[18, 19]</td>
</tr>
<tr>
<td>Dynamic support</td>
<td>Automatic adaptation</td>
<td>[8, 20, 24]</td>
</tr>
<tr>
<td></td>
<td>Manual changes</td>
<td>[64, 77, 20]</td>
</tr>
<tr>
<td>Intelligent support</td>
<td>Automatic word lookup</td>
<td>[9]</td>
</tr>
<tr>
<td></td>
<td>Command execution</td>
<td>[40, 41, 50, 65, 72, 84, 21, 30, 84]</td>
</tr>
<tr>
<td></td>
<td>Error recognition</td>
<td>[5]</td>
</tr>
<tr>
<td></td>
<td>Gesture recognition</td>
<td>[28, 40, 41, 50, 65, 72, 84, 21, 30, 84]</td>
</tr>
<tr>
<td></td>
<td>Handwriting recognition</td>
<td>[6]</td>
</tr>
<tr>
<td></td>
<td>Masking</td>
<td>[55]</td>
</tr>
<tr>
<td>Navigation</td>
<td>Automatic collection of annotations</td>
<td>[49, 62, 67, 63]</td>
</tr>
<tr>
<td></td>
<td>Automatic list of related materials</td>
<td>[63, 67, 62]</td>
</tr>
<tr>
<td></td>
<td>Automatic search based on annotations</td>
<td>[27, 62, 67, 71, 68]</td>
</tr>
<tr>
<td></td>
<td>Hyperlinking</td>
<td>[9, 25, 67, 62]</td>
</tr>
<tr>
<td></td>
<td>Linking documents</td>
<td>[41, 74, 76]</td>
</tr>
<tr>
<td></td>
<td>Navigation based on annotations</td>
<td>[20, 18, 30, 67, 77]</td>
</tr>
<tr>
<td></td>
<td>Tagging documents</td>
<td>[74, 76]</td>
</tr>
<tr>
<td>Viewing</td>
<td>Additional annotation space</td>
<td>[4, 86]</td>
</tr>
<tr>
<td></td>
<td>Replay of annotations over time</td>
<td>[14]</td>
</tr>
<tr>
<td></td>
<td>Zooming</td>
<td>[3]</td>
</tr>
<tr>
<td>Other</td>
<td>Combining pen with touch</td>
<td>[50]</td>
</tr>
<tr>
<td></td>
<td>Direct screen capture and annotation</td>
<td>[15, 80]</td>
</tr>
<tr>
<td></td>
<td>Information gathering</td>
<td>[31]</td>
</tr>
<tr>
<td></td>
<td>Supporting workflow</td>
<td>[59, 58, 57]</td>
</tr>
</tbody>
</table>
Some implementations offer distributed functionality: the system is separated across multiple machines. There are two variations: controlling a device or sharing information. Controlling a device assumes there is a master device and one or more devices being remotely. For example, lecture presentation systems often allow the lecturer to control the presentation without being anchored to the device that controls the projector [72, 4, 39]. In contrast, sharing information is where all devices are considered equal [18, 19]. Because the information is shared the user does not have to worry about what device they entered the data on. This overcomes some of the earlier limitations found when comparing pen-and-paper to electronic annotation making [53, 52].

Functionality in the dynamic support category is about changing annotations after they have been added. This category divides into two groups: automatic adaptation and manual changes. With automatic adaptation the implementation tries to change the annotation in a way that the original meaning is preserved [8, 20, 24]. The user is either not or minimally involved in the changes. In contrast, manual changes is where the user has full control over how the annotations are changed [64, 77, 20]. This can be changing the location of the annotation, completely deleting it or changing how the annotation’s appearance.

Intelligent support adds contextually aware functionality to annotations. The majority of the research in this category requires recognition (e.g. recognising errors, functional gestures, and hand-writing). The premise behind recognition is if the system can understand an item it can then add extra support for it. For example, if a gesture can be recognised then an associated command can be executed automatically. Thus command execution is flow-on functionality from recognition. Other intelligent functionality includes looking up words and masking out parts of the document based on the underlying context of an annotation [9, 55]. Both of these functions aim to reduce the workload on the user by anticipating their intentions.

Navigation is another common category. For example, XLibris explored many different ways of navigating through documents based on a user’s annotations [62, 63, 67, 68, 27, 49]. These include collecting annotations together so the user can view them in one location; using hyperlinks to return to the original source; and generating lists based on the context of the annotations [62, 63, 67, 68, 27, 49]. Other navigation functionality includes the user linking documents together via annotations or tagging them for future reference [41, 74, 76].
The next category, viewing, is how to display annotations in different ways. One commonly reported issue with annotations is the amount of space available for them. Some implementations have looked at how to increase space automatically without user interventions [4, 86]. Another approach is to replay annotations in chronological order so the viewer can see how they have been built up [14]. The third approach is to help with inputting annotations (in order to overcome the limitations in technology) [3].

Finally, remaining niche functionalities are grouped together under ‘other’. For example, combining pen and touch interactions together [50]; using screen capture to generate documents [15, 80]; information gathering [31] and supporting workflow [59, 58, 57].

3.5. User Studies

We found a variety of user study types reported. We divided them into three types:

(i) Usability;
(ii) Technical capacities;
(iii) User expectations.

Usability studies investigate the effectiveness and efficiency of the implementation. There are a number of usability studies that looked at the usefulness and learnability of various implementations [4, 24, 45, 51, 75]. These studies have identified a range of issues that need to be considered. However few of these studies took their results and generalised them beyond the implementation. This makes these results specific to the implementation itself without exploring the wider possibilities of what it means for user expectation.

Studies on the technical capacities investigate the technical limitations of the implementation. These might include speed, performance, and accuracy. Again these studies are limited to the implementation; although the details do often show where the implementation can be improved.

The final type of study is on user expectations. These investigate new avenues that are not possible with paper-based annotations. XLibris is an example of an implementation that was used to investigate user expectations in a variety of contexts [62, 67, 27, 48, 49, 71]. While these studies are interesting and provide more detail on user expectations for this review our specific focus on user expectations is around the automatic adaptation of annotations. There is only one study in this area [8].
One important finding is that users like the implementations that are predictable and reliable. However if this is not possible then they do not want the implementation to change their annotations. Bargeron and Moscovich [8] found users would prefer the underlying text to be locked, so they cannot modify it, if the annotation cannot be accurately adapted. They theorised there would be a cut-over point for when to lock the context but they were unable to detect one based on their results.

Another important finding is people are happy with “cleaned” annotations. These annotations are often preferred over the original annotations. In addition people are happier seeing these annotations change in response to changes in the underlying document than seeing their original annotations change. However cleaning the annotations increases user expectations. The users have a higher expectation that the implementation understands their meaning [8].

While only one study specifically looked at user expectations around adaptation there are several other studies that include results related to automatic adaptation. One area where annotations do not always behave as expected occurs in the grouping operation. Some annotations (e.g. text, drawings, etc.) are expected to remain together. For example the cross stroke of the ‘t’ and the dot above the ‘i’ should remain in position relative to the rest of the letter. In some automatic implementations this does not happen during repositioning [24, 45].

Another area that can cause confusion is resizing multiple line annotations [8, 24]. When the annotation is outside the text this is not an issue (e.g. margin bars or braces) but when the annotation is within the text the meaning is not preserved as effectively. One potential reason for this is adaptations for this category of annotation do not take into account which words the annotation should be associated with.

Anderson et al. [4] suggest that digital annotation can be more difficult to read than annotations on paper. Identified factors that cause this include:

(i) Pen size: often the pen is a larger size than would be used on paper. The annotations can take up too much space on the document and obscure the underlying text;
(ii) Pen colour: the colours chosen for the annotations can make them more difficult to read (especially when displayed via a projector);
(iii) Annotation similarity: all annotations added using digital ink have the same colour. Unless the user changes the colour all ink annotations in
the same location will merge together.

These factors make it harder for people to accurately add annotations to the document. This reduction in accuracy then has a flow-on effect where annotations are more difficult to correctly adapt. DIZI is an example of a system that attempts to overcome these challenges [3].

Anderson et al. [4] further suggest the last point occurs because digital ink doesn’t change over time like pen annotations do. They claim when ink is first added to paper it appears slightly different. Then as time passes the ink dries and the colour changes slightly. This makes it easier to differentiate annotations based on the time they were added. The colour also changes when multiple strokes are layered on top of each other with a pen. But with digital ink all the strokes have exactly the same colour.

4. Discussion

During the review we found a number of areas of significance. In this section we discuss these and how they impact on freeform digital annotations. In §4.1 we address one of the challenges in this review, the plethora of terms used, by providing a set of common terms. In §4.2 we discuss how the various input mechanisms influence the functionality available. In this review we identified three adapting operations reported: repositioning, refitting and orphaning. Before these operations can be applied there are four adding operations that influence automatic adaptation: grouping, recognising, anchoring and storing. The effectiveness of the adapting operations depends on the effectiveness of these adding operations. Therefore §4.3 discusses the adding operations followed by §4.4 on the adapting operations. One important factor that influences adaptation is the type of the annotation. Previous work has identified different types of annotations but these are normally limited to static documents. In §4.5 we describe how our taxonomy handles dynamic document and use this to identify gaps in the current literature. Another important concept that influences adaptation is annotation lifetime; in §4.6 we discuss this and how it interacts with fluidity. In §4.7 explain why other functionality warrants a new review. Finally, in §4.8 we address a gap in the literature around user experience and going from individual usability studies to the wider picture.
4.1. Terms

One of the issues we found during this review is different publications use different terms for the same thing. We propose the following set of terms being either the most common term used or that which most clearly describes the feature.

(i) Gesture: a pen or touch stroke from contact point through movement on the surface to lift off.
(ii) Digital ink: gestures that remain on the surface as visible ink.
(iii) Functional commands: gestures that result in a command (e.g. undo).
(iv) Annotation: a group of logically related digital ink gestures.
(v) Markup: a general term for all the annotations on a document.
(vi) Lifetime: the expected duration of an annotations existence.
(vii) Fluidity: the interaction experience of the user; in particular whether mode changes are necessary.
(viii) Adaptation: the alteration of annotation so that they continue to hold their meaning when the underlying document changes.

4.2. Input mechanisms

The input mechanisms for annotations affect the functionality that software can provide. Based on the literature we define three dimensions: directness, accuracy and physical size. Choosing an input mechanism involves a trade-off along these dimensions. For example, An Anoto pen allows the user to retain directness of input and immediate output, plus high accuracy, but at the cost of losing the directness of digital output. Thus the user knows what is happening on the paper but not on the computer; and should the digital representation change the user would be unaware unless they notified. In contrast, a Tablet PC is very direct for both input and output: the user is fully aware of what is happening at all times. The price for this trade-off is the reduction in accuracy.

In addition to these dimensions there are other factors that influence the choice of input mechanism that are not captured in these three dimensions. These factors are harder to classify on a scale but still have an influence on the user experience. For example, Anoto pens use real paper as the input and display surface. This provides the full range of affordances that are available for paper (e.g. physicality, freedom of interactions, ability to spread out, etc.) but also paper’s limitations (e.g. being static, taking more space, unable to
search, etc.) In contrast, tablets are full computers with all the processing ability that computers have. Users can tap into this functionality as part of their experience; but at the cost of a bulkier device and losing some of the affordances of paper.

The majority of the implementations reported on use a tablet device for the input mechanism; with pen-and-paper UIs (Anoto pens) being the second most common input mechanism (see Figure 4). From a research perspective the main differential is whether the annotation is on paper vs. on screen with the occasional attempt to combine the two modalities (e.g. [50]). We theorise that tablets are most popular because they are fully functional computers with the added input modality of ink. Thus the research in this area is around how to use digital ink as the input modality and what benefits it provides compared to other input modalities. In contrast, using pen-and-paper UIs are approaching digital ink from the viewpoint of how can paper be extended with a focus on two areas. The first area is what additional functionality can be provided beyond a pure pen and paper environment (e.g. collaboration [76, 75] and lecture presentation [39, 72]). The second area is how to overcome the limitations of paper (e.g. lack of feedback [50] and lack of interactivity [74, 84, 41]). Of interest, initial research only used tablet PCs but now pen-and-paper UIs are gaining in popularity. This may be due to initial hardware limitations being overcome or the realisation that paper still offers many affordances that computers have yet to replicate. Overtime it may be possible for these two approaches to come together with their synergies feeding off each other. However this combination of approaches appears to be limited by the current hardware available.

With the current state of technology, it appears that most of the technical annotation issues for static documents have been at least partially solved. This is especially true for annotating using pen-and-paper UIs but also for tablet-based implementations. What remains for static documents is the process of improving what is already available. However there are increasing numbers of devices with mobile touch/pen input which suggests that it is timely to consider dynamic documents more. This is especially relevant around how to handle changes when the underlying document context changes.

4.3. Adding operations

Grouping is the process of combining multiple gestures together into a single annotation. This is required because people do not think of annota-
tions as individual gestures but a whole while computers receive the digital ink as individual gestures. When the gestures are grouped together successfully then the entire annotations appears to be one whole unit. One common problem with adapting an annotation is when individual parts of the annotation move independently of the others [24, 45]. This then causes confusion as the user expected the whole to stay together.

Recognition is the process of understanding either part or all of the annotation. This is important because different annotation types require different actions [24, 8]. For example, adapting an underline requires the underline stay underneath the associated words. If the annotation is incorrectly recognised then the wrong action will be applied to it, again resulting in user confusion. Another potential area of investigation that relies on recognition is cleaning annotations [8]. Cleaning annotations potentially provides an intermediate representation that is easy for processing but still remains understandable to the user. However they must be correctly recognised to remain understandable; incorrect recognition would result in a wrong cleaning operation being applied.

Anchoring is the processing of associating the annotation with a location in the underlying document. Anchoring is a key prerequisite for repositioning: the annotation will only move to the correct location if the anchor is correct. However, as identified in the literature, there are a variety of different anchoring approaches. The simplest approach is to associate the annotation within the page. This only requires a graphical offset to the top of the page without any need to identify individual elements on the page. But what this gains in simplicity it loses in functionality: there is no way to do any adapting operations at a lower level than the page. In contrast, the most granular level is to identify individual words (or even letters). But this approach raises more issues: first, how to correctly identify the anchor word; second, how to find this word again after the document has changed; and third, how to adapt the annotation if it spans multiple words. Other approaches have used less granular anchors (line or paragraph level) or anchors based on the underlying document code (e.g. HTML). What is common about all these approaches is there is a trade-off. Moving to a more granular level allows more control and flexibility but at an increasing cost of complexity. As yet, there is no clearly identified “best” approach. Instead it depends on what the implementation is trying to do and how important it is to accurately adapt the annotation.

The final operation, storage, is less important for adapting annotations. Its impact is around how annotations can be retrieved later on. For imple-
Implementations that are only interested in immediately evaluating the adding or adapting operations, this operation can be omitted altogether. However for implementations that need to be persisted this operation is important. One current issue with this operation is the data that is stored. There is not a common data format or storage location: thus each implementation needs to implement this operation itself. There are some common formats (e.g. InkML or Microsoft’s ISF format) but these appear to be focused at the digital ink level rather than the higher level of annotations. Thus using these formats requires extensions to include relevant information.

Both anchoring and storing have well-studied solutions. There are sound solutions for anchoring that work in most circumstance. While storing uses a variety of datatypes this is not a fundamental concern. Recognizing and grouping are both related and challenging. The problems encountered with recognition and grouping are being investigated in the wider field of freeform digital ink. While this is outside the scope of this review we refer the interested reader to [32].

In addition to the individual steps, there is also the question of what order should these steps be applied. We have identified two general orders: process each annotation individually; and process all annotations each time a change is made. Each approach offers benefits and trade-offs. Processing each annotation individually is faster but information from other annotations can help with processing an annotation. Individual processing also fixes the annotation type at the time it is added; whereas for all annotation processing the type may change as other gestures are added thus potentially confusing the user. Thus this is an open area of research.

4.4. Adapting operations

The current literature has mixed results around the adapting operations. Repositioning by itself has well-defined solutions. The errors around repositioning are not due to the repositioning itself but because of errors in the adding operations. Improving the adding operations, either individually or together, will improve repositioning without any additional work. In contrast, both refitting and orphaning do require additional work. Also, these two areas are under-represented in the research. Refitting has only been implemented in four implementations and the focus has been on a very narrow set of annotation types (single line and multiple line). Of these four implementations, only one has looked at the user expectations. Orphaning has also been in four implementations and only one type of orphaning has been
implemented. In addition, none of these have looked at user expectations. In the aligned field of text annotation, studies have found that users expect annotations to be available after their anchor has been deleted [11, 66]. Based on prior research this could take two forms. The first is to store all the orphaned annotations so the user can review them later. An alternate approach would be to show an icon at the "best guess" location on the associated document [11]. Selecting this icon would then display the annotation. For each approach the user should be provided options on what to do with the orphaned annotation (e.g. delete, reposition, modify).

4.5. Annotation categories

In her original taxonomy Marshall [46] classified annotations along two dimensions: within-text vs. marginal or blank space; and telegraphic vs. explicit. During her investigation Marshall looked at annotations added to textbooks: one assumes for student study. Both the annotations and their underlying context are static. In contrast, digital documents are dynamic so the content underneath annotations can change. Thus Marshall’s taxonomy, while still valid, is more limited for dynamic documents. Some annotations on dynamic documents do not fit in Marshall’s four quadrants. For example, connector annotations for in both within-text and marginal and commands may be added anywhere on the document. Given these challenges we use an alternate form of taxonomy based on how the annotation would adapt in a digital environment.

This taxonomy builds on the work by Golovchinsky and Denoue and Bargeron and Moscovich. In their work [24, 8] they grouped annotations into three categories: single line, multiple line and complex. Previously both connectors and commands were categorized as complex annotations. This is partly because these categories were used as a basis for automatically adapting annotations. Single line and multiple annotations were refitted as the underlying content changed while complex annotations were not. To these three categories we add connectors and commands (see Table 5).

Connectors are often used to link another annotation to a location in the underlying document [64, 20, 82]. Accordingly, they potentially have two an-

---

3 Prior work indicts the associated context must also be stored [77].

4 Both publications included similar annotation types in each category. The only exception is enclosures. Bargeron and Moscovich treated these primarily as single line annotations while Golovchinsky and Denoue treated them as multiple line.
chor points: one fixed to a location in the document and another associated with an annotation. An alternate form of connector is one that joins two sections of the content. These connectors also have two anchor points but both associated with the document. There has been no research published investigating how to automatically adapt connectors. Connectors should be repositioned like any other annotation; we also assume it would follow similar rules for orphaning. However refitting is a more interesting scenario: theoretically it would possible to refit connectors so these two anchor points move independently. There has been no research published on how this work or, more importantly, on what the user expectations are. We postulate that there are two forms of refitting a connector. For connectors associated with another annotation the connector and associated annotation should be repositioned so the document anchor remains valid. For connectors associated with two different locations in the document the connector should be stretched or shrunk so the two anchor points remain in the correct locations.

Commands are often used for instructing the implementation to do something (e.g. erase or move content [84, 30, 21], move to another location [5, 6, 4, 81], link documents [74], etc.) Unlike most other annotations the implementation is expected to understand these annotations. One major area of research around commands is how to recognise them (see below). Unlike most other forms of annotation commands are transient and have only a short term lifetime. Again, there has been no research on automatically adapting command annotations. We also posit these would follow the same rules for repositioning and orphaning as other annotations. However given that commands are temporary the value of refitting them is questionable.

Combining together our two taxonomies (annotation types and annotation support operations) we can see the biggest gaps are refitting connector, command and complex annotations and orphaning. There are very few implementations that look at the technical complexities and none that investigate user expectations.

4.6. Annotation lifetime

The lifetime of an annotation is an important concept that, while evident from this review, is not widely discussed. There is a continuum of lifetimes; with three major points on the continuum: instantaneous, short term, and long term. Functional commands are instantaneous. The command is executed and the annotation discarded. Short term annotations have a limited lifetime. Once the annotation indicating that something needed editing has
fulfilled its purpose it is removed. Long term annotations become part of the
document; for example providing commentary or explanatory notes.

There is an interplay between lifetime and fluidity. In order to differenti-
tiate functional commands and digital ink many systems required the user
to change modes (which is cognitively disruptive). This is because the soft-
ware has difficulty reliably differentiating gesture classes. There is ongoing
research into gesture recognition that may provide a solution; however cur-
tently there is a need to provide the software with a way separate commands
from ink. There are a number of solutions suggested including using buttons
(pen-based or separate), separate display areas, special gestures, pressure,
and pen and touch. Each of these has its own limitations and strengths:
which is most suitable is context dependent. Buttons require specialized
hardware, and added user dexterity but have the advantage of certainty.
Separate display areas uses screen real estate and requires a move in focus
for the user but can provide a zoomed area for writing. Both special gestures
and pressure require training (the user, the system or both) and recognition
errors are still possible but results in a more fluid interaction. Pen and touch
requires special hardware, bimanual interaction and recognition but has the
most potential for providing fluid interaction and builds on our inherent bi-
manual abilities: for example a person may draw with pencil in one hand
and an eraser in the other. Li et al. [38] investigated the performance of some
of these approaches and found a bimanual approach (pen in preferred hand
and button-push with non-preferred hand) was the fastest. This approach
also had one of the lowest error rates and was preferred by most participants
[38].

4.7. Other functionality

The systematic review has identified a wide range of other functionality
that is provided in various projects (see Table 10). The most important
of these are navigation and collaboration support. However the work in
regards to both of these is immature and intersects with the related fields of
computer supported collaborative work and document libraries respectively.
These two areas, and the others identified in Table 10, warrant a specific
literature review as more investigation is undertaken. This review could also
go further and incorporate other functionality in other areas of annotation
(i.e. text-based annotations).
4.8. User experience

Finally, of note is that the research into the technical issues with annotation are more advanced than the user experience. While the work of Marshall [46] laid an excellent foundation for how people annotate books, many of the studies reported here focus entirely on the technical issue. Those user studies that are reported, for example [55, 44, 77], are usually usability studies that evaluate the usability of the specific application without regard to the fundamental and theoretical principles. We could only find two studies [24, 8] that investigated user expectations on adapting annotations. While there has been work in this area for text-based annotation there is an urgent need for more work in this regard around freeform ink annotation.

In addition, most studies have focused on evaluating the effectiveness of their own implementation. Very few implementations attempt to generalise beyond their initial implementation\(^5\). While there are many solutions to technical challenges and interesting ideas for functionality, it is hard to generalise beyond the initial implementations. What works in one particular implementation, with its specific environment and objectives, may not work when transposed to another implementation. This may be a limitation of our field, where we focus on smaller units of work rather than exploring the bigger picture, that limits the transferability of our findings outside our field. This raises the question: are we leaving the bigger picture of how our work could benefit mankind to industry? This is a serious issue as industry has different objectives and driving motives which skews the long-term benefit of our research.

5. Future Directions

This review has identified several areas of investigation in future. These include:

(i) Investigating how both connectors and commands could be automatically adapted. This includes both the technical aspects and the user expectations, as well as investigating all three adapting operations.
(ii) Investigating the two overall approaches for adding annotations and the strengths and limitations of each approach. We posit that each

\(^5\)XLibris is the main exception.
overall approach will be useful for different scenarios but we do not
which approach is better or how this would be evaluated.

(iii) Improving the accuracy of each step for adding annotations. This in-
cludes reviewing these operations in the wider domain of freeform digital
ink and their applicability to annotations.

(iv) Investigating how orphaned annotations can be handled. Again there
is prior work in other domains that can be used as a starting point.

(v) Studying user expectations around freeform ink annotations in docu-
ments; especially for dynamic documents.

(vi) Reviewing the additional functionality provided by digital annotations.

6. Concluding Remarks

The motivation for this review was to determine what has been investi-
gated for freeform digital ink annotations on text documents. Two research
questions were formulated to guide the review. First, the operations needed
to robustly add annotations; and second what support there is for automat-
ically adapting annotations when a document changes. Using a systematic
mapping study we present a taxonomy of current work.

Adding annotations to documents is well covered in the research. There
are four operations used for adding annotations: grouping; recognising; an-
choring; and storing. However there is not a common order to how these
operations are used; instead there are variations based on the overall ap-
proach used and the level of user interaction provided. We also identified
ten commonly recognised types of annotation. These are grouped into five
categories based on their requirements for adding and adapting.

Automatic adapting of annotations has not been investigated widely.
Repositioning is the most common adapting implementation, followed by or-
phaning and then refitting annotations. If the annotation is added robustly
then repositioning occurs without additional work. The implementations
that implement orphaning all work by deleting the annotation. The two im-
plementations refit annotations only look at a reduced set of annotations:
single-line and simple multi-line annotations. This is an area that needs
additional investigation.

The most common type of human study is a usability study of how well an
implementation performs but these do not improve the overall understand-
ing of the underlying user expectations. There are few studies that investigate
user expectations and only one that studied adapting annotations. This is a
major gap in the current literature. We do not know how people will react to different types of changes or even how they might want an annotation to change. Nor are there technical solutions to many of the annotation styles commonly used. Future work addressing this gap digital ink annotation research should use the taxonomy presented here to describe how the research relates to the field.

Finally, one challenge in this study was identifying similar functionality due to the different terms used for the same thing. We recommend that a standardised set of terminology be used in future. In this study we suggest an initial set of definitions.
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