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#### Abstract

A quasiperiod of a finite or infinite string/word is a word whose occurrences cover every part of the string. A word or an infinite string is referred to as quasiperiodic if it has a quasiperiod. It is obvious that a quasiperiodic infinite string cannot have every word as a subword (factor). Therefore, the question arises how large the set of subwords of a quasiperiodic infinite string can be [Mar04].

Here we show that on the one hand the maximal subword complexity of quasiperiodic infinite strings and on the other hand the size of the sets of maximally complex quasiperiodic infinite strings both are intimately related to the smallest Pisot number $t_{P}$ (also known as plastic constant).

We provide an exact estimate on the maximal subword complexity for quasiperiodic infinite words.
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In his tutorial [Mar04] Solomon Marcus discussed some open questions on quasiperiodic infinite words. Soon after its publication Levé and Richomme gave answers on some of the open problems (see [LR04]). In connection with Marcus' Question 2 they presented a quasiperiodic infinite word (with quasiperiod $a b a$ ) of exponential subword complexity, and they posed the new question of what is the maximal complexity of a quasiperiodic infinite word.

In a recent paper [PS10] we estimated the maximal asymptotic (in the sense of [Sta12]) subword complexity of quasiperiodic infinite words. More precisely, it is shown in [PS10] that every quasiperiodic infinite word $\xi$ has at most $f(\xi, n) \leq O(1) \cdot t_{P}^{n}$ factors (subwords) of length $n$, where $t_{P}$ is the smallest Pisot number, that is, the unique positive root of the polynomial $t^{3}-t-1$. Moreover, the general construction of Section 5 in [Sta93] yields quasiperiodic infinite words achieving this bound. In fact, also Levé's and Richomme's [LR04] example meets this asymptotic upper bound $O(1) \cdot t_{P}^{n}$.

Surprisingly, it turned out in [PS10] that there are also infinite words meeting this bound having aabaa-a different word-as quasiperiod. Moreover, it was shown that all other quasiperiods yield infinite words asymptotically below this bound.

The aim of this paper is to compare these two maximal quasiperiods $a b a$ and aabaa in order to obtain an answer as to which one of them yields infinite words of greater complexity. Here we compare the quasiperiods $a b a$ and aabaa in two respects.

1. Which one of the words $a b a$ or $a a b a a$ generates the larger set ( $\omega$ language) of infinite words having $q$ as quasiperiod, and
2. which one of the words $a b a$ or aabaa generates an $\omega$-word $\xi_{q}$ having a maximal subword function $f\left(\xi_{q}, n\right)$ ?

As a measure of $\omega$-languages in Item 1 we use the Hausdorff dimension and Hausdorff measure of a subset of the Cantor space of infinite words ( $\omega$-words). We obtain that, when neglecting the fixed prefix $q$ of quasiperiodic $\omega$-words having the quasiperiod $q$ the sets of $\omega$-words having quasiperiod $a b a$ or aabaa have the same Hausdorff dimension $\log t_{P}$ and the same Hausdorff measure $t_{p}$, both values showing the close connection to the smallest Pisot number.

A difference for these quasiperiods appears when we consider the subword function $f(\xi, n)$. It turns out that aabaa is the quasiperiod having the maximally achievable subword complexity for quasiperiodic $\omega$ words.

## 1 Notation

In this section we introduce the notation used throughout the paper. By $\mathbb{N}=\{0,1,2, \ldots\}$ we denote the set of natural numbers. Let $X$ be an alphabet of cardinality $|X|=r \geq 2$. By $X^{*}$ we denote the set of finite words on $X$, including the empty word e, and $X^{\omega}$ is the set of infinite strings ( $\omega$-words) over $X$. Subsets of $X^{*}$ will be referred to as languages and subsets of $X^{\omega}$ as $\omega$-languages.

For $w \in X^{*}$ and $\eta \in X^{*} \cup X^{\omega}$ let $w \cdot \eta$ be their concatenation. This concatenation product extends in an obvious way to subsets $L \subseteq X^{*}$ and $B \subseteq$ $X^{*} \cup X^{\omega}$. For a language $L$ let $L^{*}:=\bigcup_{i \in \mathbb{N}} L^{i}$, and by $L^{\omega}:=\left\{w_{1} \cdots w_{i} \cdots: w_{i} \in\right.$ $L \backslash\{e\}\}$ we denote the set of infinite strings formed by concatenating words in $L$. Furthermore $|w|$ is the length of the word $w \in X^{*}$ and $\operatorname{pref}(B)$ is the set of all finite prefixes of strings in $B \subseteq X^{*} \cup X^{\omega}$. We shall abbreviate $w \in \operatorname{pref}(\eta)\left(\eta \in X^{*} \cup X^{\omega}\right)$ by $w \sqsubseteq \eta$.

We denote by $B / w:=\{\eta: w \cdot \eta \in B\}$ the left derivative of the set $B \subseteq$ $X^{*} \cup X^{\omega}$. As usual, a language $L \subseteq X^{*}$ is regular provided it is accepted by a
finite automaton. An equivalent condition is that its set of left derivatives $\left\{L / w: w \in X^{*}\right\}$ is finite.

The sets of infixes of $B$ or $\eta$ are infix $(B):=\bigcup_{w \in X^{*}} \operatorname{pref}(B / w)$ and infix $(\eta):=$ $\bigcup_{w \in X^{*}} \operatorname{pref}(\{\eta\} / w)$, respectively. Similarly $\operatorname{suff}(B):=\bigcup_{w \in X^{*}} B / w$ is the set of suffixes of elements of $B$. In the sequel we assume the reader to be familiar with basic facts of language theory.

## 2 Quasiperiodicity

### 2.1 General properties

A finite or infinite word $\eta \in X^{*} \cup X^{\omega}$ is referred to as quasiperiodic with quasiperiod $q \in X^{*} \backslash\{e\}$ provided for every $j<|\eta| \in \mathbb{N} \cup\{\infty\}$ there is a prefix $u_{j} \sqsubseteq \eta$ of length $j-|q|<\left|u_{j}\right| \leq j$ such that $u_{j} \cdot q \sqsubseteq \eta$, that is, for every $w \sqsubseteq \eta$ the relation $u_{|w|} \sqsubseteq w \sqsubset u_{|w|} \cdot q$ is valid (cf. [LR04, Mar04, Mou00]).

Next we introduce the finite language $P_{q}(\mathcal{L}(q)$ in [Mou00]) which generates the set of quasiperiodic $\omega$-words having quasiperiod $q$. We set

$$
\begin{equation*}
P_{q}:=\{v: e \sqsubset v \sqsubseteq q \sqsubset v \cdot q\}=\{v: \exists w(w \sqsubset q \wedge v \cdot w=q)\} . \tag{1}
\end{equation*}
$$

Corollary 4 in [PS10] yields the following characterisation of $\omega$-words having quasiperiod $q \in X^{*} \backslash\{e\}$.

$$
\begin{equation*}
\xi \text { has quasiperiod } q \text { if and only if } \operatorname{pref}(\xi) \subseteq \operatorname{pref}\left(P_{q}^{\omega}\right) \tag{2}
\end{equation*}
$$

We list some further properties of the set of quasiperiodic $\omega$-words which will be useful in the sequel.

## Proposition 1

$$
\begin{equation*}
P_{q}^{\omega}=\left\{\xi: \operatorname{pref}(\xi) \subseteq \operatorname{pref}\left(P_{q}^{\omega}\right)\right\} \tag{3}
\end{equation*}
$$

There is a $V \subseteq \mathbf{i n f i x}\left(P_{q}^{|q|}\right)$ such that

$$
\begin{equation*}
P_{q}^{\omega}=q \cdot V^{\omega} . \tag{4}
\end{equation*}
$$

Proof. Since $P_{q}$ is finite, Eq. (3) follows from Eq. (2).
For the proof of the second identity observe that every word in $P_{q}^{|q|}$ starts with the quasiperiod $q$. Then the assertion follows from the identity $P_{q}^{\omega}=\left(P_{q}^{k}\right)^{\omega}, k \geq 1$, and the rotation property $\left(W_{1} \cdot W_{2}\right)^{\omega}=W_{1} \cdot\left(W_{2} \cdot W_{1}\right)^{\omega}$ where $W_{1}, W_{2} \subseteq X^{*}$.

Eq. (3) shows that the set of quasiperiodic $\omega$-words $P_{q}^{\omega}$ belongs to the class of $\omega$-languages $F \subseteq X^{\omega}$ satisfying the property $F=\left\{\xi: \xi \in X^{\omega} \wedge\right.$ $\operatorname{pref}(\xi) \subseteq \operatorname{pref}(F)\}$. Those $\omega$-languages are the ones closed in the Cantor topology of the set $X^{\omega}$ (see [Sta97, Tho90]). Moreover, if pref $(F)$ is a regular language, these $\omega$-languages $F$ can be accepted by every deterministic finite automaton $\mathcal{B}=\left(X, S, s_{0}, \delta, S_{F}\right)$ accepting pref( $F$ ) (see Fig. 1).

$$
\begin{equation*}
\xi \in F \longleftrightarrow \forall w\left(w \in \operatorname{pref}(\xi) \rightarrow \delta\left(s_{0}, w\right) \in S_{F}\right) . \tag{5}
\end{equation*}
$$



Figure 1: Deterministic partial automaton accepting $P_{a b a}^{\omega}$, all states being final.

The proof of Eq. (4) yields a rather large language $V$. Using the rotation property successively starting with $P_{q}$ yields a more concise version of $V$. We exhibit this for the set $P_{\text {aabaa }}=\{a a b, a a b a, a a b a a\}$.

Example $2 P_{\text {aabaa }}^{\omega}=\{a a b, a a b a, a a b a a\}^{\omega}=(a a b \cdot\{e, a, a a\})^{\omega}$

$$
=a a b \cdot\{a a b, a a a b, a a a a b\}^{\omega}
$$

$=a a b a a \cdot\{b a a, a b a a, a a b a a\}^{\omega}$
Observe that the resulting language $\{b a a, a b a a, a a b a a\}$ is prefix-free. Moreover $\{b a a, a b a a, a a b a a\}=\mathcal{R}(a a b a a)$ in terms of [Mou00].

In the same way one obtains $P_{a b a}^{\omega}=a b a \cdot\{b a, a b a\}^{\omega}$.

## 3 Hausdorff Dimension and Hausdorff Measure

### 3.1 General properties

First, we shall briefly describe the basic formulae needed for the definition of Hausdorff measure and Hausdorff dimension of a subset of $X^{\omega}$. For more background see the textbooks [Edg08, Fal90] or Section 1 in [MS94].

In the setting of languages and $\omega$-languages this can be read as follows (see [MS94, Sta93]). For $F \subseteq X^{\omega}, r=|X| \geq 2$ and $0 \leq \alpha \leq 1$ the equation

$$
\begin{equation*}
\mathbb{L}_{\alpha}(F):=\lim _{l \rightarrow \infty} \inf \left\{\sum_{w \in W} r^{-\alpha \cdot|w|}: F \subseteq W \cdot X^{\omega} \wedge \forall w(w \in W \rightarrow|w| \geq l)\right\} \tag{6}
\end{equation*}
$$

defines the $\alpha$-dimensional metric outer measure on $X^{\omega}$. The measure $\mathbb{L}_{\alpha}$ satisfies the following properties (see [MS94, Sta93, Sta15]).

Proposition 3 Let $F \subseteq X^{\omega}, V \subseteq X^{*}$ and $\alpha \in[0,1]$.

1. If $\mathbb{L}_{\alpha}(F)<\infty$, then $\mathbb{L}_{\alpha+\varepsilon}(F)=0$, for all $\varepsilon>0$.
2. It holds the scaling property $\mathbb{L}_{\alpha}(w \cdot F)=r^{-\alpha \cdot|w|} \cdot \mathbb{L}_{\alpha}(F)$.

Then the Hausdorff dimension of $F$ is defined as

$$
\operatorname{dim} F:=\sup \left\{\alpha: \alpha=0 \vee \mathbb{L}_{\alpha}(F)=\infty\right\}=\inf \left\{\alpha: \mathbb{L}_{\alpha}(F)=0\right\} .
$$

It should be mentioned that dim is countably stable and invariant under scaling, that is, for $F_{i} \subseteq X^{\omega}$ we have

$$
\begin{equation*}
\operatorname{dim} \bigcup_{i \in \mathbb{N}} F_{i}=\sup \left\{\operatorname{dim} F_{i}: i \in \mathbb{N}\right\} \quad \text { and } \quad \operatorname{dim} w \cdot F_{0}=\operatorname{dim} F_{0} . \tag{7}
\end{equation*}
$$

If $\alpha=\operatorname{dim} F$ then we call $\mathbb{L}_{\alpha}(F)$ the Hausdorff measure of $F$.
We have the following relation between a language of finite words $V$ and the Hausdorff dimension of its $\omega$-power $V^{\omega}$.

Proposition 4 ([Sta93, Eq. (6.2)]) Let $V \subseteq X^{*}$ and $V^{\omega}$ be non-empty.
Then $\operatorname{dim} V^{\omega}=\limsup _{n \rightarrow \infty} \frac{1}{n} \log _{r}\left|V^{*} \cap X^{n}\right|$.

### 3.2 The Hausdorff measure of $P_{a b a}^{\omega}$ and $P_{a b a a a}^{\omega}$

In Section 4.1 in [PS10] the value $\limsup _{n \rightarrow \infty} \frac{1}{n} \log _{r}\left|P_{w}^{*} \cap X^{n}\right|$, for $w \in\{a b a, a a b a a\}$, was found as $\log _{r} t_{P}$ where $t_{P}$ is the smallest Pisot number, that is, the (unique) positive root of the polynomial $t^{3}-t-1$. Thus Proposition 4 shows that the Hausdorff dimension of $P_{a b a}^{\omega}$ and $P_{a a b a a}^{\omega}$ is $\log _{r} t_{P}$. In what concerns the Hausdorff measure of $P_{a b a}^{\omega}$ and $P_{a a b a a}^{\omega}$ we consider the identities $P_{a a b a a}^{\omega}=a a b a a \cdot\{b a a, a b a a, a a b a a\}^{\omega}$ and $P_{a b a}^{\omega}=a b a \cdot\{b a, a b a\}^{\omega}$ derived in Example 2.
Here the languages $\{b a a, a b a a, a a b a a\}$ and $\{b a, a b a\}$ are prefix-free. Therefore we can apply Theorem 4 of [Sta05] which gives the following general formula for the Hausdorff measure of $V^{\omega}$ for prefix-free languages $V \subseteq X^{*}$.

Theorem 5 ([Sta05, Theorem 4]) LetV $\subseteq X^{*}$ be prefix-free and $\alpha=\operatorname{dim} V^{\omega}$. Then

$$
\mathbb{L}_{\alpha}\left(V^{\omega}\right)= \begin{cases}0 & , \text { if } \sum_{u \in V} r^{-\alpha \cdot|u|}<1, \text { and } \\ \inf \left\{\left(\sum_{w v \in V} r^{-\alpha \cdot|v|}\right)^{-1}: w \in \operatorname{pref}(V)\right\}, \text { if } \sum_{u \in V} r^{-\alpha \cdot|u|}=1 .\end{cases}
$$

Observe that $\sum_{v \in V} r^{-\alpha \cdot|v|}>1$ implies $\alpha<\operatorname{dim} V^{\omega}$ (see e.g. Proposition 3 in [Sta05]).

Example 6 For $V=\{b a, a b a\}$ we have

| $w \in \operatorname{pref}(V)$ | $w \in V \cup\{e\}$ | $a$ | $a b$ | $b$ |
| :---: | :---: | :---: | :---: | :---: |
| $\sum_{w v \in V} r^{-\alpha \cdot\|v\|}$ | 1 | $t_{P}^{-2}$ | $t_{P}^{-1}$ | $t_{P}^{-1}$ |

and for $V=\{b a a, a b a a, a a b a a\}$

$$
\begin{array}{c|ccccccc}
w \in \operatorname{pref}(V) & w \in V \cup\{e\} & a & a a & a a b & a a b a & b & b a \\
\hline \sum_{w v \in V} r^{-\alpha \cdot|v|} & 1 & \left(t_{P}^{-3}+t_{P}^{-4}\right) & t_{P}^{-3} & t_{P}^{-2} & t_{P}^{-1} & t_{P}^{-2} & t_{P}^{-1}
\end{array}
$$

Since $t_{P}^{-3}+t_{P}^{-4}=t_{P}^{-1}<1$, we obtain

$$
\mathbb{L}_{\alpha}\left(\{b a, a b a\}^{\omega}\right)=\mathbb{L}_{\alpha}\left(\{b a a, a b a a, a a b a a\}^{\omega}\right)=1
$$

and in view of the scaling property Proposition 3(2), $\mathbb{L}_{\alpha}\left(P_{a b a}\right)=t_{P}^{-3}$ and $\mathbb{L}_{\alpha}\left(P_{a b a a}\right)=t_{P}^{-5}$.

### 3.3 The Hausdorff measure of $\operatorname{suff}\left(P_{a b a}^{\omega}\right)$ and $\operatorname{suff}\left(P_{a a b a a}^{\omega}\right)$

The estimates $\mathbb{L}_{\alpha}\left(P_{\text {aabaa }}\right)=t_{P}^{-5}$ and $\mathbb{L}_{\alpha}\left(P_{a b a}\right)=t_{P}^{-3}$, however, do not seem to represent the 'real' size of the sets $P_{a b a}^{\omega}$ and $P_{a a b a a}^{\omega}$ : All $\omega$-words in $P_{a b a}^{\omega}$ start with $a b a$ and all $\omega$-words in $P_{\text {aabaa }}^{\omega}$ start with the longer word aabaa. Thus, in view of the scaling property Proposition 3(2), these prefixes contribute the factors $t_{P}^{-3}$ and $t_{P}^{-5}$, respectively, to the Hausdorff measure, whereas according to Example 6 the tails $\{b a, a b a\}^{\omega}$ and $\{b a a, a b a a, a a b a a\}^{\omega}$ both have Hausdorff measure 1.

In order to eliminate this influence of the scaling down of the Hausdorff measures we consider instead the sets $\operatorname{suff}\left(P_{q}^{\omega}\right)$ of all tails (suffixes) of $\omega$-words in $P_{q}^{\omega}$. In view of Eq. (7) we have

$$
\operatorname{dim} \operatorname{suff}\left(P_{q}^{\omega}\right)=\operatorname{dim} \bigcup_{w \in X^{*}} P_{q}^{\omega} / w=\operatorname{dim} P_{q}^{\omega} .
$$

The following proposition enables us to derive a representation of $\operatorname{suff}\left(P_{q}^{\omega}\right)$ suitable for calculating its Hausdorff measure.

Proposition 7 Let the $\omega$-language $F \subseteq X^{\omega}$ satisfy the condition $F=\{\xi$ : $\left.\xi \in X^{\omega} \wedge \operatorname{pref}(\xi) \subseteq \operatorname{pref}(F)\right\}$ and let its set of left derivatives $\left\{F / w: w \in X^{*}\right\}$ be finite. Then $\left\{\operatorname{suff}(F) / w: w \in X^{*}\right\}$ is also finite and $\operatorname{suff}(F)=\{\xi: \xi \in$ $\left.X^{\omega} \wedge \operatorname{pref}(\xi) \subseteq \operatorname{infix}(F)\right\}$.
Both of the assumptions in Proposition 7 are essential. First consider that $\left\{E / w: w \in X^{*}\right\}$ be finite. Here the $\omega$-language $E=\left\{a^{\omega}\right\} \cup \bigcup_{n \in \mathbb{N}} a^{n} b\{a, b\}^{n}$. $a^{\omega}$ has infinitely many left derivatives, for $E / a^{n} b \neq E / a^{m} b$ unless $n=m$.

We have infix $(E)=\{a, b\}^{*}$ but $\operatorname{suff}(E) \neq\{a, b\}^{\omega}$. Next $\{a, b\}^{*} \cdot a^{\omega} \subseteq\{a, b\}^{\omega}$ has $F / w=F / v$ for $w, v \in\{a, b\}^{*}$ but $F$ does not satisfy the condition $F=$ $\left\{\xi: \xi \in X^{\omega} \wedge \operatorname{pref}(\xi) \subseteq \operatorname{pref}(F)\right\}$. Here we have $\operatorname{suff}(F)=F \neq\{a, b\}^{\omega}=\{\xi:$ $\left.\operatorname{pref}(\xi) \in\{a, b\}^{*}\right\}$.

Proof of Proposition 7. Let $V \subseteq X^{*}$ be finite such that $\left\{F / w: w \in X^{*}\right\}=$ $\{F / w: w \in V\}$. Then in view of $\left\{\operatorname{suff}(F) / w: w \in X^{*}\right\} \subseteq\left\{\bigcup_{v \in V^{\prime}} F / v: V^{\prime} \subseteq V\right\}$ the set of left derivatives of $\operatorname{suff}(F)$ is obviously finite.

Concerning the second assertion, the inclusion " $\subseteq$ " follows from $\operatorname{pref}(\xi / w) \subseteq \operatorname{infix}(F)$ whenever $w \in X^{*}$ and $\xi \in F$.

Let now $\operatorname{pref}(\zeta) \subseteq \operatorname{infix}(F)$. Then for every $v \in \operatorname{pref}(\zeta)$ there is a $w_{v}$ with $v \in \operatorname{pref}\left(F / w_{v}\right)$. Since the set $\left\{F / w: w \in X^{*}\right\}$ is finite, there is a $w \in \operatorname{pref}(F)$ such that the language $W_{\zeta, w}:=\left\{v: v \in \operatorname{pref}(\zeta) \wedge F / w_{v}=F / w\right\}$ is infinite. Then $\operatorname{pref}\left(W_{\zeta, w}\right)=\operatorname{pref}(\zeta)$ and from the assumption that $F=\{\xi: \operatorname{pref}(\xi) \subseteq$ $\operatorname{pref}(F)\}$ we obtain $w \cdot \zeta \in F$.

Proposition 7 yields $\operatorname{suff}\left(P_{q}^{\omega}\right)=\left\{\xi: \xi \in X^{\omega} \wedge \mathbf{p r e f}(\xi) \subseteq \operatorname{infix}\left(P_{q}^{\omega}\right)\right\}$. In Table 1 the partial automata $\mathcal{B}_{a b a}=\left(\{a, b\},\left\{s_{0}, s_{1}, s_{2}, s_{3}\right\}, s_{0}, \delta_{a b a}\right)$ and $\mathcal{B}_{a a b a a}=$ $\left(\{a, b\},\left\{z_{0}, z_{1}, z_{2}, z_{3}, z_{4}, z_{5}, z_{6}\right\}, z_{0}, \delta_{a b a a}\right)$ accepting the languages infix $\left(P_{a b a}^{\omega}\right)$ and $\operatorname{infix}\left(P_{\text {aabaa }}^{\omega}\right)$, respectively, are given.

| $\mathcal{B}_{a b a}$ | $s_{0}$ | $s_{1}$ | $s_{2}$ | $s_{3}$ |
| ---: | :--- | :--- | :--- | :--- |
| $a$ | $s_{1}$ | $s_{2}$ |  | $s_{1}$ |
| $b$ | $s_{3}$ | $s_{3}$ | $s_{3}$ |  |


| $\mathcal{B}_{\text {aabaa }}$ | $z_{0}$ | $z_{1}$ | $z_{2}$ | $z_{3}$ | $z_{4}$ | $z_{5}$ | $z_{6}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $a$ | $z_{1}$ | $z_{2}$ | $z_{3}$ | $z_{4}$ |  | $z_{6}$ | $z_{2}$ |
| $b$ | $z_{5}$ | $z_{5}$ | $z_{5}$ | $z_{5}$ | $z_{5}$ |  |  |

Table 1: Partial automata $\mathcal{B}_{a b a}$ and $\mathcal{B}_{\text {aabaa }}$ accepting the languages $\operatorname{infix}\left(P_{a b a}^{\omega}\right)$ and $\operatorname{infix}\left(P_{a a b a a}^{\omega}\right)$, respectively

In view of Proposition 7 these automata accept also the $\omega$-languages $\operatorname{suff}\left(P_{a b a}^{\omega}\right)$ and $\operatorname{suff}\left(P_{a a b a a}^{\omega}\right)$. Moreover, replacing the initial states $s_{0}$ by $s_{1}$ and $z_{0}$ by $z_{2}$ the modified automata accept the $\omega$-languages $\{b a, a b a\}^{\omega}$ and $\{\text { baa, abaa, aabaa }\}^{\omega}$, respectively. Consequently, the automaton $\mathcal{B}_{a b a}$ accepts the $\omega$-language $\{a, b a\} \cdot\{b a, a b a\}^{\omega}$ and the automaton $\mathcal{B}_{\text {aabaa }}$ accepts $\{a a, b a a, a b a a\} \cdot\{b a a, a b a a, a a b a a\}^{\omega}$.

Using $\mathbb{L}_{\alpha}\left(\{b a, a b a\}^{\omega}\right)=\mathbb{L}_{\alpha}\left(\{b a a, a b a a, a a b a a\}^{\omega}\right)=1, \alpha=\log _{r} t_{P}$, the scaling property Proposition 3, the facts that the unions are disjoint and $\mathbb{L}_{\alpha}$ is an outer measure we obtain $\mathbb{L}_{\alpha}\left(\operatorname{suff}\left(P_{a b a}^{\omega}\right)\right)=t_{P}^{-1}+t_{P}^{-2}=t_{P}$ and also $\mathbb{L}_{\alpha}\left(\mathbf{s u f f}\left(P_{\text {aabaa }}^{\omega}\right)\right)=t_{P}^{-2}+t_{P}^{-3}+t_{P}^{-4}=t_{P}$.

In summary, if we neglect the influence of the prefixes, with respect to Hausdorff measure and Hausdorff dimension both maximal quasiperiods have the same behaviour. Our results support also the close connec-
tion between the smallest Pisot number $t_{P}$ and the sets of quasiperiodic $\omega$-words of largest complexity $P_{a b a}^{\omega}$ and $P_{a b a a}^{\omega}$.

## 4 Subword Complexity

### 4.1 The subword complexity of quasiperiodic $\omega$-words

In this section we recall some results from [PS10] on the subword complexity function $f(\xi, n)$ for quasiperiodic $\omega$-words. If $\xi \in X^{\omega}$ is quasiperiodic with quasiperiod $q$ then Eq. (2) shows $\operatorname{infix}(\xi) \subseteq \operatorname{infix}\left(P_{q}^{\omega}\right)$. Thus

$$
\begin{equation*}
f(\xi, n) \leq\left|\operatorname{infix}\left(P_{q}^{\omega}\right) \cap X^{n}\right| \text { for } \xi \in P_{q}^{\omega} . \tag{8}
\end{equation*}
$$

Similarly to the proof of Proposition 5.5 in [Sta93] let $\xi_{q}:=\prod_{v \in P_{q}^{*} \backslash\{e\}} v$ where the order of the factors $v \in P_{q}^{*} \backslash\{e\}$ is an arbitrary but fixed wellorder, e.g. the length-lexicographical order.

This implies infix $\left(\xi_{q}\right)=\operatorname{infix}\left(P_{q}^{\omega}\right)$. Consequently, the tight upper bound on the subword complexity of quasiperiodic $\omega$-words having a certain quasiperiod $q$ is $f_{q}(n):=\left|\operatorname{infix}\left(P_{q}^{\omega}\right) \cap X^{n}\right|$.

The following facts are known from the theory of formal power series (cf. [BP85, SS78]). As infix $\left(P_{q}^{\omega}\right)$ is a regular language the power series $\sum_{n \in \mathbb{N}} f_{q}(n) \cdot t^{n}$ is a rational series and, therefore, $f_{q}$ satisfies a recurrence relation

$$
\begin{equation*}
f_{q}(n+k)=\sum_{i=0}^{k-1} m_{i} \cdot f_{q}(n+i) \tag{9}
\end{equation*}
$$

with integer coefficients $m_{i} \in \mathbb{Z}$. Thus $f_{q}(n)=\sum_{i=0}^{k^{\prime}-1} g_{i}(n) \cdot \lambda_{i}^{n}$ where $k^{\prime} \leq k$, $\lambda_{i}$ are pairwise distinct roots of the polynomial $\chi_{q}(t)=t^{n}-\sum_{i=0}^{k-1} m_{i} \cdot t^{i}$ and $g_{i}$ are polynomials of degree not larger than $k$.

The growth of $f_{q}(n)$ mainly depends on the (positive) root $\lambda_{q}$ of largest modulus among the $\lambda_{i}$ and the corresponding polynomial $g_{i}$. Using Corollary 4 in [Sta85] (see also Eq. (8) in [PS10]) one can show-without explicitly inspecting the polynomials $\chi_{q}(t)$-that the polynomial $g_{i}$ corresponding to the maximal root $\lambda_{q}$ is constant.

Lemma 8 ([PS10, Lemma 16]) Let $q \in X^{*} \backslash\{e\}$. Then there are constants $c_{q, 1}, c_{q, 2}>0$ and $a \lambda_{q} \geq 1$ such that

$$
c_{q, 1} \cdot \lambda_{q}^{n} \leq\left|\operatorname{infix}\left(P_{q}^{*}\right) \cap X^{n}\right| \leq c_{q, 2} \cdot \lambda_{q}^{n} .
$$

The quasiperiods $a b a$ and aabaa yield the largest value of $\lambda_{q}$ among all quasiperiods.

Lemma 9 ([PS10, Lemma 18]) Let $X$ be an arbitrary alphabet containing at least the two letters $a, b$. Then the maximal value $\lambda_{q}$ is obtained for $q=$ $a b a$ or $q=a a b a a$.
This value is $\lambda_{\text {aba }}=\lambda_{\text {aabaa }}=t_{P}$ where $t_{P}$ is the positive root of the polynomial $t^{3}-t-1$.

Remark 10 The bound in Lemma 9 is independent of the size of the alphabet $X$.

### 4.2 Quasiperiods of maximal subword complexity

We have seen that the quasiperiods $a b a$ and $a a b a a$ yield quasiperiodic $\omega$-words of maximal asymptotic subword complexity. In this section we investigate which one of these two quasiperiods $q \in\{a b a, a a b a a\}$ yields $\omega$-words $\xi_{q} \in\{a, b\}^{\omega}$ of larger subword complexity $f\left(\xi_{q}, n\right)=f_{q}(n)$.

From the deterministic automata $\mathcal{B}_{a b a}$ and $\mathcal{B}_{a a b a a}$ (see Table 1) accepting the languages $\operatorname{infix}\left(P_{a b a}^{*}\right)$ and $\operatorname{infix}\left(P_{\text {abaaa }}^{*}\right)$, respectively, we obtain the adjacency matrices

$$
\mathcal{A}_{a b a}=\left(\begin{array}{cccc}
0 & 1 & 1 & 0  \tag{10}\\
0 & \mathbf{0} & \mathbf{1} & \mathbf{1} \\
0 & \mathbf{1} & \mathbf{0} & \mathbf{0} \\
0 & \mathbf{0} & \mathbf{1} & \mathbf{0}
\end{array}\right) \quad \text { and } \quad \mathcal{A}_{\text {aabaa }}=\left(\begin{array}{ccccccc}
0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & \mathbf{0} & \mathbf{1} & \mathbf{0} & \mathbf{1} & \mathbf{0} \\
0 & 0 & \mathbf{0} & \mathbf{0} & \mathbf{1} & \mathbf{1} & \mathbf{0} \\
0 & 0 & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{1} & \mathbf{0} \\
0 & 0 & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{1} \\
0 & 0 & \mathbf{1} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right)
$$

Remark 11 Here the boldface entries are irreducible square submatrices which correspond to the automata accepting the $\omega$-languages $\{b a, a b a\}^{\omega}$ and $\{b a a, a b a a, a a b a a\}^{\omega}$, respectively, obtained from $\mathcal{B}_{a b a}$ and $\mathcal{B}_{a a b a a}$ by replacing the initial states $s_{0}$ by $s_{1}$ and $z_{0}$ by $z_{2}$.
Then we obtain $f_{q}(n)=\left|\operatorname{infix}\left(P_{q}^{\omega} \cap X^{n}\right)\right|$ as the vector-matrix-vector product $f_{q}(n)=(1,0, \ldots, 0) \cdot \mathscr{A}_{q}^{n} \cdot(1, \ldots, 1)^{\perp}($ see Chapter II. 9 in [SS78] or [MS94]).

The characteristic polynomials of $\mathcal{A}_{a b a}$ and $\mathcal{A}_{\text {aabaa }}$ are

$$
\begin{align*}
\chi_{a b a}(t) & =t \cdot\left(t^{3}-t-1\right) \text { and }  \tag{11}\\
\chi_{\text {abaaa }}(t) & =t^{2} \cdot\left(t^{3}-t-1\right) \cdot\left(t^{2}+1\right)=t^{7}+t^{4}+t^{3}+t^{2} .
\end{align*}
$$

Thus the sequence $\left(f_{a b a}(n)\right)_{n \in \mathbb{N}}$ satisfies the recurrence relation

$$
f_{a b a}(n+4)=f_{a b a}(n+2)+f_{a b a}(n+1)
$$

and $\left(f_{\text {aabaa }}(n)\right)_{n \in \mathbb{N}}$ satisfies

$$
f_{\text {aabaa }}(n+7)=f_{\text {aabaa }}(n+4)+f_{\text {aabaa }}(n+3)+f_{\text {aabaa }}(n+2) .
$$

Since the polynomial $\chi_{a b a}(t)$ divides $\chi_{\text {aabaa }}(t)$, both sequences $\left(f_{a b a}(n)\right)_{n \in \mathbb{N}}$ and $\left(f_{\text {aabaa }}(n)\right)_{n \in \mathbb{N}}$ satisfy the recurrence relation

$$
f_{q}(n+7)=f_{q}(n+4)+f_{q}(n+3)+f_{q}(n+2) .
$$

The initial values are $(1,2,3,4,5,7,9)$ for $q=a b a$ (see also [LR04]) and $(1,2,3,4,6,8,10)$ for $q=a a b a a$. This gives already evidence that the sequence $\left(f_{\text {aabaa }}(n)\right)_{n \in \mathbb{N}}$ grows faster than $\left(f_{\text {aba }}(n)\right)_{n \in \mathbb{N}}$.
In order to calculate the growth of $\left(f_{q}(n)\right)_{n \in \mathbb{N}}$ where $q \in\{a b a$,aabaa $\}$ more accurately, we use standard methods of recurrent relations (see [GKP94] or Chapter 3 of [Hal67])

The non-zero roots of the polynomials $\chi_{a b a}(t)$ and $\chi_{a a b a a}(t)$ are the roots $t_{P}, t_{1}, t_{2}$ of $t^{3}-t-1$ and, for $\chi_{\text {aabaa }}(t)$ additionally, $\mathfrak{i}$ and $-\mathfrak{i}$ where $\mathfrak{i}=\sqrt{-1}$ is the imaginary unit. The roots $t_{P}, t_{1}, t_{2}$ satisfy the relations

$$
\begin{aligned}
t_{P}+t_{1}+t_{2} & =0 \\
t_{P} \cdot t_{1} \cdot t_{2} & =1 \\
t_{P} & >1 \text { and } \\
\left|t_{1}\right|=\left|t_{2}\right| & <1
\end{aligned}
$$

Since both characteristic polynomials have only simple non-zero roots, $f_{a b a}(n)$ and $f_{\text {aabaa }}(n)$ satisfy the following identities (cf. [BR88, GKP94, SS78]).

$$
\begin{align*}
f_{a b a}(n) & =\gamma_{1} \cdot t_{P}^{n}+\gamma_{2} \cdot t_{1}^{n}+\gamma_{3} \cdot t_{2}^{n}, n \geq 1 \text { and }  \tag{12}\\
f_{\text {aabaa }}(n) & =\gamma_{1}^{\prime} \cdot t_{P}^{n}+\gamma_{2}^{\prime} \cdot t_{1}^{n}+\gamma_{3}^{\prime} \cdot t_{2}^{n}+\gamma_{4}^{\prime} \cdot \mathfrak{i}^{n}+\gamma_{5}^{\prime} \cdot(-\mathfrak{i})^{n}, n \geq 2 . \tag{13}
\end{align*}
$$

For the function $f_{\text {aabaa }}(n)$ the following initial conditions hold.

$$
\begin{align*}
& f_{\text {aabaa }}(2)=3=\gamma_{1}^{\prime} \cdot t_{P}^{2}+\gamma_{2}^{\prime} \cdot t_{1}^{2}+\gamma_{3}^{\prime} \cdot t_{2}^{2}+\gamma_{4}^{\prime} \cdot \mathfrak{i}^{2}+\gamma_{5}^{\prime} \cdot(-\mathfrak{i})^{2} \\
& f_{\text {aabaa }}(3)=4=\gamma_{1}^{\prime} \cdot t_{P}^{3}+\gamma_{2}^{\prime} \cdot t_{1}^{3}+\gamma_{3}^{\prime} \cdot t_{2}^{3}+\gamma_{4}^{\prime} \cdot \mathfrak{i}^{3}+\gamma_{5}^{\prime} \cdot(-\mathfrak{i})^{3} \\
& f_{\text {aabaa }}(4)=6=\gamma_{1}^{\prime} \cdot t_{P}^{4}+\gamma_{2}^{\prime} \cdot t_{1}^{4}+\gamma_{3}^{\prime} \cdot t_{2}^{4}+\gamma_{4}^{\prime} \cdot \mathfrak{i}^{4}+\gamma_{5}^{\prime} \cdot(-\mathfrak{i})^{4}  \tag{14}\\
& f_{\text {aabaa }}(5)=8=\gamma_{1}^{\prime} \cdot t_{P}^{5}+\gamma_{2}^{\prime} \cdot t_{1}^{5}+\gamma_{3}^{\prime} \cdot t_{2}^{5}+\gamma_{4}^{\prime} \cdot \mathfrak{i}^{5}+\gamma_{5}^{\prime} \cdot(-\mathfrak{i})^{5} \\
& f_{\text {abaaa }}(6)=10=\gamma_{1}^{\prime} \cdot t_{P}^{6}+\gamma_{2}^{\prime} \cdot t_{1}^{6}+\gamma_{3}^{\prime} \cdot t_{2}^{6}+\gamma_{4}^{\prime} \cdot \mathfrak{i}^{6}+\gamma_{5}^{\prime} \cdot(-\mathfrak{i})^{6}
\end{align*}
$$

Then $f_{\text {aabaa }}(5)-f_{\text {aabaa }}(3)-f_{\text {abbaa }}(2)=1$ and $f_{\text {aabaa }}(6)-f_{\text {aabaa }}(4)-f_{\text {aabaa }}(3)=$ 0 in view of $t^{3}=t+1$ for $t \in\left\{t_{P}, t_{1}, t_{2}\right\}$ imply

$$
\begin{align*}
2 \cdot \mathfrak{i} \cdot\left(\gamma_{4}^{\prime}-\gamma_{5}^{\prime}\right)+\left(\gamma_{4}^{\prime}+\gamma_{5}^{\prime}\right) & =1, \text { and } \\
\mathfrak{i} \cdot\left(\gamma_{4}^{\prime}-\gamma_{5}^{\prime}\right)-2 \cdot\left(\gamma_{4}^{\prime}+\gamma_{5}^{\prime}\right) & =0 \tag{15}
\end{align*}
$$

which in turn yields $\gamma_{4}^{\prime}+\gamma_{5}^{\prime}=\frac{1}{5}$ and $\gamma_{4}^{\prime}-\gamma_{5}^{\prime}=-\frac{2 \cdot i}{5}$. Thus we may reduce the numbers of equations in Eq. (14) to three.

$$
\begin{align*}
& f_{\text {aabaa }}(2)=3=\gamma_{1}^{\prime} \cdot t_{P}^{2}+\gamma_{2}^{\prime} \cdot t_{1}^{2}+\gamma_{3}^{\prime} \cdot t_{2}^{2}-1 / 5 \\
& f_{\text {aabaa }}(3)=4=\gamma_{1}^{\prime} \cdot t_{P}^{3}+\gamma_{2}^{\prime} \cdot t_{1}^{3}+\gamma_{3}^{\prime} \cdot t_{2}^{3}-2 / 5  \tag{16}\\
& f_{\text {aabaa }}(4)=6=\gamma_{1}^{\prime} \cdot t_{P}^{4}+\gamma_{2}^{\prime} \cdot t_{1}^{4}+\gamma_{3}^{\prime} \cdot t_{2}^{4}+1 / 5
\end{align*}
$$

And for $f_{a b a}(n)$ we obtain the following three equations from the initial conditions.

$$
\begin{align*}
& f_{a b a}(1)=2=\gamma_{1} \cdot t_{P}+\gamma_{2} \cdot t_{1}+\gamma_{3} \cdot t_{2} \\
& f_{a b a}(2)=3=\gamma_{1} \cdot t_{P}^{2}+\gamma_{2} \cdot t_{1}^{2}+\gamma_{3} \cdot t_{2}^{2}  \tag{17}\\
& f_{a b a}(3)=4=\gamma_{1} \cdot t_{P}^{3}+\gamma_{2} \cdot t_{1}^{3}+\gamma_{3} \cdot t_{2}^{3}
\end{align*}
$$

To solve these for the values of $\gamma_{1}$ and $\gamma_{1}^{\prime}$, respectively, we use Cramer's rule.

$$
\gamma_{1}=\left|\begin{array}{ccc}
2 & t_{1} & t_{2} \\
3 & t_{1}^{2} & t_{2}^{2} \\
4 & t_{1}^{3} & t_{2}^{3}
\end{array}\right| \cdot\left|\begin{array}{ccc}
t_{P} & t_{1} & t_{2} \\
t_{P}^{2} & t_{1}^{2} & t_{2}^{2} \\
t_{P}^{3} & t_{1}^{3} & t_{2}^{3}
\end{array}\right|^{-1} \text { and } \gamma_{1}=\left|\begin{array}{ccc}
\frac{16}{5} & t_{1}^{2} & t_{2}^{2} \\
\frac{22}{5} & t_{1}^{3} & t_{2}^{3} \\
\frac{29}{5} & t_{1}^{4} & t_{2}^{4}
\end{array}\right| \cdot\left|\begin{array}{ccc}
t_{P}^{2} & t_{1}^{2} & t_{2}^{2} \\
t_{P}^{3} & t_{1}^{3} & t_{2}^{3} \\
t_{P}^{4} & t_{1}^{4} & t_{2}^{4}
\end{array}\right|^{-1}
$$

The following auxiliary consideration alleviates the calculation of the determinants. Here we use the identities $t_{1}+t_{2}=-t_{P}, t_{1} \cdot t_{2}=t_{P}^{-1}$, which hold for the roots $t_{P}, t_{1}, t_{2}$ of $t^{3}-t-1$.

$$
\begin{align*}
\left|\begin{array}{ccc}
x & 1 & 1 \\
y & t_{1} & t_{2} \\
z & t_{1}^{2} & t_{2}^{2}
\end{array}\right| & =\left(t_{2}-t_{1}\right) \cdot\left|\begin{array}{ccc}
x & 1 & 0 \\
y & t_{1} & 1 \\
z & t_{1}^{2} & t_{2}+t_{1}
\end{array}\right|=\left(t_{2}-t_{1}\right) \cdot\left|\begin{array}{ccc}
x & 1 & 0 \\
y & 0 & 1 \\
z & -t_{1} \cdot t_{2} & t_{2}+t_{1}
\end{array}\right| \\
& =\left(t_{2}-t_{1}\right) \cdot \frac{y \cdot t_{P}^{2}+z \cdot t_{P}+x}{t_{P}}  \tag{18}\\
& =\left(t_{2}-t_{1}\right) \cdot\left(x \cdot t_{P}^{2}+y \cdot t_{P}+(z-x)\right)
\end{align*}
$$

Extracting common factors, applying the auxiliary Eq. (18) and reducing to lowest terms we obtain from Eq. (4.2)

$$
\begin{align*}
\gamma_{1} & =\frac{2 \cdot t_{P}^{2}+3 \cdot t_{P}+2}{2 \cdot t_{P}+3} \approx 1,6787356, \text { and }  \tag{19}\\
\gamma_{1}^{\prime} & =\frac{13 \cdot t_{P}^{2}+16 \cdot t_{P}+9}{5 \cdot\left(2 \cdot t_{P}+3\right)} \approx 1,876608 \tag{20}
\end{align*}
$$

Since $\left|t_{1}\right|=\left|t_{2}\right|<1$ we have $\left|\gamma_{2} \cdot t_{1}^{n}+\gamma_{3} \cdot t_{2}^{n}\right|<\frac{1}{2}$ and $\left|\gamma_{2}^{\prime} \cdot t_{1}^{n}+\gamma_{3}^{\prime} \cdot t_{2}^{n} \pm\left|\frac{2}{5}\right|\right|<\frac{1}{2}$ for sufficiently large $n \in \mathbb{N}$. Taking $\left|\gamma_{4}^{\prime}+\gamma_{5}^{\prime}\right| \leq \frac{2}{5}$ into account, Eqs. (12) and (13) show that for these $n \in \mathbb{N}$ the values of $f_{\text {aba }}(n)$ and $f_{\text {aabaa }}(n)$ are the integers closest to $\gamma_{1} \cdot t_{P}^{n}$ and $\gamma_{1}^{\prime} \cdot t_{P}^{n}$, respectively.
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