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Introduction

This booklet contains the proceedings of the First University of Auckland Computer
Science Graduate Workshop (UACSGSW’06) held on Friday, 8 September 2006.

The Workshop, the first of its kind in our department, offers graduate students a chance
to present their research to an audience including computer science and information tech-
nology graduate students, academics and industry representatives. The participants are
MSc, Honours, PGDipSci, PhD, MEng and stage-4 BE project students in computer sci-
ence and related areas. All submissions have been refereed.

The 2006 keynote speaker, Dr. Santokh Singh, a recent PhD graduate in our depart-
ment, will kick off the event with a presentation on how to survive academic research.

The Workshop was sponsored by the Research Committee of the department (with
PBRF money). It was organised by the following graduate students:

• Nick Hay, chair, programme committee

• Al Shorin, chair, publicity & sponsoring committee

• Cong Wang, chair, organisation committee.

Three prizes will awarded at the Workshop: the Microsoft prize for best paper, the
Microsoft prize for second best paper, and the Computer Science Department award for
best presentation.

We hope that the first edition of UACSGSW will be a productive and enjoyable expe-
rience.

Cristian S. Calude, Clark Thomborson
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KEYNOTE:
Surviving Academic 

Research

Santokh Singh PhD 
Research Programme Manager, Centre for Software Innovation 

Honorary Research Fellow, Dept of Computer Science 

The University of Auckland

"To know the road ahead, ask those coming back."
- ancient Chinese proverb Santokh Singh               University of Auckland 

CSGSW 2006
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Introduction

� to the Computer Science 
Graduate Student Workshop

� In Computer Science, Post Graduate research 
should involve some form of original IT related 
research, ideas, implementations, presentations etc.

� What are the difficulties?
� How to overcome the difficulties? 
� Ultimately, how to excel? 

Santokh Singh               University of Auckland 
CSGSW 2006

Stages

� Deciding to do Post Grad research: opportunities, 
work, time, family, money needed, existing loan…

� Finding a supervisor(s).
� Determining a research topic.
� Writing the research proposal.
� Doing the literature review and research.
� Writing up the thesis/report.
� Submitting.
� Getting thesis marked.
� Graduation and celebrations (if all goes well ☺).

Santokh Singh               University of Auckland 
CSGSW 2006

Timeline of Research and 
Thesis 

� Workout a proper plan and timeline, illustrate the project schedule, e.g. by 
using a Gantt Chart.

� Keep track of work done and work that needs to be done.
� Do the research, don’t postpone.
� Alert! Try to be ahead of the timeline & milestones– but this is not 

practicable or realistic, most times (To err is human…).
� Publish conference papers, journal papers, posters.
� Give seminars, presentations.
� Discuss outcomes, issues, research direction. Collaborate.
� Write parts of report, thesis along the way & collate.

Congratulations, 
You made it, 
finally!!

Made what?

"Failing to plan is planning to fail."
Santokh Singh               University of Auckland 

CSGSW 2006

Motivating yourself

� Be honest, the research is important (maybe, more so is the degree).
� Be prepared to spend time (a lot of time) reading.
� Research on the relevant material first, and keep to it as closely as 

possible and you’ll be more enthusiastic about your research.
� Talk to those who have made it – I’ve spoken to people (for advise) 

even moments before my final PhD Oral exam.
� Attend conferences, workshops, present whenever possible, network 

with postgraduates, you’ll realise that you are not the only (troubled?) 
one in this world…

� Be in high spirits, but not high on spirits!
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Santokh Singh               University of Auckland 
CSGSW 2006

Research

� a means of ensuring that we keep up to date 
and further the boundaries of innovation and 
knowledge

� promotes a tolerance towards uncertainty 
� instils a questioning and inquiring attitude
� develops specific skills
� equip students for life-long learning
� See, its more than just cheap labour for 

academics…

".. the Twentieth Century, the innovative century that brought you WW I, 
WW II, and WWW.” — Bill Higgins

Santokh Singh               University of Auckland 
CSGSW 2006

Research

� Research areas – AI, algorithms and data 
complexity, graphics, software tools, 
computer architecture, data communications, 
distributed computing etc.

� Research area should match your research 
interest.

� Discuss and choose a (suitable) topic with 
the supervisor(s) – though this topic may 
‘evolve’ over time.

Santokh Singh               University of Auckland 
CSGSW 2006

Predicting the future?
� "Computers in the future may weigh no more than 1.5 

tons.”
� Popular Mechanics, 1949

� Heavier than air machines are not possible
� Lord Kelvin

� "I think there is a world market for maybe five computers." 
� Thomas Watson, chairman of IBM, 1943. 

� "640K (of memory) ought to be enough for anybody.”
� Bill Gates, 1981. 

� "Everything that can be invented, has been invented.”
� Charles H. Duell, Commissioner, U.S. Office of 

Patents, 1899.
Santokh Singh               University of Auckland 

CSGSW 2006

Writing Research Proposal

� Hard to know and predict what you are going 
to learn or produce without carrying out the 
activity.

� Seek professional advise
� Communicate with supervisors
� Discuss with colleagues
� Attend workshops
� Forums (but chatrooms, texting, instant 

messaging have a tendency to be counter 
productive if trying to carry out serious research)

Santokh Singh               University of Auckland 
CSGSW 2006

Literature Review

� Do literature review
� To determine the current status, background knowledge
� So that we do not reinvent the wheel, i.e. do not duplicate work

already done
� Constructively critique work done 
� Increase knowledge (including in other related areas to become 

more aware of happenings around us)
� If not sure about the existing literature, ask – “Ask and you shall 

(may) be answered”.
� do not sweep it under the carpet as otherwise you may be asked 

about it at a time you least expect, e.g. during the examination.
� Be critical - don’t believe everything you read or are told. But do 

believe that the fundamentals are (may be) true.

Santokh Singh               University of Auckland 
CSGSW 2006

Literature Review

� Efficient Reading
� Read smartly and selectively – e.g. start from title, 

abstract, then introduction and conclusion, lastly 
the content of the journal paper/chapter if not 
bored yet.

� Summarise the literature review – write down 
remarkable ideas, interesting problems, and 
possible solutions etc.

� Take down useful references, quotes.

� Write the related works/background chapter.
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Santokh Singh               University of Auckland 
CSGSW 2006

Carry out the research

� This is the most important phase
� Plan the execution of your research
� Break it up to smaller manageable units
� Do the research and record all results and 

observations
� Do the research all the way to the finish – it can be 

lonely, but you are never alone.

The Feynman Problem Solving Algorithm:
1) Write down the problem. 
2) Think very hard. 
3) Write down the solution. 

Santokh Singh               University of Auckland 
CSGSW 2006

Implementation

� Usually inescapable, e.g. implementing 
software  tools, systems etc.

� Do Requirement Engineering, analysis, 
design, implementation, testing, refactoring

� Can get reusable code from web, friends etc 
but must acknowledge.

� Do testing – prototype? Seldom for 
commercial release.

� User feedback

Santokh Singh               University of Auckland 
CSGSW 2006

Testing and 
evaluation

� Apply for ethics approval to the Ethics Committee of 
the University of Auckland

� Get volunteers – be polite.
� Get the results, record, interpret, analyse, and 

conclude.
� Make changes according to the 

suggestions/comments/feedback from the tests
� Good research demands the ability to evaluate -

intelligently and correctly.

"I can calculate the motions of the heavenly bodies, but not the madness of people."
- Isaac Newton 

Santokh Singh               University of Auckland 
CSGSW 2006

Writing the thesis/report

� Collate all information/data and relevant 
material – should have mastery over the 
subject matter already.

� Write chapter by chapter if possible.

� “Proof-read carefully to see if you any words 
out”;-)

� Submit the chapters to the 

supervisor, get feedback & …
"Remember the Golden Rule: 
Those who have the gold make the rules.”

"Present to inform, not to impress; if you inform, you will impress. "
- Fred Brooks 

Santokh Singh               University of Auckland 
CSGSW 2006

Pitfalls

� Trying to solve the world’s problems.
� Solving all other problems except the thesis.
� Misunderstood but claims genius capabilities.
� Absolute Love for making things more complex.
� Lost in abstraction.
� Planning to win Nobel prize before even deciding on the 

topic.
� Just starting to do the evaluation but ready to submit…
� Still no proper literature review even after several years –

possibly very learned in other things due to reviewing all 
other literature except the relevant ones.

� No motivation to continue, nor any inclination to end it.

"If it wasn't backed-up, then it wasn't important.”

Santokh Singh               University of Auckland 
CSGSW 2006

Pitfalls continued -
Procrastination
� A bus station is where a bus stops. A train station is where a train stops.

On my desk, I have a work station....

� Since “my future depends on my dreams“, I’m learning to sleep more.

� Never put off until tomorrow what you can put off today.

Edgar Douse, 
aged 93 

(literally 
aged), the 
oldest 

person in the 
world to get 

a PhD 

“A PhD is about finding out more 
and more about less and less until 
one eventually knows everything 
about nothing”
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Santokh Singh               University of Auckland 
CSGSW 2006

Finally, if all goes well…
� Award of the degree!!!
� "The degree represents the beginning -- the start of 

a never-ending journey of discipline, work, and the 
pursuit of an ever-higher standard for the master" 

� “If you understand this, you are ready to receive 
your degree and BEGIN your work." 

Santokh Singh               University of Auckland 
CSGSW 2006

Conclusion

� Post-grad research has its peaks and troughs, ups and 
downs, and flat-outs.

� It can become 1% inspiration, 99% perspiration
� No matter what, don’t give up the journey…

� Thank you and good luck

..to sail beyond the sunset….

One equal temper of heroic hearts
Made weak by time and fate
But strong in will
To strive, to seek, to find...
And not to yield.

- Lord Tennyson
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Topological Analysis of Admissable Heuristics in
IDA*

Santiago Franco
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Extended Abstract: Topological Analysis of Admissible Heuristics in IDA*
I. Goal

Given an admissible heuristic, a problem instance and an informed search based problem solver 
we want to predict accurately the size of the search tree generated to find an optimum solution.

II.Introduction
Heuristics are created to reduce the time it takes to solve problems. Admissible heuristics are 

used to perform informed searches(A*,IDA*,etc) to find optimal solutions to problems. 
Figure 1: Informed Search Diagram

n is the current state. 
g(n) is the Optimal Distance(OD) from I to n
h(n) is the OD from n to G
ĥ is the heuristic estimate OD from n to G.
F(n)=g(n)+h(n)=OD.

Each dot represents a problem state in the optimal 
path from initial state I to goal state G. Informed search on planning expands all nodes from I to G 
whose F n≤optimal distance .  When no heuristic is used all the nodes whose distance to G is 
less or equal to the OD would be expanded. This tree is called Brute Force Search Tree (BFST). 

ĥ is admissible iff: ∀ n ĥ n≤h n Eq. 1
ĥ is consistent for any choice of problem states n, m iff:
∀ n , mĥ n≤distancemin n , mĥ m Eq 2.

Informed search algorithms which use admissible heuristics are guaranteed to find the optimal 
solution (eventually). Consistency guarantees that when node n is expanded it has already found an 
optimal path to n. All admissible heuristics can be made consistent[1]. Admissible heuristics are lower 
bounds on the optimal distance. 

The text book standard for characterizing the effect of admissible,consistent heuristics on search 
performance is to model the search for an optimal solution as the expansion of a Heuristic Search 
Tree(HST), from initial state to goal state, on which each node represents a list of successive actions 
taken from the initial state. HST is a sub-tree of the BFST and thus smaller[2][3].  The quality of 
the heuristic is defined by how small the HST is.

Among the informed search algorithms IDA* is of particular interest to us.  IDA* is a linear-
space version of A*. It performs a series of depth first searches, pruning a path and backtracking 
when the cost F n of a node n on the path exceeds a F bound C for that iteration.  The initial
F bound Co is set to the heuristic estimate of the initial state, and increases in each iteration to the 

lowest cost of all the nodes pruned on the last iteration, until a goal node is expanded.  IDA* 
guarantees an optimal solution if the heuristic function is admissible.[4]
III.Problem Description

The goal stated in section I is impossible. In the best case scenario we would know how the HST 
expands as it grows but we would still need to know how far the HST will need to be expanded to 
find an optimal solution to the problem instance. Only solving the problem instance tells us the 
optimal distance. 

The best  next  goal  would be to  predict  the  size  of  the HST given a F bound.   The main 
difference between IDA* and other informed search algorithms is IDA*'s iterative nature, which is
F bounded.  
Each iteration of IDA* generates a F bounded HST which is  a  sub-tree of the next IDA* 

iteration's HST.    The effect of each successive iteration is to raise the F -bound, adding nodes to 
the HST's until the final iteration.  Earlier IDA* iterations can be used to predict the size of future 
iterations HSTs.

Existing approaches perform statistics on a problem domain by expanding HSTs for a significant 
number of problem instances.  Individual instances are assumed to behave similarly to the average 
case.  No approach has addressed whether it is possible to predict the HST size for future iterations 
with the data gathered from earlier IDA* iterations for the problem instance being solved. 

Our main goal is to develop a new domain-independent model which will use the data gathered 

I G

      g(n)=4                    h(n)=3        

ĥ(n)=2

n

F n =g n  hn=estimated optimal distance
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on earlier IDA* iterations to predict the F -bounded size of the HST on later iterations   
IV.Models for predicting the size of a Search Tree

Figure 2: Example Search Trees
 Tree A:Uniform             Tree B:BFST          Tree C:HST,F≤1   Tree D:HST,F≤2     Tree E:HST,F≤3

A  uniform tree is a tree on which all expanded nodes have the same branching factor and the 
depth of all  its  search paths is  constant[2].   A uniform search tree is defined by its  depth and 
branching factor.  Tree A on Figure 2 is a uniform search tree.

  
N T=

BD1
−1

B−1
Eq. 3; NT=nodes created; B=branching factor;D=depth

The informed search for an optimal solution in planning is currently modeled as the expansion of 
a HST whose size is smaller or equal to that of a BFST.  Even though neither the BFST nor the 
HST are  uniform search  trees  Eq3  has  been  used  to  model  the  size  of  BFST  and  HSTs  for 
significant number of problem instances across a domain[2][3].  We will use this formula as the 
basis of the formula to predict the BFST and HST size as we increase the F -bound iterations of 
IDA* for individual problem instances. Its two features are B and D.  Tree A has B=2,D=3 so 
NT=15.

The BFST does not expand with one uniform branching factor. Each node in the BFST represent 
a state in the domain, and each of its children represents the result of an action applied to the parent 
node.  Consequently each node in the BFST has a varying branching factor depending on how many 
actions are available from the current state. Tree B is an example of BFST. 

In order to model the BFST as a uniform search trees the effective branching factor(EBF) is used 
in the text book model[2][3]. EBF is a simplification and represents the mean branching factor of 
the BFST. The BFST B has an EBF=2,D=3 so NT=15. 

Korf also proposed the Heuristic Branching Factor(HBF) as an alternative branching factor. HBF 
is the rate of growth of the HST between two IDA* iterations. It is stable in the limit of large 
iterations but not on the initial IDA* iterations. Korf also claims that heuristic choice does not alter 
the HBF[4].  

If we define depth as the length of the path from I to the tree leaves then a uniform depth is not 
necessarily accurate for all paths of the BFST and specially not for the HST. Depending on the 
heuristic used some nodes will not be expanded in the HST and thus some search paths terminate 
earlier than the optimal depth. Also the BFST and consequently the HST may have nodes which do 
not expand because no action is possible from that state. Effective Depth(ED) has been suggested as 
an alternative to uniform depth [5].  ED is a simplification and represents the mean depth factor of 
the search tree. 

The final HST E has a varying branching factor and a varying depth, so how do we apply Eq 3? 
How do we go from the quasi uniform BFST B whose size, EBF and depth we can model easily to 
its subtree HST E? There are infinite solutions for eq. 3 with 2 unknowns variables (EBF, ED) and 
only one known variable(NT). 

The textbook approach would model HST E size as a uniform search tree whose EBF [2][3] has 
been reduced relative to the BFST EBF and whose depth is fixed to the optimal solution depth. 
Korf's alternative approach would be to model the HST E as a uniform tree whose EBF is the same 
as the corresponding BFST but whose ED has been reduced relative to the BFST[5].

  Both approaches are arbitrarily fixing the depth or the branching factor as invariants. If our goal 
was to use Eq3 to model only the final HST E for each problem instance then it would not matter 
whether EBF or ED is the variant, they are equally valid. 

But our goal is to use the data gathered on earlier IDA* iterations to predict the F -bounded 
size of the HST on later iterations. HST E is the final iteration of IDA* search. The two previous 

G

I I I I

G
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iterations generated the HSTs C & D. Using a modified version of eq 3 we can create a system of 
equations with 2 formulas describing C & D with two unknowns (depth and branching factor). 
Once depth and branching factor variables have been solved we can predict the size of the HST for 
any F bound.
V.Proposed Approach & Current status 

Given data gathered for earlier IDA* iterations, on a problem instance, our goal is to predict the 
size of the HST for future IDA* iterations up to the OD. We need a formula which models the 
growth of the HST up to the OD. The formula should be able to predict the size of the HST given a
F bound. We need to define the variables that, given a F increase, can be used in the formula 

to predict the size of the HST. 
The HST for any iteration is a subtree of the corresponding BFST. So we can describe the size of 

the F bounded HST as a function of the pruning of the BFST. 

N T=
EBF BFST−EBFR

F−EDR1−1

EBF BFST−EBFR−1
Eq. 4. EBFR=EBF Reduction;EDR=ED Reduction 

Only two iterations are needed to numerically solve Eq. 4 for EBFR and EDR. After running the 
first  two  iterations  the  only  unknown  variables  are  the  EBFR  and  the  EDR.  Once  they  are 
calculated,  the size of future iterations is a function of F  only. 

Solving Eq 4 with two iterations does not guarantee a perfect prediction. It assumes that both the 
EBFR and EDR will remain constant as F increases. 

We have run thousands of instances of the Eight Puzzle for different OD with three different 
admissible heuristics (Out of Place, Manhattan, Relaxed Adjacency). We have come across some 
interesting results. If we fix EDR to 0 as the textbook model would suggest the predictions have a 
very low quality. If we instead fix the EBFR to zero, as Korf model would suggest, the predictions 
are much better. But when we do not fix EBFR or EDR and instead calculate them independently 
with 2 iterations we get the better predictions for all heuristics. 

Our preliminary results support Korfs claim that EDR is a better predictor than EBFR. when used 
as the sole variant feature mapping growth of IDA* iterations for the same problem instance, as 
Korf claimed. However our results support that the EBF vary depending on which heuristic we use, 
as in the textbook model, contrary to Korf claims. Our preliminary results validate our approach to 
account both for a EBFR and a EDR when predicting the size of a F bounded HST. 

Domain statistical approaches like Korfs', Russell's or Nilson's are not specific to the problem 
instance, thus the differing effects of the heuristic can be averaged out across different problem 
instances. Since our approach is specific to the individual problem instance it does not have this 
problem. 

Eq 4 depends on the EBFBFST to be calculated for each iteration. On our experiments on the eight 
puzzle  domain,  EBFBFST is  very stable  and does  not  change after  two iterations,  saving  us  the 
computational effort of expanding BFST for large depths. This is not necessarily the case for other 
less  regular  domains.  More  experiments  are  needed in  other  domains  to  test  and  improve  our 
approach. 

Bibliography
[1] L. Mero. A heuristic Search algorithm with modifiable estimate. Artificial Intelligence (1984) 23 : p. 
pp 13-27..
[2] Stuart Russell and Peter Norvig. Artificial Intelligence: A Modern Approach. .  Prentice Hall, 2003.
[3] Nils J Nilsson. Artificial intelligence: a new synthesis. . Morgan Kaufmann Publishers Inc, 1998.
[4] Richard E. Korf. Recent Progress in the Design and Analysis of Admissible Heuristic Functions. In 
AAAI/IAAI:1165-1170. 2000.
[5] Richard E Korf, Michael Reid & Stefan Edelkamp. Time complexity of iterative-deepening-A*. Artif.  
Intell (2001) 129: pp. 199-218.
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Semantic XML query optimization 
Ke Geng 

Supervisor: Gill Dobbie 

The objective of my research is to carry out query optimization of XML queries based 
on the content of the documents. 

Now eXtensible Markup Language (XML) [1] is widely accepted by website 
constructors and programmers because of its capability and its flexibility in storing 
and transferring semistructured data. Query transformation is the method used to 
improve the query execution time of the database system. Some research has been 
done with XML query transformation. To date, these works concentrate on the 
structure of XML documents and little work has been done that takes into account the 
content of XML documents. With XML documents there is a need to concentrate 
more on the content because XML is more flexible than other databases and XML 
documents do not typically have a schema. One of the disadvantages of the flexibility 
is that the structure of XML documents is inconsistent and unpredictable. 

Web Ontology Language (OWL) [4] is an ontology language that can formally 
describe the meaning of terminology used in XML documents. In contrast to other 
ontology languages, such as RDF (Resource Description Framework) [6], OWL 
provides more meaningful terms to describe the relationships of elements of the XML 
document. With these description methods, the elements in XML document can be 
grouped and described based on the features of their contents. 

In this research, we will undertake work in the content analysis of XML documents 
and how the content analysis can help XML query transformation. All the elements in 
an XML document will be analyzed and classified with their content features using an 
On Line Analytical Processing (OLAP) [10] system. We choose the OLAP system as 
the analysis tool because it has two important features: a multidimensional cube can 
help us to analyze the XML documents from different dimensions and the hierarchy 
provides a method to classify the elements with their content. The generated groups 
will be described with their features in an OWL document. With the generated OWL 
documents, the input XML query can be transformed to a more efficient one, which 
has the same function as the original query.  

Currently little work on building OLAP systems for XML databases has been done 
because of XML’s unpredictable structure. The existing methods, which can present 
XML content in an OLAP system, can not store all the information of XML 
documents, especially the hierarchy relationship between elements.  

The optimization method is described in the following steps: 

1. Extract and analyze the content of an XML document using OLAP technology. 
2. Transfer the result of the analysis and represent it in OWL. 
3. Carry out query optimization using the content of the OWL document. 

Some of the challenges of this research include: 
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• What is the best way to describe elements that leads to best result in XML query 
transformation?  

OWL provides several patterns to describe the elements of the XML document. For 
example: The element “dot” can be defined as a fundamental class of two subclasses 
“commercialDot” and “residentialDot”. It can also be described as the union of 
“commercialDot” and “residentialDot”, which looks like: 

<owl:Class rdf:ID="dot"> 
<owl:unionOf rdf:parseType="Collection"> 

<owl:Class rdf:about="commercialDot" /> 
<owl:Class rdf:about="residentialDot" /> 

</owl:unionOf> 
</owl:Class> 

These two definitions have their own features. When the “dot” is defined as the 
fundamental class of two subclasses, we do not restrict that only these two 
subclasses are built based on class “dot”. The element “dot” may have other 
subclasses. This definition is flexible and easy to update when the original XML 
document is changed.  

When the “dot” is defined as the union of “commercialDot” and “residentialDot”, it 
has been restricted such that there are only two kinds of Dots in the composition of 
element “dot”. The relationship of elements defined with “unionOf” is more 
restricted than the definition of “subclass”, which may reduce the complexity of the 
OWL document analyzing procedure and help the database system to derive 
knowledge efficiently. But it is not as flexible as “subclass” to be maintained. 

• How can the size of the OWL document be controlled?  

There is a trade-off between the amount of data that should be represented and the 
time it takes to deal with that data.  

Deriving knowledge from XML to generate OWL documents is carried out through 
the implementation of analysis with OLAP. Deriving knowledge from OWL 
documents for the query transformation is part of the algorithm of the 
implementation using OWL. The relation between the two implementations is very 
interesting. The more knowledge can be derived from the XML documents, the 
simpler the OWL implementation is. But this will increase the difficulty of the 
implementation of OALP analysis procedure. If the implementation of BI is not 
powerful enough, we should do more work to design a powerful algorithm to derive 
enough knowledge for the query transformation from the generated OWL document.  

• What are the best data and tools for testing the system adequately? 

A number of benchmarks for XML have been developed recently. These 
benchmarks can be classified into two classes: application benchmarks and micro 
benchmarks. Application benchmarks are used to evaluate the overall performance 
of a database system by testing as many query language features as possible. 
Currently, most benchmarks of XML are application benchmarks.  These 
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benchmarks include: XMark [8], XBench [2], XOO7 [9] and XMach-1[5]. Micro 
benchmarks are used to test individual performance critical features of the language. 
There is only one micro benchmark for XML: Michigan Benchmark [7]. In my 
research, the content structure is the key point for the optimization. All the existing 
benchmarks can not satisfy the experiment because the benchmarks are designed for 
general purposes and the content is built with random algorithm. So seldom can 
content features be abstracted from the generated XML documents. A tool, which 
can adapt the existing benchmarks and build some content information for the 
experiment, is necessary in generating data (XML documents) for the experiments. 
Also there is no Native XML Database (NXD) [3] system that supports query 
transformation with information presented in OWL. So an assistant system, which 
can traverse OWL document and find the related information, must be designed. An 
algorithm, which can traverse OWL documents effectively without the support of 
some existing method, such as index, also needs to be designed.   

In this paper, a semantic query optimization method is introduced. The challenges of 
the project are also discussed in detail. Now a tool that can adapt the existing XML 
documents has been designed, which can modify not only the content but also the 
structure of the XML document for the experiment. An assistant system, which can 
traverse OWL document and carry out query optimization with the information stored 
in the OWL document is being designed. More functions, such as choosing useful 
description from several descriptions of one element, will be added to the assistant 
system in the future research. 
 
Reference 
[1] Extensible Markup Language (XML). (2006).   Retrieved 24/06, 2006, from 
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Today’s network traffic is enormous and complex. According to Moore’s Law [1, 2] in 
network traffic, bandwidth is doubling every 12~18 months. As the technology grows up, 
communication has become a vital part of the IT industry resulting in an exponential 
increase in network usage and has become a critical environment for multibillion dollar 
businesses. As well, network traffic is an important research area for large ISPs, 
Universities and Research Network Operators. The Internet is a giant mesh of hosts and 
devices (e.g. clients, servers and intermediates) all interconnected with their neighbours, 
enabling users to communicate with anyone using Internet Protocols (IP). Intermediate 
devices are what we normally call routers; the main function of these devices is to 
forward IP packets to their neighbouring devices, so as to ultimately deliver messages 
across to receiving hosts.  
 
There are many types of applications and each of them behaves differently to others, for 
example, some can be distinguished by packet counts, sizes, protocol, lifetimes, but 
others can be hard to be distinguish in that way due to various behaviour changes.  
There are two widely known types of traffic measurement: active and passive. Active 
measurement analysis is done by sending an actual IP packet across the network so as to 
find latency and delay times (e.g. ping, traceroute). On the other hand, passive 
measurement analysis is done by collecting series of packets passing one or more points 
in the network (e.g. NeTraMet [3]). No packet is sent using this method. 
Both types have trade-offs depending on the particular measurement. Passive 
measurement is especially suitable for monitoring overall traffic usage, host behaviours 
and also for security monitoring, for example, as part of Intrusion Detection System 
(IDS).  
 
Traditional analysis consists of identifying packet payload to accurately determine a 
host’s applications and activities. However, matching the content of each packet is not 
only inefficient, but it may also violate privacy within many organizations. Also, payload 
itself is not sufficient to discover host’s behaviours. Recently, several different 
approaches to analyzing the network traffic were invented and are now well known 
among researchers. 
Flow Analysis is about using 5-tuple1 from a packet header to uniquely identify and build 
a table of flow information. Packet and byte counts would be updated for each packet in 

                                                 
1 A 5-tuple (source address, destination address, source port, destination port, protocol) identifies a traffic 
flow. 
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the flow. Analysts have found flows useful because they are more efficient and they 
avoid privacy issues since the payload itself is not analyzed. Recent studies in [4-7] 
demonstrate notable results. 
Clustering is about grouping hosts into the same group based on their connections, ports, 
addresses and so on. Its end result often displays the differences between two or more 
separate groups using various graphs. Examples in [8, 9] shows that clustering can 
achieve various host classification groups. 
 
Some of the previous methodologies were heavily based on trace files2. This approach 
can perform detailed analysis of the traffic, but in practice, analysis lacks responsiveness 
and it is often too slow to discover misbehaving hosts. What we need is a system that can 
capture and process packets from the live network interfaces in real-time to generate 
views so as to see the changes in hosts’ behaviours and patterns. By doing this, a user can 
receive feedback and also be notified how/when the behaviours and patterns change. 
 
 
Our analysis is based on passive measurement: traffic data is collected at the UoA’s 
Internet gateway and processed in real time. Initially, we focus on popular hosts such as 
DNS Servers, Proxy/Gateway Servers, Web Mail and typical Web Servers. We build 
properties from each individual host traffic flow. For each host, we define a set of 
metrics  where all the metric values are ratios. For each 
measurement interval we gather two sets of metric values for each host 

and  whereC and are host flow metrics of counts and sizes 
respectively.  

],,,,[ uflrfsfvsfhfM =

)(McountsC = )(MsizesS = S

 

 
Figure 1: a) sets of metrics. b,c) example of hosts with sets of metrics 

a)------------------------------ 
[Host X]  
-C(M)=[hf, vsf, sf, lrf, uf] 
-S(M)=[hf, vsf, sf, lrf, uf] 
-------------------------------- 
hf – host flow ratio 
vsf – very short flow ratio 
sf – short flow ratio 
lrf – long running flow ratio 
uf – utilization flow ratio 

b)--------------------------------- 
[Host DNS_130.216.1.1] 
-C(M)=[97.2, 81.3, 18.5, 0.3, 75.4] 
-S(M)=[2.1, 57.9, 39.1, 2.8, 68.8] 

c)--------------------------------- 
[Host EZProxy_130.216.191.84] 
-C(M)=[5.1, 90.2, 9.8, 0.0, 79.2] 
-S(M)=[0.5, 36.5, 63.4, 0.1, 60.4] 

 
Figure 1(a) illustrates basic sets of metrics in percentage ratio. Each set represents a 
host’s flow patterns; these values are differs among various types of hosts. 
Figure 1(b,c) are examples of DNS and Proxy hosts with metrics; we see different 
metrics for the two hosts’ sets of metric values. 
 

                                                 
2 A single or several files that contains packets to be analyzed. 
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Figure 2: Two hosts with radar graph of sets of metrics 
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Figure 2 shows the radar graphs of DNS and EZProxy which have been measured 
continuously over 30 minutes. We see shape-like radar graphs depending on each host’s 
sets of metrics. What is interesting is that the ratio values not only determine uniqueness 
of the hosts, but also catches a host’s patterns; similar types of host behaviours have 
similar metrics values. We often want to find out a host’s likely behaviours in relation to 
the other hosts so that when it misbehaves, we would see the changes in its metrics. For 
example, if a typical web server is being attacked by Denial of Services (DOS), then we 
see the metrics change. 
We include a reset threshold on sets for each host so that in every reasonable period (e.g. 
30 minutes), sets are reset and built again so as to compare with previous ones for the 
changes. Metrics are updated if the changes are gradual, if not, then we regard these as a 
misbehaving host. Sets are retained within memory throughout the measurement so that 
we can also match to other unknown hosts’ patterns. In this we found that the majority of 
similarly behaving hosts fall into the similar sets of metrics we created initially. 
We also desire to find hosts that are mixed with several patterns so as to classify them 
into different host groups. 
 
 
One of the problems in analysing patterns is to discover reliable sets of metrics. Host 
behaviours can be highly dynamic and varied depending on the traffic congestions, 
popularities, application versions and so on. Because of uncertainties, we need to have a 
detailed analysis of individual host’s behaviour so as to discover their patterns.  
Again, finding out the acceptable threshold values in collection time, resetting time, etc to 
accurately and consistently produce sets is another challenge.  
Furthermore, we would like to analyze traffic data from other sources (e.g. data from 
other countries, etc) and run our methodologies so as to compare and understand the 
different host behaviours and patterns. 
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1. Introduction

The rapid growth of the World Wide Web and its tech-
nologies has resulted in enormous amounts of data being
used over the Internet by Web Services and Web-based ap-
plications. The increase in semistructured data usage is not
limited to Web applications but expands into various other
applications such as digital libraries, biological databases
and multimedia data management systems. This expansion
of semistructured data usage creates the need for effective
and efficient utilization of semistructured data [15].

With such a rapid increase in its usage semistructured
data needs to be stored, manipulated, and queried to be uti-
lized properly by various applications and tools. For these
purposes, many researchers have proposed to design and de-
velop adequate database systems for semistructured data.
As a result, several database systems have already been
developed for eXtensible Markup Language (XML) [6],
which is a common representation for semistructured data,
while traditional database companies, such as Oracle, have
provided XML support for their existing database systems.

As with widely used database systems, various oper-
ations that transform the schema have been adopted by
the database systems developed for semistructured data to
provide effective and efficient data storage and utilization.
These schema transforming operations are often performed
using algorithms developed specifically for semistructured
data storage. The schema transforming operation guided by
the algorithms must perform correctly to ensure the con-
sistency of the data and ensure no information is lost. Al-
though the algorithms claim to maintain the lossless and
dependency preserving properties, the database systems de-
veloped for semistructured data lack verification support to
prove the correctness of the transformations.

In widely adopted database systems, one of the features
that is used to prove the correctness of the operations and
algorithms is the mathematical foundation. For example, in
relational database systems, a mathematical foundation has
been extraordinarily useful in the definition of normaliza-

tion, to prove that lossless and dependency proving algo-
rithms can be defined. Also a mathematical foundation has
been defined to capture object oriented concepts, and used
to reason about the correctness of query results in object
oriented database systems. Such verification support for op-
erations and the algorithms of database systems ensures the
correctness of data manipulations, making the mathematical
foundation essential.

However, current developments of database systems that
store semistructured data lack a mathematical foundation.
When there is no general formal way of distinguishing be-
tween correct and incorrect transformations, incorrect data
transformation can be introduced resulting in unreliable or
even corrupt data. Without establishing a well defined
mathematical foundation, many limitations will be imposed
on the functionality of the database systems for semistruc-
tured data making it not as effective and reliable as it should
be.

Therefore this research proposes to establish a well de-
fined mathematical foundation for semistructured data in
order to address this problem. The derived mathematical
foundation will verify whether operations and algorithms
that transform the schema of semistructured data maintain
the lossless and dependency preserving properties.

2. Proposed Research

The main objective of this research is to establish a well
defined mathematical foundation for semistructured data to
verify the operations and algorithms that transform schemas
of semistructured data. The mathematical foundation for
semistructured data should contain formally specified se-
mantics of a data modeling language with various database
operations and algorithms represented accordingly. Also
the mathematical foundation must be supported with ad-
equate formal verification tools for verification of various
database operations and algorithms. Hence, to define a
mathematical foundation for semistructured data, a standard
representation of schemas and the schema transformation
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operators for semistructured data must be formally speci-
fied and verified using adequate data modeling languages
and formal languages.

There has been other research that provides a formal
semantics for semistructured data. For example, the for-
malization of DTD (Document Type Definition) and XML
declarative description documents using expressive descrip-
tion logic has been presented by Calvanese et al. [3]. Anu-
tariya et al. presented the same formalization using a the-
oretical framework developed using declarative description
theory [1]. Also spatial tree logics have been used to formal-
ize semistructured data by Conforti and Ghelli [4]. More
recently, hybrid multimodal logic was used to formalize
semistructured data by Bidoit et al. [2]. While these works
have helped us develop a better understanding of the se-
mantics of semistructured data, none of them have applied
adequate and automated verification. Furthermore, none of
these researchers have considered providing specification
and verification for operations and algorithms that trans-
forms semistructured data schema.

As a result of examining related work and intensive
background research, Object Relationship Attribute model
for semistructured data (ORA-SS) data modeling lan-
guage [5, 9] will be adopted as a data modeling language.
The ORA-SS data modeling language is used because it not
only captures the constraints that are represented in textual
languages such as XML Schema [12] but also it is a dia-
grammatic notation which can be used for conceptual mod-
eling.

With ORA-SS, we also applied a similar approach to
formalize semistructured data using Z/EVEs [8] and Al-
loy [14]. But the approach using Z/EVEs had problems
with complicated and time consuming verification and the
approach using Alloy had a scalability problem. Consid-
ering these problems, the research will use Prototype Ver-
ification System (PVS) [10] and its theorem prover as the
formal specification language and verification tool. Also
PVS has proven its effectiveness by providing precise for-
mal definitions and powerful automated verification support
in various other research projects [11, 7, 13].

With ORA-SS data modeling language and PVS we will
conduct the following tasks to complete the mathematical
foundation for semistructured data.

• Specifying formal semantics of ORA-SS data model
using PVS formal specification language with auto-
matic verification support

• Verifying the defined ORA-SS formal semantics

• Specifying basic transformation operators according to
the specification of ORA-SS formal semantics

• Representing existing database operations and corre-
sponding algorithms for semistructured data such as

normalization and view

• Verifying the correctness of the operations and al-
gorithms (whether they maintain lossless and depen-
dency preserving property)

When the formal definitions and verification described
above are successfully completed, the research will result
in the establishment of a well defined mathematical foun-
dation for semistructured data. Additionally, the research
can compare different algorithms derived for each database
concept based on its performance to find the best algorithms
using the verified representations of the database concepts.

This part of the research extends the defined mathemat-
ical foundation even further by enabling its practical appli-
cations on utilization of semistructured data in various ap-
plications and in its database systems. Also by represent-
ing these algorithms and verifying their correctness, the re-
search will demonstrate the correctness and applicability of
the mathematical foundation.

At the completion of all these tasks, the research will
have defined a mathematical foundation and demonstrated
its applications. The defined mathematical foundation of
the research, that consists of verified formal specification
of ORA-SS data model semantics, incorporated schema
transformation operators and the verified representation of
the best algorithms for each database operations, will be
powerful enough to support effective and efficient use of
semistructured data in various applications as well as its
database systems. In addition, the research will also help
the ORA-SS data model to evolve and provide a possibility
for real Web-based applications to be developed from the
ORA-SS data model.

3. Conclusions

This proposed research will establish a mathematical
foundation for semistructured data to verify the schema and
data transforming operations and algorithms for semistruc-
tured data. The advantages of having such a mathemat-
ical foundation includes providing formal semantics for
semistructured data design, enhancing the discovery of in-
consistencies in the data, providing verification for correct-
ness of database operations such as normalization and view
definitions, and maintaining lossless and dependency pre-
serving properties of algorithms for database systems. Also
the generic nature of the defined mathematical foundation
allows it to be applied to any applications or database sys-
tems that use semistructured data.

Currently, the formal semantics of ORA-SS data model
language has been specified and verified using PVS and its
verification support. Using this formally specified and veri-
fied ORA-SS semantics, basic transformation operators will
be defined and verified. Furthermore, based on the defined
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semantics of the ORA-SS data model and basic transfor-
mation operators various database concepts and its algo-
rithms will be defined and verified completing the mathe-
matical foundation for semistructured data. Then the de-
fined mathematical foundation will be evaluated through
several case studies of conducting verification for some es-
sential database operations such as normalization and view
definitions and their algorithms.

According to the related work and preliminary research,
the proposed research is evaluated to be unique and very
valuable. The outcome of the research will surely eliminate
the current shortcomings of database systems for semistruc-
tured data and provide tremendous benefits to the database
systems for semistructured data.

Therefore it is believed that the contribution of this re-
search is essential for the dramatically expanding semistruc-
tured data to be as powerful and versatile as existing struc-
tured data providing a solid basis for less structured infor-
mation to be used in various applications.
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Abstract

Common to all life on Earth are the mechanisms of genetic
encoding, in which specific trinucleotide sequences in DNA
and RNA map to specific amino acids in synthesized proteins.
This thesis project investigates feasible models of the evolu-
tion of genetic encoding from an initially random population
of genes and proteins. Discrete simulations on the order of
1010 event steps demonstrate self-organisation to apparent at-
tractor states. This paper presents new results using a small
gene coding model that appears to find an attractor state using
purely stochastic processes beginning from a random state
with no preferred genetic coding system. The focus of the re-
search is on developing an abstract framework that does not
depend on explicit molecular details while demonstrating a
plausible mechanism of self-organisation and persistence.

Introduction
All known life uses proteins made of sequences of amino
acids for structural and chemical purposes, and replicating
genes of DNA or RNA as templates for the synthesis of
the proteins. All life uses the same small set of building
blocks of nucleotides and 20 standard amino acids. With
only rare minor variations the same code maps trinucleotide
sequences (codons) to amino acids. Subsequencs in DNA
are copied into messenger RNA (mRNA), whose codons at-
tach to molecules of transfer RNA (tRNA) that have been
charged with mostly correct amino acids by protein catalysts
called aminoacyl-tRNA-synthetases. This universal mecha-
nism had its origins in the earliest beginnings of biological
existence. While the mechanism of protein synthesis from
DNA templates is well understood, its complexity, the de-
pendence of protein synthesis on protein catalysts that are
themselves products of the synthesis, and the near universal-
ity of the standard Genetic Code collectively pose the ques-
tion that is at the heart of my research:

How did any, let alone one dominant Genetic Code boot-
strap itself into existence and maintain its stability in the face
of error-prone replication and translation?

Taking a molecular biological perspective in attempting to
explain the origin of the genetic code, different researchers
have proposed three broad classes of hypotheses:

• adaptation of the code through selection for some measure
of optimality, such as minimisation of the physicochemi-
cal effects of single mutational or translational errors

• stereochemical associations between nucleotide se-
quences and amino acids

• coevolutionary paths that resulted from the biosynthesis
of certain amino acids

In addition, the Frozen Accident theory proposed by
Crick in his influential review paper (Crick, 1968) held a
dominant position for the succeeding two decades until ev-
idence was found for continuing evolution of the genetic
code and in support of the above three models (Knight et al.,
1999).

These theories have not been sufficient to fully describe
the development of the genetic code starting from a prebiotic
environment in which there was no coded assignment.

A fourth approach begins with Eigen’s (1971) work on
hypercycles, systems of mutually autocatalytic components.
It considers the general question of under what conditions
such a system can self-organize to a dynamic stability. The
present research is on this path, looking at the genetic code
and protein synthesis as a molecular information process-
ing system, following the work of Bedian (1982) and Wills
(1993). We have developed a simulation that models a repli-
cating information storage, analogous to genes, that patterns
the synthesis of functional components, which in turn catal-
yse the replication and synthesis processes. The purpose
is to investigate what is required for such a model to self-
organise into a stable autocatalytic coding system.

The initial phase of this research has followed on the work
of Wills (1993) and Füchslin and McCaskill (2001) as de-
scribed in more detail in Markowitz et al. (2006). This
phase uses a discrete event step simulation to model what
Füchslin and McCaskill call a GRT (Gene Replicase Trans-
latase) system. Their system includes gene replication with
mutation catalysed by a ”replicase” protein, protein synthe-
sis with coding catalysed by a ”translatase” and two alternate
translatase proteins that implement non-target codings.
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Co→AA Translatase * Target gene sequences

00→W WYZWZXWYYZYY
00→X WWXZWWWWYWYY
00→Y ZYZZXZXZZWYX * 100010101110111010010011
00→Z YZWYZWZYYYYY
01→W ZYWYYXZXZWWZ * 100001000011101110010110
01→X YYZZZXYWZYXY
01→Y WYXXXXWZZZYZ
01→Z XYXZWXYXZXZW
10→W ZZZWYWYXZZZX
10→X XWWXWZYYYZZY
10→Y XWYWZZYYYZZY
10→Z XWYYWXYWWZYZ * 110010100111000101100010
11→W XZWYZXZXYZWZ
11→X WZXZWWWZWYXW * 011011100101011001001101
11→Y WYYYZWYYXWYY
11→Z YZYWZXZZWWZW

Replicase WYZWZZYXXWWY * 010010011010001111010100

Table 1: An example coding. For each of the 16 possible
translations from codons in the alphabet {0,1} X {0,1}
to amino acids in {W,X,Y,Z} a random translatase se-
quence is chosen as a point in a 12-dimensional protein se-
quence space. Gene sequences are shown for one randomly
selected coding.

My work extends research in this area by modelling a
GRT system that is more complex and more realistic. Sep-
arate translatases for each codon-to-amino acid assignment
are embedded as catalytic centres in the space of protein se-
quences. The reaction employs a separate translatase for
each amino acid (like the real process) whereas Füchslin
and McCaskill employed a single translatase for the entire
synthesis of a new protein. Their model was embedded
on a three dimensional lattice with one molecule per node
and diffusion between nodes. My model also demonstrates
stabilization through reaction-diffusion coupling, but uses a
one-dimensional lattice of ”well-mixed” compartments con-
taining variable numbers of molecules, with diffusion be-
tween compartments. In this, the results can be compared
to research that has shown that a combination of chaotic
flows and spatial constraints is required for evolutionary im-
provement of replication and translation efficiency (Scheur-
ing et al., 2003).

Research to date
Starting with preliminary source code from Kay Nieselt
and Peter R. Wills (unpublished), I have written a purpose-
built C program that models genes and protein as 24-bit
sequences contained in a closed one-dimensional loop of
1500 cells. Each cell contains a maximum of two five-gene
“genomes” and 100 proteins. There are four types each of
codons and amino acids. Simulations have been run for on
the order of 1010 event steps, which takes several days run-
ning on a 3.4 GHz dual Xeon processor with 1Gb RAM.
While a networked cluster was used for the simulation, each
computer ran its own copy of the simulation with different
parameters. The current software does not contain any par-

C→A Translatase gene code1 gene code2

0→Y YYZYZZYY 00101100
0→Z YYYYYZZZ 11111000
1→Y ZZZYZZZZ 00010000
1→Z ZYZZYYZY 10110010

Replicase ZZZYYYZY 11100010 00011101

Table 2: Both coding systems in the smaller model. For each
of the 4 possible translations from codons in the alphabet
{0,1} to amino acids in {Y,Z} a random translatase se-
quence is chosen as a point in a 8-dimensional protein se-
quence space. Gene sequences are shown for the two possi-
ble coding systems.

allel or distributed processing capability.
As described in Markowitz et al. (2006), at the start of the

simulation sixteen 24-bit sequences are randomly selected to
be the “catalytic centres” for protein translation, correspond-
ing to the sixteen possible assignments of codon/amino acid
pairs. Table 1 shows an example of one “coding system”,
of a possible 24, which is a set of five catalytic centre pro-
teins and five corresponding genes that implement a con-
sistent set of mappings from codons to amino acids in this
model. When the initial state contains random sequences
of genes and proteins with a single genome that encodes a
target coding system, the model eventually reaches a state
in which the genes and proteins that implement the target
coding system predominate.

Recent results

More recently, I have reduced the size of the model by us-
ing two types each of codons and amino acids in eight bit
sequences of genes and proteins. The simplified model is
initialised by selecting 5 random points in an 8-dimensional
protein sequence space to be catalytic centres, which results
in 2 possible coding systems. Table 2 shows an example of
coding systems in such a model. Preliminary results indicate
that these simplified systems demonstrate similar emergence
of a dominant coding system. The simulation can be ini-
tialised with only random sequences and no preferred coding
system, as the smaller sequence space can be fully explored
within a feasible time scale. This result is significant, as it
demonstrates the emergence from a random coding state of
a simple coding system, which may then evolve to a more
complex coding system as shown by (Wills, 2004). Fig. 1
shows the emergence of two competing “species” in such a
system over 108 event steps.A future paper will explore the
range of parameters in the model that allow the emergence
of one dominant coding system and the maintenance of sta-
bility. The paper will also include results from computing
the spatial autocorrelation of protein catalytic activity as a
way of distinguishing the effects of reaction diffusion cou-
pling from purely stochastic processes in the model.
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Figure 1: Protein catalytic activity in compartments initialized
using random sequences. Each row shows protein activity in the
1500 compartments at time t, event 0 at the top. Only the first 108

event steps of the full simulation are shown in this figure. Red
indicates the presence of protein sequences with low catalytic ac-
tivity. Blue and Green indicate protein catalysts of the two possible
coding systems. The initial random population distributed across
compartments and with low catalytic activity can be seen to spread
due to diffusion. More active proteins are seen clumped together
as genes coding them replicate and produce protein faster than mu-
tated genomes in other regions. Regions of genes in each coding
system appear and compete. By 109 event steps in this simulation
the system finds an apparent attractor state with one dominant cod-
ing system.

Future work
This paper describes a discrete event step simulation of a
GRT system in one dimension that demonstrates an apparent
attractor state for some range of parameters. Future work
will extend the model in the following directions:

• Continue working with the discrete event step simula-
tion, extending the dimensionality of the lattice to two and
three dimensions.

• Explore the parameter space, looking for regions that lead
to stability, and attempt to formulate general principles
regarding stability in self-organising systems of this type.

• Investigate ways to simulate larger systems and for more
event steps on clusters of computers, possibly by using
optimistic asynchronous distributed discrete event simu-
lation techniques (Lin and Fishwick, 1996).

• Derive systems of differential equations that characterise
the model and apply numerical modelling methods to per-
form simulations, if possible using a software package
such as XMDS (Collecutt and Drummond, 2001).

• Investigate models in which simple codes self-organise
into increasing complexity, following the work of Wills
(2004).
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1. Introduction 
 

Imagine having the ability to sketch a 
diagram on a Tablet PC and have that 
diagram recognised and converted to a 
formal diagram in a user specified 
format.  Although computers can be 
used directly to produce such formal 
diagrams, in the beginning of a project, 
it can be better to use pen and paper.  
The reason is that these simple tools are 
more flexible, which encourages 
creativity, which in turn produce better 
designs in the end.  However a computer 
offers easy editing and distribution 
features and greater formality to the look 
of a diagram and so sometimes the 
important pen and paper design stage is 
overlooked.   

InkKit is a sketch tool that has been 
designed to bridge the gap between pen 
and paper and computers.  InkKit allows 
you to sketch any type of diagram.  Its 
recognition engine then identifies each 
component of the diagram and 
transforms it into a formal diagram in a 
specified format such as HTML or a 
Word document. 

 
2. Motivation 
 

The most important part of InkKit is 
being able to reliably recognise the 
diagrams.  The purpose of my research is 
to investigate and refine the recognition 
algorithms that currently exist in InkKit. 

One of the reasons why recognising a 
diagram is difficult, is because we are 
dealing with words and shapes at the  
 
 

 
 
same time.  Figure 1, shows a typical 
user interface design that can be used to 
highlight this problem.  For example, 
what is it that makes the circles in front 
of the words “Male” and “Female” 
circles indicating radio buttons and not 
the letter ‘o’?  
  

 
Figure 1. Sketch of a user interface design 

 
The existing system automatically 

divides the ink into words and shapes, 
and then recognises the words using the 
Tablet Operating System recognizer and 
shapes using a variant of Rubine’s 
algorithm (Rubine 1991).  Once the 
basic shapes and words have been 
recognised they are combined back 
together to suggest the most probable 
diagram component.  This method of 
dividing the words and shapes is 
preferred over using a modal interface to 
separate the two as it preserves our 
natural tendency on pen and paper.  

The intention of my research has been 
to concentrate on improving the 
algorithm that divides the diagram, 
simply because this is the area where we 
can expect the most improvement.   
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3. Method 
 
In order to identify significant features 

of diagrams that may improve the 
divider, data from sketches have been 
collected and analysed. Sketches were 
gathered from 26 people. Each person 
completed a set of 9 sketches. The 
sketches were then processed within 
InkKit to obtain the required data for 
subsequent analysis.  

In particular, the use of pressure and 
time data has been explored as this data 
is now more readily available to us and 
has not been investigated in the past.  In 
regards to pen pressure, if significant 
differences exist in the pressure applied 
when writing words and when drawing 
shapes then this could be identified as an 
additional feature to improve the divider.  
In regards to time, the time between 
different types of strokes could prove to 
be valuable information.  For example it 
is expected that there is less time 
between letter and word strokes than 
between shapes.  This is because there is 
a smaller cognitive shift in thinking 
when writing. 

In addition to this work on InkKit’s 
divider, time data also has the potential 
to improve basic shape recognition.  
Research has suggested that pen speed is 
slower when drawing corners (Sezgin, 
Stahovich et al. 2001).  This feature 
could help distinguish shapes with 
corners and those without for example 
recognizing the difference between 
circles and squares.   

However my research has not been 
limited to pressure and time features 
only. Many already existing and possible 
features have been investigated to allow 
an overall picture of the significance of 
these sketch features to recognition. 

 
 

4. Experimental Results 
 

After data collection and analysis of 
various types of sketches the following 
empirical observations were made. 

Pressure seems to increase with the 
duration of the stroke regardless of 
whether it is a shape or a word stroke.  
However shape strokes appear more 
stable in nature where the pressure 
increases at the beginning of the stroke, 
then stabilises, and eventually decreases 
at the end; whereas there are more 
oscillations in pressure for text strokes.  
This is illustrated in figure 2. 

As for the time observed between 
letters, words and shapes, from the data 
collected there seems to be less time 
between letters and words than between 
shapes as expected. 

The results from a comparison of the 
speed of rectangle and circle strokes has 
shown strong support for the hypothesis 
that there are large decreases in speed at  
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Figure 2. Pen pressure for text and shape strokes 
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5. Future Work corners and no such decrease when there 
are no corners.  This is illustrated in 
figure 3 where we can see that there are 
4 clear minima shown on the speed 
graph (excluding the one at the 
beginning of the stroke which marks the 
point where the pen is put down 
initially) which correspond to the 
corners of the rectangle and no such 
extreme minima for the speed of the 
circle. 

 
This decision tree is being 

implemented into InkKit at present. It 
will then be evaluated against InkKit’s 
existing divider and the Microsoft 
divider to determine if any improvement 
has been made. 

In regards to improving basic shape 
recognition, further statistical analysis of 
the data is being carried out to establish 
the most significant features so that they 
can eventually be implemented into 
InkKit.  

After further statistical analysis using a 
partitioning technique, a decision tree 
has been constructed to divide strokes 
into shapes and words as shown in figure 
4. The width of a strokes bounding box 
has been found to be the most significant 
feature separating word and shape 
strokes. Almost 85% of strokes in the 
dataset could be correctly classified 
using this feature alone. 
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 Pressure was not found to be 

significant in dividing these strokes. 
However time on the other hand does 
appear in the decision tree as an 
important classifying feature. More 
specifically the speed and time to the 
next stroke has been found to be 
significant. 
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Figure 4: Decision tree for word/shape divider 
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Overview 
 
This extended abstract refers to research which is 
currently being undertaken as part of a Masters 
thesis into the investigation of artificial 
intelligence techniques applied to the game of 
poker. This research will focus specifically on a 
variation of poker known as Texas hold‘em 
(described below). Texas hold‘em provides a 
non-deterministic, hostile environment in which 
players must deal with incomplete information 
and uncertainty. Decision making in this type of 
environment has not been well addressed by A.I 
games research in the past and it is believed that 
advances made in games of this sort will also 
reap rewards in real-world problems as well. 
 
Games and Artificial Intelligence 
 

Games provide a well suited domain for 
artificial intelligence research. This is due to the 
fact that a game is usually composed of several 
well defined rules which players must adhere to. 
For a large majority of games the rules imposed 
are quite simple, yet the game play itself 
involves a large number of very complex 
strategies. This is especially true of games such 
as chess and checkers which offer opportunities 
to make very sophisticated and intricate plays. 
This statement is also true of the game of Texas 
Hold‘em and is nicely summed up by a popular 
quote coined by Mike Sexton which states “The 
name of the game is No Limit Texas Hold ‘em, 
the game that takes a minute to learn but a 
lifetime to master”. Another reason why games 
offer a beneficial environment for artificial 
intelligence research is the fact that goals and 
objectives of the game are clearly defined. This 
is advantageous to research as a performance 
metric is implicitly embedded in the game. 
Success can easily be measured by factors such 
as the amount of games won, the ability to beat 
certain opponents or, as in the game of poker, the 
amount of money won. 

Up until recently artificial intelligence 
research has mainly focused on games such as 
chess and checkers. Successes like Deep 
Thought, Deep Blue and Chinook are usually the 
first to come to mind when contemplating A.I 
and games. Games such as chess, checkers and 
backgammon are classified as two-person, zero-
sum games with perfect information. This means 
that there is one winner and one loser (zero-sum) 
and the entire state of the game is accessible by 
both players at any point in the game (perfect 
information), i.e. both players can look down 
upon the board and see all the information they 
need to make their playing decisions. These 
types of games have achieved their success 
through the use of fast hardware processing 
speeds, selective search, effective evaluation 
functions and better opening books and endgame 
databases. While these achievements are 
remarkable, their scope is rather limited. They 
offer little insight into other areas where A.I. 
techniques may be useful.  

Games such as poker on the other hand 
are classified as stochastic, imperfect 
information games. The game involves elements 
of chance, the actual cards which are dealt, and 
hidden information in the form of other player’s 
hole cards (cards which only they can see). This 
ensures that players now need to make decisions 
with uncertain information present. This is still 
an open research question in the A.I community 
and research efforts are likely to be beneficial 
outside the realm of poker itself. For A.I. to be 
useful for most real world problems, challenges 
that imperfect information and a stochastic 
environment offers need to be addressed. 
 
The Game of Poker 
 

There are numerous variations of the 
game of poker available. The games differ by 
various aspects such as the number of hole cards 
dealt (cards which only the player can see and 
use to make their best hand), the number of 
community cards dealt (cards which all players 
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can see and use to make their best hand), the 
order in which players bet and the limits imposed 
on a players bet. There are two variations which 
control the amount that a player may bet: limit 
and no limit. In a limit game player’s bets are 
restricted to a certain amount; this amount 
usually doubles in later rounds of betting. 
Conversely, in no limit there is no restriction on 
the amount that a player can bet. A player’s 
betting decision can be to fold, check, call, bet or 
raise. These are described below: 

 
Fold:  A player can fold their cards if they are 
facing a bet by another player, but they don’t 
wish to match the bet. Once a player folds they 
are no longer involved in the current hand, but 
can still participate in any future hands. 
 
Check/Call:  When it comes time for a 
player to make his/her decision they can check if 
there have been no bets made by other players. 
Checking means the player does not need to 
invest any of their money into the pot to stay in 
the current hand. If, however, an opponent has 
made a bet then a player can call the bet by 
adding to the pot the exact value of the current 
bet. By contributing their own money to the pot 
they are able to stay in the current hand. 
 
Bet/Raise:  A player can invest their own 
money to the pot over and above what is needed 
to stay in the current round. If the player is able 
to check, but they decide to add money to the pot 
this is called a bet. If a player is facing a bet from 
an opponent, but instead of deciding to just call 
the bet they decide to add more money to the pot 
then this is called a raise. 
 
The Game of Texas Hold ‘em 
 

In the game of Texas hold‘em players 
are dealt two hole cards and five community 
cards are used in total. This strikes the right 
balance in terms of information availability 
(Harrington and Robertie, 2005) and offers 
opportunities for better strategic play than other 
poker variations allow for. Texas hold‘em also 
offers a better skill-to-luck ratio than is offered 
by other forms of poker. An expert hold‘em 
player has more of an advantage because the best 
hand holds up more often than in any other poker 
variation (Sklansky and Malmuth, 1994). Play in 
hold‘em proceeds in the following stages: 
preflop, flop, turn and the river. These are 
described below: 
 

Preflop: The game of Texas hold‘em begins with 
each player being dealt two hole cards which 
only they can see. Betting order is determined by 
assigning one player at the table the status of 
dealer. Betting proceeds round the table in a 
clockwise manner. The minimum size of a bet is 
determined by the big blind. If a player, wishes 
to play then they must pay at least the big blind 
to enter into the pot. As long as there are at least 
two players left then play continues to the next 
stage. During any stage of the game if all 
players, except one, fold their hands then the 
player who did not fold his/her hand wins the pot 
(without having to reveal their hole cards) and 
the hand is over. 
 
Flop: Once the preflop betting has completed 
three community cards are dealt. Players use 
their hole cards along with the community cards 
to make their best hand. Another round of 
betting occurs. The player classified as dealer is 
always the last to act (if the dealer is no longer 
in the hand the first active player to the right of 
the dealer becomes the last player to act). As 
long as there are at least two players left then 
play continues to the next stage. 
 
Turn: The turn involves the drawing of one 
more community card. Once again players use 
any combination of their hole cards and the 
community cards to make their best hand. 
Another round of betting occurs and as long as 
there are at least two players left then play 
continues to the next stage. 
 
River: During the river the final community 
card is dealt proceeded by a final round of 
betting. If at least two players are still active in 
the hand a showdown occurs in which both 
players reveal their hole cards and the player 
with the highest ranking hand wins the entire pot 
(if both players hold hands of the same value 
then the pot is split between both players).  
 
Proposed Solution 
 
Any attempt to develop a strong poker player 
needs to address many areas of the game. Several 
key components required for strong poker play 
have been identified (Billings et al, 2001). These 
include hand strength, hand potential, betting 
strategy, bluffing, unpredictability and 
opponent modeling. The strength of a particular 
hand and the potential strength of a hand needs 
to be determined given the hole cards that a 
player possesses, the current community cards, 
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the type and number of opponents the player is 
up against and the likely cards these opponents 
might be holding. The ability to vary play is also 
an essential requirement for strong play. Any 
static strategy that is unable to adapt to the game 
conditions will be at risk of being exploited by 
strong opponents. Conversely, a strong player 
needs to be able to spot weaknesses in their 
opponents play and successfully exploit those 
weaknesses. This ensures the need for an 
opponent modeling component. Other issues 
such as bluffing (trying to deceive opponents 
about the strength of a hand by playing a weak 
hand strongly) and slow-playing/trapping (trying 
to deceive opponents about the strength of a 
hand by playing a strong hand weakly) also need 
to be considered. A strong player needs to know 
when bluffing or slow-playing may be successful 
and when they won’t be, as well as knowing if 
an opponent is bluffing them or trying to trap 
them.  

At the present the use of case-based 
reasoning is being considered to handle opponent 
modeling. Case-based reasoning attempts to 
solve new problems by reusing or adapting 
solutions to old problems (Watson and Marir, 
1994). We believe this type of approach is well 
suited to opponent modeling as most players tend 
to not vary their play too much. Keeping track of 
how a particular opponent has been playing will 
provide useful information when making 
decisions about how to act against that opponent. 
We will also investigate a case-based reasoning 
approach to the preflop and postflop stage of the 
game. With this approach we hope to overcome 
deficiencies encountered in previous research 
(Billings, 2001) which employed the use of a 
static expert system. Case-based reasoning 
should be able to improve such an approach due 

to its ability to learn. We also hope to investigate 
other machine learning approaches such as using 
neural networks to predict which hole cards an 
opponent may be holding and using this 
information to inform a betting decision. It is 
hoped that with the combination of the above 
and other techniques we can construct a program 
that plays strong poker. 
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1 Introduction 
 
Recently numerous new three-dimensional imaging techniques emerged in the field of biomedi-
cal imaging. One of these is diffusion tensor imaging (DTI) which allows to measure local aniso-
tropic molecular diffusion processes (Le Bihan 2002). It is commonly assumed that these data 
provide information about shape and orientation of brain White Matter structures.  
If applied to neurosurgical resection of brain tumours infiltrating white matter fibre structures, it 
may allow the sparing of eloquent fibre tracts resulting in a reduction of postoperative morbidity 
(Coenen 2003). Therefore a great demand exists concerning the transfer of DTI images into 
neuro-navigation systems, which allow to visualize the position of tracked neurosurgical instru-
ments relative to preoperatively created image data during the surgical intervention. But 
commercially available systems do not support the integration of colour coded DTI data yet. 
 
 
2 Method 
 
Amongst various possibilities to visualise tensor data, i.e. the direction and value of the local 
vectors, is by colour hue and brightness respectively. Some software packages (e.g. DTI Task-
card, MGH, Boston, USA) support the export and transfer of the resulting true colour coded 
directional data in the commonly used DICOM format. In figure 1a slices created by an 1.5 Tesla 
Sonata scanner applying a diffusion weighted EPI sequence (TR/TE: 4000/129 ms; FOV: 
230x230 mm; thickness: 2 mm; matrix: 1282; EPI-factor: 128; b-value 750, 6 direct.) on a 
healthy volunteer are shown.  
 

a) Slices of original colour coded DTI data b) Corresponding recoded DTI data slices 

Figure 1  Original (DICOM) and recoded DTI data slices 
 
The software developed during this project (dic2openmind) allows to convert this DICOM data 
into the so-called OpenMind format which can be read by the planning software of our 
BrainLAB neuro-navigation system. This special OpenMind format opens great possibilities for 
research purposes because it is very flexible and easy to implement. But currently it supports 
only grey value volume data. Therefore the idea was to approximate the original true colour 
(RGB) data by an indexed colour table which is available on the navigation system. From the 
colour maps preinstalled on the navigation system the so called “Rainbow” map was selected, 
because it contains the widest dynamic range of hue and brightness values. The necessary 
approximation of the original RGB values by the colours of the Rainbow map was performed 
using a nearest colour recoding algorithm (Floyd 1975, Thomas 1991). The result of this 
conversion step is visualised in figure 1b. 
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It can be seen that especially dim structures are not transformed well and that some hues appear 
to be different from the original data. These effects are due to the reduced number of colours in 
the transformed data (256 in the Rainbow map versus 2563 = 16.777.216 in original RGB space).  
 
To improve visualisation quality an interpolation is performed by the navigation system. Due to 
complexity, integration and stability concerns this interpolation step is not externally accessible. 
For usual linearly coded grey value data this does not impose any problem. But for colour coded 
(indexed) data this causes a conflict between the linear interpolation and the non-linear colour 
representation. Experiments demonstrated that the resulting interpolation/ visualization related 
artefacts can be significantly reduced by an increased resolution employing interpolation prior to 
colour coding which was therefore included in dic2openmind as a pre-processing step to increase 
the original volume size from 128x128x20 to 512x512x80. 
 

 
Figure 2  Display of the colour coded data on navigation system 

 
To identify possible colour differences, both the original and the converted data as well as 
numerical difference images can be displayed to the user by the dic2openmind software for 
visual comparison. In the last conversion step the information provided by the transformed 
DICOM data is used to create an OpenMind compliant header and data file automatically. 
 
After successful conversion, import of the converted data and registration with other imaging 
modalities, export for the navigation system can then be performed by the BrainLAB software 
PatXfer (OpenMind) and VVPlanning according to the standard procedures. Finally the corres-
ponding Rainbow colour table has to be selected for the grey value coded tensor data to display it 
in colours in the navigations system’s screen (see figure 2). 
 
 
3 Results 
 
This feasibility study project demonstrates the successful integration of colour coded data (such 
as DTI) into a commercially available neuro-navigation system for routine procedures. This data 
can then be easily used for planning and intra-operative navigation. Even though dim fibre struc-
tures can currently not be represented accurately, bright and saturated voxels of greater fibre 
tracts contain only minor transformation errors. 
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Several experiments demonstrated that interpolation and colour reduction artefacts due to 
indexing in the navigation system’s colour map can be further reduced by a higher resolution of 
the original DTI data employing a prior external interpolation and a customized colour map. 
Integration of overlaid fibre structures in clinical routine would improve the interpretation of the 
anisotropy information significantly. Until this development becomes clinically available the 
presented method appears to be a well suited alternative. 
 
 
4 Discussion 
 
Because there exists only a limited number of colours in the colour maps currently available on 
the BrainLAB navigation system, only high intensity voxels are represented in the converted 
data accurately. According to our radiologists and neurosurgeons this seems not to be a disad-
vantage for surgical use since bright voxels are considered to represent locations with high 
anisotropic diffusion and are therefore the most important data points from the diagnostic point 
of view.  
 
To evaluate the representation accuracy, a semi-quantitative approach by visualising deviations 
of the transformed from the original data set, was chosen. Colour information was coded by the 
hue, saturation, and value triple (HSV) colour space. In a colour coded DTI data set hue repre-
sents then the principle Eigenvector direction. This analysis revealed that structures with high 
anisotropy show a slight overestimation in value. 
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