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Higman’s Embedding Theorem.

An Elementary Proof∗

Luminiţa Dediu†

Abstract

In 1961 G. Higman proved a remarkable theorem establishing a deep connection between the
logical notion of recursiveness and questions about finitely presented groups.

The basic aim of the present paper is to provide the reader with a rigorous and detailed proof
of Higman’s Theorem. All the necessary preliminary material, including elements of group theory
and recursive functions theory, is systematically presented and with complete proofs. The aquainted
reader may skip the first sections and proceed immediately to the last.

1 Subgroups

We assume familiarity with the concept of subgroup. We shall use the standard notation, i.e. H ≤ G
means that H is a subgroup of G.

Fact 1.1. If H is a subgroup of a group G and K is a subset of H, then K is a subgroup of H iff K is
a subgroup of G.

Fact 1.2. For any family {Hi}i∈I of subgroups of a group G the intersection
⋂
i∈I

Hi is also a subgroup

of G.

Proof. First, we have
⋂
i∈I

Hi 6= ∅. Indeed, if Hi ≤ G, for all i ∈ I, then 1 ∈ Hi, i ∈ I, so 1 ∈
⋂
i∈I

Hi. Let

x, y ∈
⋂
i∈I

Hi. Then x, y ∈ Hi for all i ∈ I. As Hi ≤ G, for all i ∈ I, xy−1 ∈ Hi, hence xy−1 ∈
⋂
i∈I

Hi. 2

Fact 1.3. Let f : G −→ G′ be a group morphism, H ⊆ G and K ⊆ G′.

a) If H is a subgroup of G, then f(H) is a subgroup of G′.

b) If K is a subgroup of G′, then f−1(K) is a subgroup of G.

∗Paper written to be admitted for PhD studies at Bucharest University under the guidance of Professor Cristian Calude.
†Department of Mathematics, University “Dunărea de Jos” of Galatzi, Romania



            

Proof. Since H ≤ G we have 1G ∈ H and f(1G) = 1G′ ∈ f(H) (f is a morphism). Hence f(H) 6= ∅.
Let x, y ∈ f(H). There exist two elements h1, h2 ∈ H such that x = f(h1), y = f(h2). Then we can
write (using the properties of f):

xy−1 = f(h1)[f(h2)]−1;

since H ≤ G it follows that h1h
−1
2 ∈ H, so xy−1 = f(h1h

−1
2 ) ∈ f(H).

The proof of the second statement is similar: if K ≤ G′, then 1G ∈ K, so 1G = f−1(1G′) ∈ f−1(K)
and f−1(K) 6= ∅. Accordingly, if x, y ∈ f−1(K), then for some k1, k2 ∈ K we have x = f−1(k1), y =
f−1(k2) and xy−1 = f−1(k1)[f−1(k2)]−1 = f−1(k1k

−1
2 ) ∈ f−1(K) (K ≤ G′ and k1k

−1
2 ∈ K). 2

From Fact 1.3 the preimage under the morphism f of the trivial subgroup {1G′} of G′ is a subgroup
of G. This is a special subgroup and it is called the kernel of the morphism f . We denote it by Kerf :

Kerf = {x ∈ G : f(x) = 1G′}.

In the same way, the image by f of the group G, denoted by Imf or f(G), is a subgroup of G′.

2 Generated Subgroups. Generators

Let E be a subset of a group G.

Definition 2.1 The subgroup generated by the subset E (in G) is the intersection of all the subgroups
of G containing E.

Such subgroups do exist: for instance, the trivial subgroup G.

Proposition 2.2 The subgroup G′ generated by a subset E consists of all finite products of elements of
E and inverses of these elements.

Proof. Following the definition we have:

G′ =
⋂

H ≤ G
H ⊇ E

H.

Let G′′ be the set of all finite products of elements of E and their inverses. We shall prove that G′ = G′′.
By definition it follows that E ⊆ G′. On the other hand, from Fact 1.2, G′ is a subgroup of G and it

is immediate now that G′′ ⊆ G′.
Conversely, it is sufficient to show that G′′ ≤ G and G′′ ⊇ E. First, note that G′′ contains the “simple

products”, i.e. all products formed by a single element x of E or x−1, so E ⊆ G′′. Let a = x1x2 . . . xm
and b = y1y2 . . . yn be two elements of G′′, where xi, yj ∈ E, 1 ≤ i ≤ m, 1 ≤ j ≤ n. Therefore we have:

ab−1 = (x1 . . . xm)(y1 . . . yn)−1 = x1 . . . xmy
−1
n . . . y−1

1 ,

and this is a finite product of elements of E and inverses of elements of E, hence ab−1 ∈ G′′. 2

From 2.2 it follows that if H1, H2 are subgroups of a group G, then the subgroup generated by H1, H2

is formed by all finite products of elements in H1, H2 and their inverses. We shall denote this subgroup by
〈H1, H2〉 or Gp{H1, H2}. As a particular case, if G is a commutative group, then the subgroup 〈H1, H2〉
consists of all elements of the form h1h2 with h1 ∈ H1, h2 ∈ H2. This subgroup is denoted by H1H2 and
we call it the product of subgroups H1, H2.

Definition 2.3 A group G is said to be finitely generated if there exists a finite set E of elements of G
that generates it. If E generates G we say that E is a set of generators for G.
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Example 1. The aditive group of integers (ZZ,+) can be generated by the element 1 or by its oposite
-1, since every integer n 6= 0 can be written as a sum of n terms equal to 1 if n > 0 or as a sum of −n
terms equal to -1 if n < 0.

Groups that can be generated by a single element are called cyclical groups.

3 Equivalence Relations. Quotient Set

Let A be a set.

Definition 3.1 A binary relation, usually denoted by “∼”, is said to be an equivalence relation on A
provided the following three conditions hold:

i) a ∼ a (reflexivity),

ii) a ∼ b =⇒ b ∼ a (symmetry),

iii) a ∼ b, b ∼ c =⇒ a ∼ c (transitivity).

Examples 2.

1. Let n be a positive integer and define on ZZ the following binary relation denoted by “≡ modn”:
for every a, b ∈ ZZ

a ≡ b mod n⇐⇒ n/(a− b).

2. The divisibility relation on IN is not an equivalence relation since it is not symmetric.

If “∼” is an equivalence relation on A, then for each a ∈ A we define the set:

â = {b ∈ A : b ∼ a}

called the equivalence class of the element â.

Theorem 3.2 The equivalence classes determined by “∼” on A have the following properties:

1) a ∈ â, for all a ∈ A (hence â 6= ∅),

2) â = b̂⇐⇒ a ∼ b,

3) for all a, b ∈ A : â = b̂ or â
⋂
b̂ = ∅,

4) A =
⋃
a∈A

â.

Proof. 1). Since a ∼ a it follows that a ∈ â and so â 6= ∅.
2). From 1) we have a ∈ â. If â = b̂, then a ∈ b̂ i.e. a ∼ b. Assume now that a ∼ b. Let x ∈ â, then

x ∼ a and, by transitivity, x ∼ b, i.e. x ∈ b̂. This way we have â ⊆ b̂. Changing roles between a and b we
obtain b̂ ⊆ â. Hence â = b̂.

3). Let a, b ∈ A such that â
⋂
b̂ 6= ∅. Then there exists x ∈ â

⋂
b̂, i.e. x ∼ a and x ∼ b. Using

transitivity we have a ∼ b and from 2) it follows â = b̂.
4). For every set A we can write A =

⋃
a∈A

a. From 1) a ∈ â, then A =
⋃
a∈A

â. 2

One can note that using 3) we can write A as a union of sets pairwise disjoint. In this case, we say
that the equivalence classes of A realise a partition of A. The set of equivalence classes determined by
the relation “∼” on A is denoted by A/ ∼ and is said to be the quotient set of A relative to “∼”. The
map p : A −→ A/ ∼ which carries every element a of A into his equivalence class â is a surjection that
we call the canonical surjection.
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Definition 3.3 Let H be a subgroup of a group G. We define on G the relation “ ≡l modH” given by:

x ≡l y mod H⇐⇒ x−1y ∈ H for all x, y ∈ G,

and we call it the left congruence modulo H.

We shall prove that the above relation is an equivalence on G. For all x, y, z ∈ G we have (using the
properties of a subgroup):

i) x−1x = 1 ∈ H =⇒ x ≡l x mod H.

ii) By definition
x ≡l y mod H⇐⇒ x−1y ∈ H

so,
(x−1y)−1 ∈ H ⇐⇒ y−1x ∈ H⇐⇒ y ≡l x mod H.

iii) By definition
x ≡l y mod H, y ≡l z mod H⇐⇒ x−1y ∈ H, y−1z ∈ H

so,
(x−1y)(yz−1) ∈ H⇐⇒ x−1z ∈ H ⇐⇒ x ≡l z mod H.

2

Thus we can construct the quotient set G/ ≡l modH, which is usually denoted by (G/H)l; its
elements are called left equivalence classes modulo H. Following the definition, the class of an element
x ∈ G is the set defined by

{y ∈ G : x−1y ∈ H} = {y ∈ H : y ∈ xH} = xH.

If X ∈ (G/H)l, i.e. X is an equivalence class, an element x ∈ X is called a representative of X.
Obviously, x ∈ G is a representative of X iff X = xH.

Note that if x, y ∈ G and xH = yH, then x ≡l y mod H and x−1y ∈ H. Similarly we can define the
right congruence modulo H by

x ≡r y mod H ⇐⇒ xy−1 ∈ H.

The right equivalence class modulo H of an element x ∈ G is Hx and the quotient set G/ ≡r modH is
denoted by (G/H)r.

Proposition 3.4 The quotient sets (G/H)l and (G/H)r have the same cardinal.

Proof. Let X ∈ (G/H)l, X = xH with x ∈ G. Then we have:

X−1 = (xH)−1 = H−1x−1 = Hx−1 ∈ (G/H)r.

(We have used the relation H−1 = H. Indeed, if x ∈ H we can put x = (x−1)−1 and since x−1 ∈ H (H
is a subgroup), then x = (x−1)−1 ∈ H−1. If x−1 ∈ H−1, then x ∈ H, so x−1 ∈ H. Hence H−1 = H.)

In the same manner as above we can prove that for every Y ∈ (G/H)r one has Y ∈ (G/H)l. In
fact we can define the maps Φ : (G/H)l−→ (G/H)r carrying X onto X−1 and Ψ : (G/H)r−→ (G/H)l
carrying Y onto Y −1.

These maps are inverse one to the other:

Φ(Ψ(Y )) = Φ(Y −1) = (Y −1)−1 = Y,

Ψ(Φ(X)) = Ψ(X−1) = (X−1)−1 = X,

so that they establish a bijection between (G/H)l and (G/H)r. 2
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Example 3. Consider S3 the group of all permutations of a 3 element set and

H =
{(

1 2 3
1 2 3

)
,

(
1 2 3
2 1 3

)}
a subgroup of S3.

We shall construct the left and right equivalence classes modulo H. For all σ, τ ∈ S3 we have:
σ ≡l τ mod H ⇐⇒ σ−1τ ∈ H. On the other hand one can note that σ ∈ H iff σ(3) = 3, hence
σ−1τ ∈ H ⇐⇒ (σ−1τ)(3) = 3⇐⇒ τ(3) = σ(3).

In this way we get the following relation: σ ≡l τ mod H ⇐⇒ σ(3) = τ(3). The left equivalence
classes modulo H are:

Cl1 = H,

Cl2 =
{(

1 2 3
1 3 2

)
,

(
1 2 3
3 1 2

)}
,

Cl3 =
{(

1 2 3
2 3 1

)
,

(
1 2 3
3 2 1

)}
.

Similarly, we deduce that σ ≡r τ mod H ⇐⇒ σ−1(3) = τ−1(3).
Since for every transposition τ = (i, j) ∈ S3 we have τ−1 = τ , the inverses of the elements of S3 are:

e−1 = e, (1, 2)−1 = (1, 3),
(

1 2 3
3 1 2

)−1

=
(

1 2 3
2 3 1

)
, and we obtain the following right classes

modulo H:

Cr1 =
{(

1 2 3
3 1 2

)
, (1, 3)

}
,

Cr2 =
{(

1 2 3
2 3 1

)
, (2, 3)

}
,

Cr3 =
{(

1 2 3
1 2 3

)
, (1, 2)

}
.

We can see now that the quotient sets (S3/H)l and (S3/H)r are not equal.

4 Normal Subgroups. Quotient Groups

Proposition 4.1 Let H be a subgroup of a group G. The following statements are equivalent:

a) xHx−1 ⊆ H, for all x ∈ G,

b) xHx−1 = H, for all x ∈ G,

c) xH = Hx, for all x ∈ G,

d) (G/H)l = (G/H)r.

Proof.

• a) =⇒b): For all x ∈ G we have xHx−1 ⊆ H; but x−1 ∈ G and thus x−1Hx ⊆ H. Putting
H = x(x−1Hx)x−1 we obtain H ⊆ xHx−1 (from the last inclusion), hence H = xHx−1.

• b) =⇒a) is immediate.

• b) =⇒c): xHx−1 = H and by multiplication to right by x we obtain xH = Hx.

• c) =⇒b): xH = Hx =⇒ xHx−1 = (Hx)x−1 = H.

• c) =⇒d): For all x ∈ G we denote by x̂l (and respectively x̂r) the left (right) equivalence class
modulo H. We saw that x̂l = xH (x̂r = Hx). From c) we obtain x̂l = x̂r, for all x ∈ G, hence
(G/H)l = (G/H)r.
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• d) =⇒c): Let x ∈ G. Then x̂l = xH ∈ (G/H)l = (G/H)r, so we can find y ∈ G such that x̂l = yr,
i.e. xH = Hy. Putting x = x.1 ∈ xH = Hy it follows that x ∈ Hy, i.e. x ≡r y mod H. Hence
x is a representative of Hy and so we can write Hx = Hy. Now we have Hx = Hy = xH, i.e.
xH = Hx. 2

Definition 4.2 A subgroup H of a group G is said to be normal if it satisfyes one of the equivalent
conditions in Proposition 4.1. We write this by H � G.

Examples 4.

1. G and e are (trivial) normal subgroups of G.

2. If G is an abelian group, then for all x ∈ G and for any subgroup H of G we have xH = Hx.
Therefore, any subgroup of an abelian group is a normal subgroup.

3. Let H be the subgroup considered in Example 3. As we have seen, the sets of left and right
equivalence classes modulo H are not equal, hence H is not a normal subgroup.

4. Any intersection of normal subgroups is a normal subgroup.

Definition 4.3 Let R be a subset of a group G. The normal subgroup

R =
⋂

N � G
N ⊇ R

N.

is called the normal closure of R in G.

If N is a normal subgroup of G, then by definition the left and right congruence relations modulo N on
G coincide, hence we can simply talk about the congruence relation on G modulo N . We shall denote it
by “ ≡ modN” and the quotient set by G/N .

Proposition 4.4 If N is a normal subgroup of a group G, then G/N can be organized with a group
structure and the canonical surjection p : G −→ G/N, p(x) = x̂, for all x ∈ G becomes a group
morphism.

Proof. For all x, y ∈ G we define the product of two elements x̂, ŷ ∈ G/N by x̂.ŷ = x̂y. First we
have to check that the operation given above makes sense: if x̂ = x̂′ and ŷ = ŷ′, then x−1.x′ ∈ N
and y−1.y′ ∈ N , hence there exist h1, h2 ∈ N such that h1 = x−1x′ and h2 = y−1y′. It follows that
x′ = xh1, y

′ = yh2, so we deduce that x′y′ = (xh1)(yh2) = x(h1y)h2.
Since N is a normal subgroup we get Ny = yN, i.e. there exists h3 ∈ N such that h1y = yh3 :

x′y′ = x(yh3)h2 = (xy)(h3h2) ∈ (xy)N.

Accordingly x′y′ ≡ (xy) mod N, and so the definition of the internal operation is correctly defined.
We show now that G/N is a group:

• Associativity: for all x̂, ŷ, ẑ ∈ G/N we have (x̂ŷ)ẑ = (x̂y)ẑ = ̂(xy)z = x̂(yz) = x̂(ŷz) = x̂(ŷẑ).

• If e denotes the identity element of G, then for each x ∈ G/N we have x̂ê = x̂e = x̂ = êx = êx̂,
hence ê is the identity element of G/N .

• The inverse of an element x̂ is x̂−1. Indeed: x̂−1x̂ = x̂−1x = ê = x̂x−1 = x̂x̂−1.

To finish the proof we have to verify that the canonical surjection p that carries an element x ∈ G
into his class x̂ ∈ G/N is a group morphism: p(xy) = p(x)p(y). Indeed: p(xy) = x̂y = x̂ŷ = p(x)p(y)
and this concludes the proof. 2

Definition 4.5 The group G/N costructed above is called the quotient group of G relative to the normal
subgroup N .
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Example 5. Let us construct the quotient groups of the aditive group (ZZ,+).
We assume familiarity with the fact that all the subgroups of ZZ have the form nZZ with n ≥ 0. In

the same time, (ZZ,+) is an abelian group, so it is clear that any subgroup of it is normal. Hence we
want to construct a quotient group of the form ZZ/nZZ, n ≥ 0. Then, we consider two cases:

• n = 0 : ZZ/(0) = ZZ.

• n > 0 :
x ≡ y mod nZZ ⇐⇒ x− y ∈ nZZ ⇐⇒ n/(x− y)⇐⇒ x ≡ y mod n,

so the congruence modulo nZZ on ZZ is reduced to the congruence modulo n on ZZ. Finally,

ZZ/nZZ = ZZ/(≡ modn) = ZZn.

5 The Fundamental Isomorphism Theorem for Groups

As we have seen before if f is a group morphism from G into G′, then Kerf is a subgroup of G. We
shall prove here that Kerf is a normal subgroup (that is Kerf satisfies one of the equivalent conditions
of 4.1) and then we shall construct the quotient group G/Kerf .

Let x ∈ G and y ∈ Kerf . Then xyx−1 ∈ xKerfx−1 and f(xyx−1) = f(x)f(y)f(x−1). Since
y ∈ Kerf, f(y) = e′ (where e′ is the identity element of G′) and

f(xyx−1) = f(x)e′f(x−1) = f(xx−1) = f(e) = e′.

Hence xyx−1 ∈ Kerf for all x ∈ G and y ∈ Kerf, thus Kerf is normal in G.
Now we may consider the quotient group G/Kerf and present one of the theorems which play a

major role in what will follow.

Theorem 5.1 (The Fundamental Isomorphism Theorem) If f : G −→ G′ is a group morphism,
then there exists a group isomorphism between G/Kerf and Imf , i.e.

G/Kerf ' Imf.

Proof. Define f : G/Kerf −→ Imf ⊆ G′ by f(x̂) = f(x). First verify that the definition makes sense:
let x̂, ŷ ∈ G/Kerf such that x̂ = ŷ. That means that x ≡ y mod (Kerf), hence x−1y ∈ Kerf and so
f(x−1y) = e′. Since f is a morphism we can write:

e′ = f(x−1y) = [f(x)]−1f(y);

it follows that f(x) = f(y), therefore f(x̂) = f(ŷ).
By definition Imf = {f(x̂) : x̂ ∈ G/Kerf} = {f(x) : x ∈ G} = Imf , thus f is a surjection.
In order to show that f is injective, let x̂, ŷ ∈ G/Kerf be such that f(x̂) = f(ŷ). It follows that

f(x) = f(y) and hence

f(x)[f(y)]−1 = e′ ⇐⇒ f(xy1) = e′ ⇐⇒ xy−1 ∈ Kerf ⇐⇒ x̂ = ŷ,

proving that f is bijective. All that remains to do is to prove that f is a group morphism. Indeed, since
f is a morphism we get:

f(x̂ŷ) = f(x̂y) = f(xy) = f(x)f(y) = f(x̂)f(ŷ),

for all x̂, ŷ ∈ G/Kerf . 2

As a corrollary we note that in case f is a surjective group morphism, then G′ = Imf, and thus G′

is isomorphic to G/Kerf . This result is very often used to establish isomorphisms between groups.
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Example 6. Let (IC∗, .) be the multiplicative group of the non-zero complex numbers and let f : IC∗ −→
IR∗+ be the morphism defined by f(z) = |z|, for all z ∈ IC∗. It is immediate that f is a surjective group
morphism: for all a ∈ IR∗+ there exists z ∈ IC∗, z = a + 0i, such that f(z) = f(a + 0i) = a. For all
z1, z2 ∈ IC∗ we have

f(z1z2) = |z1z2| = |z1||z2| = f(z1)f(z2),

thus f is a surjective group morphism from (IC∗, .) into (IR∗+, .) and from the fundamental theorem we
deduce that IR∗+ ' IC∗/Kerf where

Kerf = {z ∈ IC∗ : |z| = 1}.

6 Free Groups. Defining Relations

Let M be a finite (or not) set of symbols (letters) xα, xβ , . . . and assign to these symbols (by an one-
to-one correspondence) another set of symbols denoted by x−1

α , x−1
β , . . . called inverses of symbols in

M.

Definition 6.1 A word is a finite ordered sequence of symbols (letters) of the form w =
xε1α1

. . . xεnαn , εi = +1, 1 ≤ i ≤ n, where no succesive symbols are inverse one to the other, i.e. xεiαi 6=
x
−εi−1
αi−1 , 2 ≤ i ≤ n.

The number n is called the length of the word and is usually denoted by |w| = n. The word that contains
no symbol is called the empty word and is denoted by 1 or λ. Its length is obviously 0.

Example 7. Consider M ={a, b, c}. Then w1 = ab−1, w2 = ba−1cb−1a are words and |w1| = 2, |w2| =
5.

Let X be the set containing the symbols of M and their inverses. The set of all words written with
the symbols in X becomes a group together with the following internal operation called juxtaposition:
if w1 = xε1α1

. . . xεnαn , εi = +1, 1 ≤ i ≤ n, w2 = xδ1β1
. . . xδmβm , δj = +1, 1 ≤ j ≤ m are words, their product

is defined by
w1w2 = xε1α1

. . . xεnαnx
δ1
β1
. . . xδmβm ,

i.e. by joining the second word to the first.
If xαn = xβ1 and εn + δ1 = 0 (i.e. xεnαn and xδ1β1

are inverse) we can cancel the sequence involved and
repeat the operation with the next symbols if necessary. Letter cancelation in a word product is also called
reduction. For instance, if w1 = xαx

−1
β xδ and w2 = x−1

δ xβxαxδ, then w1w2 = xαx
−1
β xδx

−1
δ xβxαxδ =

xαxαxδ.
As we see in this example, some sequences of identical repeated letters of the form

xx . . . x︸ ︷︷ ︸
n times

or x−1x−1 . . . x−1︸ ︷︷ ︸
n times

may appear. We agree to denote these sequences by xn and, respectively, x−n. Thus, a word can be
defined as beeing an ordered finite sequence of letters of the form w = xε1α1

. . . xεnαn , with εi ∈ ZZ, 1 ≤ i ≤ n
and xεiαi 6= x

−εi−1
αi−1 (no cancelation is possible). In this way the word w = xαxαxβx

−1
δ x−1

δ x−1
δ can be

represented as w = x2
αxβx

−3
δ .

The juxtaposition operation is associative. The empty word 1 is considered to be the identity element
of the set of all words. The inverse of a word w = xε1α1

. . . xεnαn is the word w−1 = x−εnαn . . . x−ε1α1
. So we

can speak by now of the group of words written with the symbols of X, called the free group generated
by M . The elements ofM are called free generators of the free group. The cardinality ofM is said to
be the rank of the free group.

Theorem 6.2 Any group is isomorphic to some quotient group of a free group.

8



            

Proof. Let G be a group and M a set of generators of G. Denote those generators by aα, aβ , . . ..
Consider a free group F whose generators system has the same cardinality as M. Between the elements
ofM and the free generators of F we can establish a bijection and we agree to denote by xα the element
of F associated to aα in M. The map aα ⇀↽ xα defines a group morphism which associates to each
element g ∈ G, g = aε1α1

. . . aεnαn a word w = xε1α1
. . . xεnαn , εi = +1, 1 ≤ i ≤ n (or εi ∈ ZZ). According to

the fundamental isomorphism theorem we have G ' F/N , where N is the kernel of the above morphism.
2

Remarks.

1) The normal subgroup N contains the words whose image in G is equal to the identity.

2) The representation of a group as a quotient group of a free group is not unique: it depends on the
choice of M.

Keeping the same notations as above, consider a group G. We have seen that there exists a free group
F and a normal subgroup N of F such that G ' F/N . Let w ∈ N,w = xε1α1

. . . xεnαn , εi ∈ ZZ, 1 ≤ i ≤ n.
The image in G of w is the identity element and so we obtain an equality of the form

aε1α1
. . . aεnαn = e (1)

called relation between the generators aα1 , aα2 , . . . of the group G.
If we consider in N a subset R such that the normal subgroup generated by R in F coincides to N ,

then the system of relations of the form (1) which corresponds in G to elements of R is called a set of
defining relations of the group G. All remaining relations between the generators of G are considered
as consequences of the defining relations, since every element of N can be generated by the elements of
R and their conjugates.

We state that the group G is completely defined when the defining relations are given. Since R
generates N , then the quotient group F/N is completely determined. We conclude that any group can
be described by a set of defining relations between some given generators. Thus, a group can be viewed
as a pair of sets (X,R), where X is a set of generators and R is the set of defining relations (by a mild
abuse of notation we use the letter R also for the set of defining relations). Section 8 deals with some
more details.

Examples 8.

1. Let us define a group that has a single generator a and a single defining relation an = e. The free
group F generated by the symbol x, x ←→ a, is the cyclical infinite group F = 〈x〉. The set of
words corresponding to the defining relation contains a single element: R = {xn}. The normal
subgroup generated by xn in F is N = 〈xn〉. Thus G = 〈a〉 ' 〈x〉/〈xn〉. But since any cyclical
infinite group is isomorphic to the aditive group of integers (ZZ,+) and this isomorphism brings
〈xn〉 onto nZZ, we conclude that:

G ' 〈x〉/〈xn〉 ' ZZ/nZZ = ZZn.

2. The symmetric group S3 can be defined by two generators a and b and the defining relations

a3 = e, b2 = e, abab = e,

where a =
(

1 2 3
2 3 1

)
, b = (1, 2). The reader can easily check that ab = (1, 3), ba = (2, 3).

Since any permutation is a product of transpositions it follows that a and b generate S3.

If we consider the free group F generated by a and b, then S3 ' F/H and F will contain the
following 6 elements:

a, b, a2, b2 = e, ab, ba = a2b.

Indeed, since abab = e we get:

ab = b−1a−1 =⇒ a = b−1a−1b−1=⇒ ba = a−1b−1;
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on the other hand,
a3 = e =⇒ a−1 = a2 and b2 = e =⇒ b = b−1,

so ba = a2b; any other combination of a’s and b’s gives one of the above 6 elements.

Thus we can represent S3 by its generators and defining relations as follows:

S3 = 〈a, b; a3 = e, b2 = e, abab = e〉.

7 Recursive Functions and Sets

Historically, the notion of a computable function has been developed between 1931-1947 by different,
but equivalent, tools: formal equations (J. Herbrand, K. Gödel, S. C. Kleene), Turing machines (A. M.
Turing), Post systems (E. L. Post), and Markov normal algorithms (A. Markov).

A remarkable fact is that all these notions are equivalent, in the sense that they “generate” the same
class of functions defined on IN , the recursive functions .

Definition 7.1 A function f : INk −→ IN is said to be computable if there exists an algorithm which
computes f(n1, . . . , nk), for every (n1, . . . , nk) ∈ INk.

Examples 9.

1. Let f(x) be the xth prime number. Using as algorithm the method described by the sieve of
Eratostheneses we can compute f .

2. Let f(x, y) be the greatest common divisor (g.c.d.) of the positive integers x, y. This function, as
we all kwow, can be computed by Euclid’s algorithm (considering f(x, 0) = f(0, y) = 0).

Definition 7.2 The following functions are said to be initial (basic) functions:

1. The projection functions: P (n)
m , 1 ≤ m ≤ n, defined by P (n)

m (x1, . . . , xn) = xm.

2. The constant functions: C(n)
m , m ∈ IN fixed, defined by C(n)

m (x1, . . . , xn) = m.

3. The succesor function defined by Succ(x) = x+ 1.

Definition 7.3 A function defined on IN or INk is said to be recursive if it is an initial function or if
it can be generated by an initial function in a finite number of steps, using the following three rules:

a) Functional composition (substitution). If f is a k-variables function, and g1, . . . , gk are
functions of n variables then

g(x1, . . . , xn) = f(g1(x1, . . . , xn), . . . , gk(x1, . . . , xn))

determinates a n-variables function.

b) Primitive recursion. If f is a (k + 1)-variables function and g is a (k − 1)-variables function,
then the following system of equations defines an unique k-variables function:

f(x1, . . . , xk−1, 0) = g(x1, . . . , xk−1),

f(x1, . . . , xk−1, y + 1) = h(x1, . . . , xk−1, y, f(x1, . . . , xk−1, y)).

(Dedekind proved the existence and the unicity of these functions.)

c) Minimization. If f is a (k + 1)-variables function such that for every k-tuple (x1, . . . , xk) of
natural numbers there exists a number y with f(x1, . . . , xk, y) = 0, then one can determine a new
function g by the condition:

g(x1, . . . , xk) = µy[f(x1, . . . , xk, y) = 0],

where µy[. . .] means “the least y such that ...”.

10



        

Examples 10.

1. The sum function f(x, y) = x + y can be obtained by primitive recursion from h(x, y, z) = z + 1
and P

(1)
1 (x) = x as follows:

f(x, 0) = x+ 0 = P 1
1 (x) = x,

f(x, y + 1) = x+ (y + 1) = (x+ y) + 1 = h(x, y, x+ y).

On the other hand we can write:

h(x, y, z) = Succ(P (3)
3 (x, y, z)),

hence we conclude that h is recursive and therefore f will be recursive too.

2. The product function f(x, y) = xy is recursive:

f(x, 0) = x.0 = C
(1)
0 (x) = 0,

f(x, y + 1) = x(y + 1) = x.y + x.1 = g(x, y, xy),

where g(x, y, z) = P
(3)
1 (x, y, z) + P

(3)
3 (x, y, z) = x+ z is a recursive function.

3. In the same manner, the exponential function f(x, y) = xy is recursive:

f(x, 0) = x0 = C
(1)
1 (x) = 1,

f(x, y + 1) = xy+1 = xy.x = t(x, y, xy),

where t(x, y, z) = P
(3)
1 (x, y, z)P (3)

3 (x, y, z) is recursive (we agree that 00 = 1).

Fix a set S ⊆ IN . Following Leibniz there are two basic algorithmically ways to “define” S: a decision
method and a generating method. Using the notion of recursive function, we can give a precise version
of these two techniques:

• The generating method

Definition 7.4 A set S of natural numbers is called recursively enumerable if S = ∅ or if there
exists a recursive function f : IN −→ IN whose range coincides with S.

We shall say in this case that the function f generates (enumerates) the elements of S.

• The decision method

Definition 7.5 A set S of natural numbers is said to be decidable (recursive) if its characteristic
function fS,

fS(n) =
{

1, if n ∈ S,
0, otherwise ,

is recursive. If fS is recursive, one can decide whether an arbitrary natural number n is or not an
element of S.

Examples 11. The following sets are recursive:

1. S = {2n : n ≥ 0},

2. S = {n : n is prime}.

11



        

Remark. A set S is recursive iff both S and its complement IN − S are recursively enumerable. So, if
S is a recursive set, then S is recursively enumerable. The converse is not true (see Section 9).

The notions of recursive function, recursive and recursively enumerable set can be extended from IN
to INn and, then, to ZZn, for every n > 0.

Theorem 7.6 Cantor’s function J : IN2 −→ IN defined by

J(x, y) = (x+ y)(x+ y + 1)/2 + x

is a recursive bijection.

The reader interested on the proof is referred to [3].
Thus we have got an encoding scheme which allows us to identify, in a recursive manner, the sets IN

and IN2. J is called the Cantor numbering and the number J(x, y) is referred to as the Cantor number
associated to the pair (x, y). The decoding associates of J are usually denoted by K and L and so we
have:

J(K(z), L(z)) = z,

K(J(x, y)) = x,

L(J(x, y)) = y.

Cantor’s function can be extended to a recursive bijection J(n) : INn −→ IN, for every n ≥ 3 with
decoding associates denoted by I(n)

1 , . . . , I
(n)
n .

Definition 7.7 A function Φ : INn −→ INn is recursive if there exists a recursive funtion f : IN −→ IN
such that

Φ ◦ I = I ◦ f,

where I : IN −→ INn, I = (I(n)
1 , . . . , I

(n)
n ) is the inverse of the generalized Cantor’s bijection.

Consider now a bijection α : IN −→ ZZ and its extension α(n) : INn −→ ZZn,

α(n)(x1, . . . , xn) = (α(x1), . . . , α(xn)).

Definition 7.8 A function Ψ : ZZn −→ ZZn is recursive if there exists a recursive function Φ : INn −→
INn such that

Ψ ◦ α(n) = α(n) ◦ Φ.

Thus, the definitions for recursively enumerable and recursive sets can be extended for the subsets
of INn and, respectively, of ZZn.

Let F be a non-empty set such that there exists a one-to-one correspondence f between F and the
natural numbers. We say that f is a Gödel numbering for F and the set Im f is called the set of
code-numbers (or Gödel numbers) of F .

Definition 7.9 The set F is said to be recursive (recursively enumerable) if the corresponding set of
code-numbers is recursive (recursively enumerable).

8 Recursively Presented Groups. Free Products with Amalga-
mation. HNN-Extensions

Groups are often described as quotient groups of some free groups: G ' F/N . If F is a free group with
basis X and N is the normal closure in F of a set R, then we say that the pair (X;R) is a presentation
for G, and - by convention - we write G = (X;G) (see examples given in Section 6).

If X is the set of images x in G of all elements x of X by the canonical surjection (x 7→ x ∈ F/N) then,
since a surjective morphism carries systems of generators into systems of generators, X is generating G.
If r = r(x1, . . . , xn) is an element of R (hence a word written with generators x1, . . . , xn), then we get
r(x1, . . . , xn) = e in G, that is a defining relation. The elements of R will be called relators.

A presentation (X;R) is finitely generated if X is finite and is finite if both X and R are finite sets.
In this last case we often say that the group G has a finite presentation or is finitely presented.

We say that a presentation (X;R) is recursive if X is finite and R is recursively enumerable.
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8.1 Free Product of Groups

We shall use the notation 〈a1, a2, . . . ; r1, r2, . . .〉 to denote (X,R), for a group presentation, where X =
{a1, a2, . . .} and R = {r1, r2, . . .}.

Let A and B be two groups having, respectively, the presentations A = 〈a1, . . . ; r1, . . .〉, B =
〈b1, . . . ; s1, . . .〉; assume that the sets of generators are disjoint. The free product A ? B of the groups A
and B is the group defined by

A ? B = 〈a1, . . . , b1, . . . ; r1, . . . , s1, . . .〉.

The groups A and B are called the factors of the product.
One can prove that the free product A?B does not depend on the presentations chosen for A and B

and, more, A ? B is generated by subgroups A and B which are isomorphic to A and, respectively, B,
such that A

⋂
B = {e}.

In the general case, if {Ai; i ∈ I} is any family of groups, we define the free product of the groups
Ai, written ?i∈IAi, to be the group with presentation the union of disjoint presentations of the Ai.

8.2 Free Products with Amalgamation. HNN-Extensions

These are two constructions which are basic to combinatorial group theory.
Let G = 〈x1, . . . ; r1, . . .〉 and H = 〈y1, . . . ; s1, . . .〉 be two groups and let A ≤ G,B ≤ H be subgroups

such that there exists an isomorphism Φ : A −→ B. The free product of G and H amalgamating the
subgroups A and B by the isomorphism Φ is the group

〈x1, . . . , y1, . . . ; r1, . . . , s1, . . . , a = Φ(a), a ∈ A〉.

If G is a group with a given presentation, then by the notation

〈G, z, . . . ;u, . . .〉

we mean the group defined by the generators and the relators of G together with whatever additional
generators and relators are indicated. The additional generators will be disjoint from those of G. Thus
we can write the free product with amalgamation as

〈G ? H; a = Φ(a), a ∈ A〉,

or, simply,
〈G ? H,A = B,Φ〉.

The basic ideea, as one can see in the last notation, is that the subgroupA is identified with its isomorphic
image Φ(A) = B in H.

The free product with amalgamation depends on G,H,A,B and Φ; G and H are called the factors
of the product, while A and B are called the amalgamated subgroups.

Let G be a group and A and B two subgroups which are isomorphic. We define the Higman-Neumann-
Neumann extension of G relative to A, B and Φ to be the group

G∗ = 〈G, t; t−1at = Φ(a), a ∈ A〉,

where Φ is the isomorphism between A and B (shortly we shall say “HNN-extension”.)
The group G is called the base of G∗, t is the stable letter, A and B, the associated subgroups.
Of course, both constructions can be generalized. Let {Ai}i∈I , {Bi}i∈I be families of subgroups of G

with {Φi : i ∈ I} a family of maps such that each Φi : Ai −→ Bi is an isomorphism. The HNN-extension
with base G, stable letters ti, i ∈ I, and associated subgroups Ai and Bi, i ∈ I, is the group

G∗ = 〈G, ti, i ∈ I; t−1
i ati = Φ(a), a ∈ Ai〉.

Similarly, let {Gi}i∈I be a family of groups. If A is a group and {Φi : i ∈ I} is a family of injective
morphisms Φi : A −→ Gi, i ∈ I, then we define the free product of the groups Gi amalgamating the
subgroups Φi(A) to be the group

P = 〈?i∈IGi; Φi(a) = Φj(a), a ∈ A, i, j ∈ I〉.
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9 Higman’s Embedding Theorem

Theorem 9.1 (Higman) A finitely generated group G can be embedded in some finitely
presented group iff G can be recursively presented.

We shall prove, for the beginning, only the direct implication, as the converse one needs some new
concepts and results.

Thus, assume that G is a finitely generated group which can be embedded in a finitely presented
group H. Hence there exists a subgroup G′ ≤ H which is isomorphic to G. This implies that a finitely
generated subgroup of a finitely presented group admits a recursive presentation.

We use the fact that any group can be described as a quotient group of some free group G′ = F/R
where R is a normal subgroup of the free group F representing the defining relations of G′. We shall
construct both F and R such that G′ = F/R and we shall prove that R is a recursively enumerable set.

Let {x1, . . . , xm} be the set of generators of G′. As G′ ≤ H we can presume that the symbols
x1, . . . , xm belong to the set of generators of H. Thus we can consider that {x1, . . . , xm, xm+1, . . . , xn}
is the set of generators of H.

Now, let {a1, . . . , am, . . . , an, . . .} be another set of symbols and K be the free group generated by it.
Define the group morphism (given on generators) Φ : K −→ H by

Φ(ai) = xi, 1 ≤ i ≤ n,

Φ(aj) = 1, j ≥ n+ 1.

We are interested on Ker Φ. By definition we have Ker Φ = {w ∈ K : Φ(w) = 1}. It is clear that
an+1, an+2, . . . belong to the set of generators of Ker Φ, since any word of the form a

mn+1
n+1 a

mn+2
n+2 . . . will

belong to Ker Φ:
Φ(amn+1

n+1 a
mn+2
n+2 . . .) = (Φ(an+1))mn+1(Φ(an+2))mn+2 . . . = 1.

Now, a word written with the other symbols a1, . . . , an is in Ker Φ iff between these symbols
holds a relation of the form Φ(am1

1 . . . amnn ) = 1, that is the generators x1, . . . , xn of H are satisfy-
ing xm1

1 . . . xmnn = 1. Such a relation holds in H only if it is a consequence of the defining relations of H.
Since H is finitely presented there exists only a finite number of such relations, hence we have a finite
number of relations between the generators of Ker Φ and that means Ker Φ is recursively enumerable.

Let F be the free subgroup of K generated by the elements {a1, . . . , am} and let Φ be the restriction
of Φ to F , that is Φ : F −→ G′. Now,

Ker Φ = Ker Φ
⋂
F

and we can check that Φ is a surjective morphism: indeed, for every xi ∈ G′, 1 ≤ i ≤ m, there exists
ai ∈ F, 1 ≤ i ≤ m, such that xi = Φ(ai), 1 ≤ i ≤ m, from the above definition of Φ. We conclude, using
the fundamental isomorphism theorem, that G′ ' F/Ker Φ and thus the set of defining relations of G′

is Ker Φ. But
R = Ker Φ = Ker Φ

⋂
F

and Ker Φ is recursively enumerable so, in order to prove that R is recursively enumerable, we have to
show that F is recursively enumerable.

As F has a finite set of generators we conclude that F is recursively enumerable. Then the intersection
Ker Φ

⋂
F is also recursively enumerable. 2

For the converse implication of the theorem we shall give equivalent definitions for the notions of
“recursive set” and “recursively enumerable set” using polynomials with integer coefficients.

Let P (X1, . . . , Xk) be a polynomial in k variables with integer coefficients. A k-tuple of integers such
that P (z1, . . . , zk) = 0 is said to be a root of P .

Definition 9.2
A subset S of ZZn is called Diophantine if there exists a polynomial P (X1, . . . , Xn;Y1, . . . , Ym) such
that

(s1, . . . , sn) ∈ S iff P (s1, . . . , sn;Y1, . . . , Ym) has an integer root in Y1, . . . , Ym.

In this case we say that P enumerates S.
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Example 12. The set IN is Diophantine. Indeed, by the theorem of Lagrange we know that
an integer is non-negative iff it can be written as the sum of four squares. Thus, the polynomial
P (X;Y1, . . . , Y4) = Y 2

1 + . . .+ Y 2
4 −X enumerates IN , that is s ∈ IN ⇐⇒P (s;Y1, . . . , Y4) has a root.

One can note that every Diophantine set S is intuitively effectively enumerable. Let
P (X1, . . . , Xn;Y1, . . . , Ym) be the polynomial which enumerates S. Then, consider all the (n+m)-tuples
of integers of the form (s1, . . . , sn; d1, . . . , dm) and it can be effectively enumerated. For every enumer-
ated (n + m)-tuple we can compute P (s1, . . . , sn; d1, . . . , dm). If its value is 0 then we put (s1, . . . , sn)
on the list of elements of S. If not, we compute the value of P for the next (n+m)-tuple.

The following theorem is an important result obtained in 1970 by Matijasevich (see [10] for a recent
presentation).

Theorem 9.3 A subset S of ZZn is recursively enumerable iff it is Diophantine.

Next we shall prove that there exist recursively enumerable sets which are not recursive. We shall
construct such a set and on this purpose we shall use a “code” for the objects we are working with,
following Gödel’s method: to each polynomial we assign a natural number. Consider the map

α : ZZ −→ IN∗, α(z) =
{

2|z|+ 1, if z ≤ 0,
2|z|, if z > 0.

The construction indicates that α is a one-to-one correspondence between ZZ and IN∗.
Denote by X0, X1, . . . , Xm, . . . the variables we shall work with, and assign to each monomial term

T = cXe1
i1
Xe2
i2
. . . Xen

in

with c ∈ ZZ∗, ei ≥ 1, i1 < . . . < in, the number

β(T ) = 2α(c)pe1i1+2 . . . p
en
in+2,

where pj is the jth prime number.

Example 13. If T = 5X3
0X3X

2
4 then β(T ) = 22.5.33.111.132 = 210.33.11.132.

Since any non-zero polynomial in m variables can be written as a sum of monomial terms

P = T1 + T2 + . . .+ Tk,

β(T1) < . . . < β(Tk), we assign to P the number

Γ(P ) = 2β(T1)3β(T2) . . . p
β(Tk)
k .

Theorem 9.4 The set

S = {e ∈ ZZ : e = Γ(P (Xi1 , . . . , Xin)) and P (e,Xi2 , . . . , Xin) has a root }

is a recursively enumerable set which is not recursive.

Proof. The set S contains code numbers of those polynomials P for which, substituting the first variable
by their own Gödel number, we obtain a polynomial which has a root. The set S is intuitively effectively
enumerable. Indeed, we can effectively enumerate the polynomials P (Xi1 , . . . , Xin). We compute then
Γ(P (Xi1 , . . . , Xin)) = e for the enumerated polynomial P and enumerate the n-tuples (e, d2, . . . , dn)
with d2, . . . , dn ∈ ZZ. For each enumerated n-tuple compute P (e, d2, . . . , dn) and if it is zero we put e on
the list of elements of S; if not, we compute the value of P for the next n-tuple.

We shall prove that S cannot be recursive, that is, its complement S∗ = ZZ − S is not recursively
enumerable. We have:

S∗ = {z ∈ ZZ : z is not in the range of Γ or z = Γ(P (Xi1 , . . . , Xin))
but P (z,Xi2 , . . . , Xin) does not have a root}.
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Assume that S∗ is recursively enumerable, that is Diophantine. Let Q be the polynomial which enu-
merates S∗, hence z ∈ S∗ iff Q(z,Xi2 , . . . , Xil) has a root. Let e∗ = Γ(Q). The question is: e∗ ∈ S or
e∗ ∈ S∗? Following the definitions of S and Q we have

e∗ ∈ S∗⇐⇒ Q(e∗, Xi2 , . . . , Xil) has a root

and since e∗ = Γ(Q), then e∗ ∈ S. We have got a contradiction! 2

The following definition introduces one of Higman’s key concepts.

Definition 9.5 A subgroup H of a finitely generated group G is called benign in G if the group

GH = 〈G, t; t−1ht = h, h ∈ H〉

can be embedded in a finitely presented group.

We shall often use in our proof the following fact: if G,K are finitely generated groups, H is benign in
K and H ⊆ G ⊆ K, then H is benign in G.

Indeed, if H is benign in K, then

KH = 〈K, t; t−1ht = h, h ∈ H〉

can be embedded in a finitely presented group M . Then

GH = 〈G, s; s−1hs = h, h ∈ H〉

can be embedded in KH by the map g 7→ g, for all g ∈ G, and s 7→ t. Hence GH embeds in KH which
embeds in M and thus H is benign in G.

The following lemma - due to Higman too - establishes the role that benign subgroups will play in
our proof.

Lemma 9.6 (The Higman Rope Trick) If R is a benign normal subgroup of a finitely generated group
F , then the quotient group F/R can be embedded in a finitely presented group.

Proof. Let x1, . . . , xn be the generators of the group F . By hypothesis, since R is benign in F , it
follows that

FR = 〈F, t; t−1rt = r, r ∈ R〉
is embeddable in a finitely presented group H. Denote by F the subgroup of H which is isomorphic to
F and by R the subgroup of F which is isomorphic to R.

Without altering the finite presentation of H we can assume that the generators x1, . . . , xn of the
group F are included among the generators of H. If w ∈ F is a word on generators x1, . . . , xn, its image
in F will be denoted by w and it will represent a word on generators x1, . . . , xn.

Viewed in FR, R is a subgroup both for F and for t−1Ft because of the defining relations of FR; then
the group L = 〈F, t−1Ft〉 generated by F and t−1Ft can be considered as the free product of the above
groups with R amalgamated. Define a morphism Φ : L −→ F/R by w 7→ w and t−1wt 7→ 1, where w
denotes the class of w ∈ F in the quotient group F/R. One can note that the definition of Φ makes
sense:

Φ(r) = r = 1 in F/R, for all r ∈ R,
and

t−1rt = r =⇒ Φ(r) = Φ(t−1rt) = 1, for all r ∈ R;

hence the two definitions agree on the amalgamated part of L.
Consider now the group H × F/R whose elements will be written as ordered pairs. Since L =

F ?R t
−1Ft is a subgroup of FR and FR is embeddable in H, we can view L as a subgroup of H. Define

then
Ψ : L −→ L× F/R by l 7→ (l,Φ(l)),

where Φ is the above morphism. It is immediate that Ker Ψ = {1}, hence Ψ is one-to-one. We conclude
that L is isomorphic to Im Ψ (by the fundamental isomorphism theorem). Since Im Ψ is a subgroup of
L× F/R, then L× {1} is isomorphic to the subgroup Im Ψ of L× F/R:

(l, 1) 7→ l 7→ (l,Φ(l)),
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and we can costruct the HNN-extension

K = 〈H × F/R, s; s−1(l, 1)s = (l,Φ(l), l ∈ L〉

of the group H × F/R, with stable letter s and associated subgroups L× {1} and Im Ψ (we have seen
that L can be viewed as a subgroup of H).

We shall prove that K is exactely the finitely presented group in which F/R can be embedded. The
set of defining relations of K is given by:

• the defining relations of H which form a finite set, since H is finitely presented;

• the defining relations of F/R;

• the relations saying that the generators of H commute with the generators of F/R (by definition
of a direct product of groups). These relations form a finite set since H and F/R are finitely
generated (F/R is a quotient group of a finitely generated group, hence it is finitely generated);

• the relations s−1(l, 1)s = (l,Φ(l)), l ∈ L form a set of generators of L. Since F is finitely generated
and L = F ?R t

−1Ft is finitely generated, this set of defining relations is finite.

In order to prove that the set of defining relations of K is finite, it suffices to prove that the set of
defining relations of F/R is finite or it follows from the other relations.

A defining relation for a group G finitely generated by y1, . . . , yn has the form r(y1, . . . , yn) = 1. In
our case, a defining relation for F/R is of the form w = 1 where w is a word on generators x1, . . . , xn.

We shall prove that the above relation can be written using the relations:

s−1(l, 1)s = (l,Φ(l)), l ∈ L,

t−1rt = r, r ∈ R.

Thus, if w ∈ F , we have:
s(w, 1)s−1 = (w,Φ(w)) = (w,w). (2)

From the second group of relations it follows:

w = t−1wt =⇒ (w, 1) = (t−1wt, 1) =⇒ s(w, 1)s−1 = s(t−1wt, 1)s−1 =
= (t−1wt,Φ(t−1wt)) = (t−1wt, 1) = (w, 1). (3)

From (2) and (3) we have w = 1, hence the set of defining relations of K is finite. The set of generators
is given by the generators of H and those of F/R (all of them in a finite number) and s. Thus K is a
finitely presented group. 2

How can we use this lemma for our goal? We know that every group can be written as a quotient
group of some free group and more, that every recursively presented group G has the form F/R where
R is a recursively enumerable normal subgroup of F . The lemma shows that it remains to prove that
every recursively enumerable normal subgroup of a finitely generated free group is benign.

To do this, first we need some initial examples and some ways to construct benign subgroups from
subgroups already known to be benign.

The notation 〈G, t; t−1Ht = H〉 will be used for the HNN-extension of G with stable letter t and
amalgamated subgroups equal to H, while Gp{H,K} will denote the subgroup generated by subgroups
H and K of a group G.

Lemma 9.7 Let G be a finitely generated group which can be embedded in a finitely presented group.
Then, the following statements are true:

a) Any finitely generated subgroup of G is benign in G.

b) If H and K are benign in G, then H
⋂
K and Gp{H,K} are benign in G.
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Proof. a) By hypothesis we know that G can be embedded in a finitely presented group M . Let H be
a finitely generated subgroup of G. Then the group

GH = 〈G, t; t−1ht = h, h ∈ H〉

is embeddable in
N = 〈M, t; t−1ht = h, h ∈ H〉.

The group N is finitely presented since M is finitely presented and H is finitely generated and every
relation t−1ht = h, h ∈ H, is a consequence of the relations t−1hit = hi, hi ∈ B, where B is the finite
system of generators of H. Hence H is benign in G.

b) One has
GH

⋂
K = 〈G, u;u−1(H

⋂
K)u = H

⋂
K〉.

Let M and N be the finitely presented groups in which GH = 〈G, t; t−1Ht = H〉 and, respectively,
GK = 〈G, s; s−1Ks = K〉 embed. Hence G can be viewed as a subgroup both in M and N and we can
construct the free product with amalgamation

P = 〈M ∗N ;G = G〉

denoted also by M ∗G N .
This is a finitely presented group since M and N are finitely presented groups and, on the other

hand, G is finitely generated, the set of “aditional” defining relations is finite.
Now define a map

Φ : GH
⋂
K −→ Gp{G, ts}

on generators:
g 7→ g, u 7→ ts,

and we establish an isomorphism between the group GH
⋂
K and the subgroup Gp{G, ts} of the group

P . The fact that Φ is bijective is immediately by its definition. We shall only check that Φ preserves
the defining relations:

• this is true for the defining relations holding in G since g 7→ g;

• for the relations u−1xu = x with x ∈ H
⋂
K we have:

Φ(u−1xu) = Φ(u−1)Φ(x)Φ(u) = (Φ(u))−1Φ(x)Φ(u) = (ts)−1x(ts) = s−1t−1xts = s−1(t−1xt)s.

Since x ∈ H
⋂
K and the defining relations of GH and, respectively, of GK still hold in P , we have

t−1xt = x in H and more, s−1xs = x in K, and thus Φ(u−1xu) = x = Φ(x).

Thus Φ embeds GH
⋂
K into a finitely presented group, hence H

⋂
K is benign in G.

For the second part of b) we shall prove that in P we have:

Gp{H,K} = Gp{t−1Gt, s−1Gs}
⋂
G. (4)

Since Gp{t−1Gt, s−1Gs} and G are finitely generated, then by a) they will be benign subgroups and
(using the above result) their intersection will be benign in P , hence it will be benign in G.

It remains to prove the equality (4):
“⊆” Working on generators: if h ∈ H belongs to the set of generators of H, and k ∈ K belongs to

the generators set of K, obviously h and k are in G. On the other hand, the relations t−1ht = h, h ∈ H
and s−1ks = s, k ∈ K hold in P , hence h, k ∈ Gp{t−1Gt, s−1Gs}.

“⊇” Let t−1g1t, s
−1g2s be two elements of the generators set of Gp{t−1Gt, s−1Gs}, with g1, g2 ∈ G.

Then:
(t−1g1t ∈ G, s−1g2s ∈ G)⇐⇒ (t−1g1t = g1, s

−1g2s = g2).

Since we are working in P , those two relations hold for the elements of H, respectively of K. Hence
t−1g1t = g1 =⇒ g1 ∈ H and s−1g2s = g2 =⇒ g2 ∈ K. 2

Lemma 9.8 (Principal Lemma) If S is a recursively enumerable set of integers, then the subgroup
Gp{az0b0cz0 : z ∈ S} is a benign subgroup of the free group 〈a0, b0, c0〉.
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Proof. If S is recursively enumerable then S is Diophantine. Let P (X0. . . . , Xt) be the polynomial
with integer coefficients that enumerates S:

z0 ∈ S ⇐⇒ ∃z1, . . . , zt ∈ ZZ : P (z0, z1, . . . , zt) = 0. (5)

We can still simplify this characterization of a recursively enumerable set by converting (5) to:

z0 ∈ S ⇐⇒ ∃z1, . . . , zm ∈ ZZ :M(z0, . . . , zm) (6)

where M(z0, . . . , zm) is a system of elementary formulas of one of the forms:

1. Xi = c, c ∈ ZZ,

2. Xi = Xj ,

3. Xi +Xj = Xk, i 6= j 6= k 6= i,

4. Xl = XiXj , 0 < l < i < j ≤ m.

(the last restriction for the subscipts will be used latter.)
For a better understanding we present an example. Let P = 6X1−X2

2 +X0 and suppose that z0 ∈ S
iff P (z0, X1, X2) has a root. Using auxillary variables and the elementary formulas, we have:

• for 6X1 : X4 = 6, X5 = X1, X4X5 = X3,

• for X2
2 : X7 = X2, X8 = X2, X7X8 = X6,

• for −X2
2 : X10 = −1, X11 = X6, X10X11 = X9,

• for 6X1 −X2
2 +X0 : X3 +X9 = X12, X12 +X10 = X13,

• for P = 0 : X13 = 0.

Denoting by M(X0, . . . , X14) the conjunction of the above formulas, we can write:

z0 ∈ S ⇐⇒ ∃z1, . . . , z13 ∈ ZZ :M(z0, . . . , z13).

Back to our proof, using (6) we shall introduce the symbols ai, bi, ci, 1 ≤ i ≤ m, and we shall establish
that some particular subgroups of the free group F = 〈a0, b0, c0, . . . , am, bm, cm〉 are benign.

To each (m+ 1)-tuple (z0, . . . , zm) we shall associate a code-word of F denoted by w(z0,...,zm) having
the form:

w(z0,...,zm) = c−zmm b−1
m a−zmm . . . c−z11 b−1

1 a−z11 az00 b0c
z0
0 a

z1
1 b1c

z1
1 . . . azmm bmc

zm
m .

Consider
A = Gp{w(z0,...,zm) : (z0, . . . , zm) ∈ ZZm+1}.

The generators w(z0,...,zm) of this group are free. Indeed, the reductions to be done cannot alter the
middle part az00 b0c

z0
0 since the generators ai, bi, ci, 1 ≤ i ≤ m, of F are free. Thus A is freely generated

by the code-words.
We shall use from now on the letter Γ to denote the system of elementary formulas M or one of

the formulas involved in M. If Γ(X0, . . . , Xm) is a formula, let AΓ be the group generated by those
code-words w(z0,...,zm) for which Γ(z0, . . . , zm) is true:

AΓ = Gp{w(z0,...,zm) : Γ(z0, . . . , zm) is true}.

We introduce also the notations: Aci , A
=
i,j , A

+
i,j,l, A

.
i,j,l with respect to the elementary formulas. For

instance
A=
i,j = Gp{w(z0,...,zm) : zi = zj}.

Let us prove now that if Aci , A
=
i,j , A

+
i,j,l, A

.
i,j,l are benign subgroups of F , then the subgroup

Gp{az00 b0c
z0
0 : z0 ∈ S}

has the same property.
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Let Γ1, . . . ,Γp be the elementary formulas that give the system M. Then:

(6)⇐⇒ z0 ∈ S ⇐⇒ ∃z1, . . . , zm : Γq(z0, . . . , zm) is true, 1 ≤ q ≤ p,

and more, we shall show that
AM =

⋂
1≤q≤p

AΓq

that is:

Gp{w(z0,...,zm) : Γq(z0, . . . , zm) is true, 1 ≤ q ≤ p} =
⋂

1≤q≤p
Gp{w(z0,...,zm) : Γq(z0, . . . , zm) is true}.

“⊆” We are working only on generators. Let w(z0,...,zm)∈ AM. Then Γq(z0, . . . , zm) is true for every
1 ≤ q ≤ p, hence w(z0,...,zm)∈ AΓq , 1 ≤ q ≤ p, i.e. w(z0,...,zm)∈

⋂
1≤q≤pAΓq .

“⊇” If w ∈
⋂

1≤q≤pAΓq , then w ∈ AΓq , 1 ≤ q ≤ p. Hence w is written with the generators of AΓq , 1 ≤
q ≤ p. Since the generators w(z0,...,zm) are free we conclude that w has the same form for all AΓq (if
not, we could establish - for two different forms - a relation between the generators w(z0,...,zm) of the
involved subgroups AΓq ). Hence w contains only generators w(z0,...,zm) that belong to all groups AΓq ,
that is Γq(z0, . . . , zm) is true for every 1 ≤ q ≤ p and so M(z0, . . . , zm) is true.

We next establish the equality:

Gp{az00 b0c
z0
0 : z0 ∈ S} = Gp{AM, a1, b1, c1, . . . , am, bm, cm}

⋂
〈a0, b0, c0〉.

“⊆” Let w = az00 b0c
z0
0 , z0 ∈ S. Then w ∈ 〈a0, b0, c0〉 and there exist z1, . . . , zm ∈ ZZ such that

M(z0, . . . , zm). Putting

w = az00 b0c
z0
0 = az11 b1c

z1
1 . . . azmm bmc

zm
m w(z0,...,zm)c

−zm
m b−1

m a−zmm . . . c−z11 b−1
1 a−z11 , (7)

with w(z0,...,zm)∈ AM we obtain w ∈ Gp{AM, a1, b1, c1, . . . , am, bm, cm}.
“⊇” Any word of Gp{AM, a1, b1, c1, . . . , am, bm, cm} that belongs to the group 〈a0, b0, c0〉 will be written
only with the symbols a0, b0, c0. Working on generators, from every word w(z0,...,zm)∈ AM and from
the symbols ai, bi, ci, 1 ≤ i ≤ m, we can uniquely construct words containing the symbols a0, b0, c0 and
having the reduced form az00 b0c

z0
0 as shown in (7). Note that these words truely reduce to az00 b0c

z0
0 since

w(z0,...,zm)∈ AM and hence M(z0, . . . , zm). On the other hand, every word having the form az00 b0c
z0
0

where z0 ∈ S belongs to the set of generators of the group Gp{az00 b0c
z0
0 : z0 ∈ S}, hence the equality is

true.
Let us sum up: to use Lemma 9.7 we have to prove the following statements:
a) the finitely generated group F is embeddable in a finitely presented group;
b) Gp{AM, a1, b1, c1, . . . , am, bm, cm} and 〈a0, b0, c0〉 are benign subgroups of F .
We shall begin with b) which is easier to show. First of all, 〈a0, b0, c0〉 is benign in F since it is finitely

generated and F is too (from Lemma 9.7 a)); in the second place Gp{AM, a1, b1, c1, . . . , am, bm, cm} is
the group generated by AM and by 〈a1, b1, c1, . . . , am, bm, cm〉 which is a finitely generated subgroup of
F and, hence, is benign. It remains to prove that AM is benign and thus, from Lemma 9.7 b), we shall
get the desired conclusion.

Since AM =
⋂

1≤q≤p AΓq it will suffice to our goal to prove that all subgroups AΓq are benign in F .
In what will follow we shall obtain also the result claimed above in a). Namely, we shall construct

a finitely presented group M that contains F (or in which F is embeddable) such that for each formula
Γq there exists a finitely generated subgroup LΓq of M with LΓq

⋂
F = AΓq . Note that LΓq and F are

benign in M since they are finitely generated and, hence, AΓq will be benign in M . On the other hand,
we have AΓq⊂ F ⊂M and thus AΓqbecomes benign in F .

We construct M in two stages:
First stage. Let

F ∗ = 〈F, t0, t1, . . . , tm;R∗〉,
where R∗ is the set of defining relations of the form:

t−1
i biti = aibici, 0 ≤ i ≤ m,

and ti commutes with all the other generators of F. (8)
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We shall prove that F ∗ is an HNN-extension of F . Thus, t0, t1, . . . , tm are the stable letters and the
associated subgroups will all be equal to F , the corresponding morphisms Φi : F −→ F, 0 ≤ i ≤ m,
being given by

bi 7→ aibici, λ 7→ λ,

where λ is any generator of F except bi. Note that the morphisms Φi leave unchanged all the generators
of F except bi and this last one has as unique inverse image the element a−1

i bic
−1
i of F . Hence Φi are

bijective (since the generators ai, bi, ci, 0 ≤ i ≤ m, are free aibici cannot coincide to one of them).
In this way we have shown that F ∗ is an HNN-extension of F and this completes the first stage.
Second stage. Using the above constructed group F ∗ we shall extend it as follows: let M be the

group given by
M = 〈F ∗, pj,l, 0 < l < j ≤ m;RM 〉,

where RM is the union of R∗ with the following defining relations holding for every ordered pair (j, l):

p−1
j,l cjpj,l = tlcj ,

pj,l commutes with all the other generators of F and with tl. (9)

We check now that M is an HNN-extension of F ∗. If we present relations (9) in all details, then we get:

p−1
j,l cjpj,l = tlcj ,

p−1
j,l λpj,l = λ,where λ is any generator of F except cj ,

p−1
j,l tlpj,l = tl.

We can deduce now that the associated subgroups are all equal to Gp{F, tl} and the corresponding
automorphisms (given on generators) are

Φj,l : Gp{F, tl} −→ Gp{F, tl}

defined by cj 7→ tlcj , λ 7→ λ, where λ is tl or any generator of F except cj .
It is clear that Φj,l are bijective. It still remains to prove that both Φj,l and Φ−1

j,l preserve the defining
relations of F ∗ (note that Φ−1

j,l brings cj into t−1
l cj and leaves unchanged all the other generators of F

and tl):

• the relations that do not contain cj are identically verified since both Φj,l and Φ−1
j,l leave unchanged

tl and the generators of F except cj ;

• the relations that contain cj in F have the form t−1
l cjtl = cj . Then:

Φj,l(t−1
l cjtl) = Φj,l(t1l )Φj,l(cj)Φj,l(tl) = t−1

l (tlcj)tl = cjtl = tlcj = Φj,l(cj).

Φ−1
j,l (t−1

l cjtl) = Φ−1
j,l (t−1

l )Φ−1
j,l (cj)Φ−1

j,l (tl)

= t−1
l (t−1

l cj)tl
= t−1

l t−1
l cjtl

= t−1
l t−1

l tlcj

= t−1
l cj

= Φ−1
j,l (cj).

So M is an HNN-extension of F ∗. Since F is finitely generated, the set of defining relations R∗ will
be finite; we conclude that M is finitely generated and RM is finite, hence M is finitely presented.

Thus F embeds in F ∗ and F ∗ embeds in M , hence there exists a subgroup of M which is isomorphic
to F . We shall identify this subgroup with F .

Prove now that for every elementary formula there exists a finitely generated subgroup LΓq of M
such that LΓq

⋂
F=AΓq . We shall effectively construct these subgroups. Namely we claim that:

1. Lci = Gp{w(0,...,0,c,0,...,0), ts, s 6= i} where c is on the ith position,
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2. L=
i,j = Gp{w(0,...,0), ts, titj , s 6= i, j},

3. L+
i,j,l = Gp{w(0,...,0), ts, titl, tjtl, s 6= i, j, l},

4. L.i,j,l = Gp{w(0,...,0), ts, tipj,l, tjpi,l, s 6= i, j, l},
and we shall study each of them.

1. From relations (8) we have:

t−1
i w(z0,...,zm)ti = t−1

i (c−zmm b−1
m a−zmm . . . c−z11 b−1

1 a−z11 cz00 b0a
z0
0 a

z0
0 b0c

z0
0 a

z1
1 b1c

z1
1 . . . azmm bmc

zm
m )ti

= c−zmm b−1
m a−zmm . . . c−zii (t−1

i b−1
i )a−zii . . . az00 b0c

z0
0 . . . azii (biti)czii . . . a

zm
m bmc

zm
m

and {
t−1
i b−1

i = c−1
i b−1

i a−1
i t−1

i

biti = tiaibici

and thus we get:

t−1
i w(z0,...,zm)ti = c−zmm b−1

m a−zmm . . . c−zii (c−1
i b−1

i a−1
i t−1

i )a−zii

. . . az00 b0c
z0
0 . . . azii (tiaibici)czii . . . a

zm
m bmc

zm
m

= c−zmm b−1
m a−zmm . . . c

−(zi+1)
i b−1

i a
−(zi+1)
i

. . . az00 b0c
z0
0 . . . azi+1

i bic
zi+1
i . . . azmm bmc

zm
m

= w(z0,...,zi−1,zi+1,zi+1,...,zm).

Hence the conjugation by ti increases with one unit the ith element zi of w(z0,...,zm) . That means
that starting with a word w(0,...,0,c,0,...,0) we can construct a word w(z0,...,zi−1,c,zi+1,...,zm) conjugating by
t0 the initial word z0 times, then by t1, z1 times etc. (no conjugation by ti since c remains on the ith

position!).
Similarly as above one can prove that

tiw(z0,...,zm)t
−1
i = w(z0,...,zi−1,zi−1,zi+1,...,zm),

constructing in this way the negative numbers zi.
2. Assume that i < j. From above we get: (titj)−1 w(z0,...,zm)(titj) = w(z0,...,zi+1,...,zj+1,...,zm).
Thus conjugation zi times by titj of a word w(0,....0) will introduce zi on the ith and jth positions and

the initial word will become w(0,...,0,zi,0,,...,0,zj ,0,...,0). Next, the other zs’ will be obtained by conjugating
zs times the last word by ts.

3. We know by now that conjugation zi times by titl will introduce zi on the ith and lth positions
and then, the conjugation zj times by tjtl will introduce zj on the jth and lth positions. Finally we get
zi + zj on the lth position, i.e. zl = zi + zj . All the other z

′

s, s 6= i, j, l will be introduced by conjugation
by ts.

4. Using relations (9) we can write:

pj,l
−1 w(z0,...,zm)pj,l = pj,l

−1(c−zmm b−1
m a−zmm . . . c

−zj
j b−1

j a
−zj
j . . . az00 b0c

z0
0 . . . a

zj
j bjc

zj
j . . . azmm bmc

zm
m ) pj,l

= c−zmm b−1
m a−zmm . . . pj,l

−1 c
−zj
j b−1

j a
−zj
j . . . az00 b0c

z0
0 . . . a

zj
j bjc

zj
j pj,l . . . a

zm
m bmc

zm
m .

Also from (9) we get:

pj,l
−1cαj = tlcj pj,l

−1cα−1
j = . . . = tαl c

α
j pj,l

−1

and

cαj pj,l = cα−1
j pj,ltlcj = . . . = pj,lc

α
j t
α
l .

Thus:

pj,l
−1w(z0,...,zm)pj,l = c−zmm b−1

m a−zmm . . . t
−zj
l c

−zj
j b−1

j a
−zj
j . . . a

zj
j bj pj,lc

zj
j t

zj
l . . . azmm bmc

zm
m

= c−zmm b−1
m a−zmm . . . c

−zj
j b−1

j a
−zj
j . . . t

−zj
l c−zll b−1

l a−zll

. . . azll blc
zl
l t

zj
l . . . a

zj
j bjc

zj
j

. . . azmm bmc
zm
m .

From (8) we get:
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{
blt

α
l = tαl a

α
l blc

α
l

t−αl b−1
l = c−αl b−1

l a−αl t−αl

hence

pj,l
−1w(z0,...,zm)pj,l = c−zmm b−1

m a−zmm . . . c−zll (c−zjl b−1
l a

−zj
l t

−zj
l )a−zll

. . . azll (tzjl a
zj
l blc

zj
l )czll

. . . azmm bmc
zm
m

= c−zmm b−1
m a−zmm . . . c

−(zj+zl)
l b−1

l a
−(zj+zl)
l t

−zj
l

. . . t
zj
l a

zj+zl
l blc

zj+zl
l . . . azmm bmc

zm
m

= w(z
′
0,...,z

′
m),

where z
′

k = zk for k 6= l and z
′

l = zj + zl.
Using the same method one can prove that

pj,lw(z0,...,zm)pj,l
−1 = w(z

′
0,...,z

′
m)

where z
′

k = zk for k 6= l and z
′

l = zl − zj .
We conclude that for 0 < l < i < j the following equalities hold:

(tipj,l)
−1
w(0,...,0)(tipj,l) = w(0,...,0,1,0,...,0) with 1 on the ith position;

(tjpi,l)−1w(0,...,0,1,0,...,0)(tjpi,l) = p−1
i,l w(0,...,0,1,0,...,0,1,0,...,0)pi,l (1 on the ith and jth positions)

= w(0,...,0,1,0,...,0,1,0,...,0,1,0,...,0) with 1 on the ith and jth positions;

(tipj,l)−1w(0,...,0,1,0,...,0,1,0,...,0,1,0,...,0)(tipj,l) = pj,l
−1w(0,...,0,1,0,...,0,2,0,...,0,1,0,...,0)pj,l

= w(0,...,0,2,0,...,0,2,0,...,0,1,0,...,0),

and so on.
Hence conjugation by tipj,l increases zi with one unit and adds zj to zl while conjugation by tjpi,l

increases zj with one unit and adds zi to zl. Starting from w(0,...,0) we shall finally get w(z0,...,zm) with
zl = zizj and zk = 0, k 6= i, j, l and it can be easily verified by complete induction. First step was
verified above. Suppose we have w(0,...,0,zl,0,...,0,zi,0,...,0,zj ,0,...,0) with zl = zizj and we continue with the
following transformations:

w(0,...,0,zizj ,0,...,0,zi,0,...,0,zj ,0,...,0) −→ w(0,...,0,zizj+zj ,0,...,0,zi+1,0,...,0,zj ,0,...,0)

−→ w(0,0,...,0,zizj+zj+zi+1,0,...,0,zi+1,0,...,0,zj+1,0,...,0),

and we get on the lth position the product (zi + 1)(zj + 1) of the elements laying on the ith and jth

positions.
Now we can state that every word w(z0,...,zm) satisfying the elementary formula Γ (hence a word from

AΓ ⊂ F ) belongs to LΓ, i.e. AΓ ⊆ F
⋂
LΓ. The reverse inclusion is also true because every word from

LΓ that belongs to F is a word w(z0,...,zm) satisfying Γ. Hence this word is obtained by succesive stable
letter reductions and that means w(z0,...,zm)∈ AΓ. This concludes the proof of the principal lemma. 2

We are able to complete now the proof of the theorem. We saw that if G is a recursively presented
group, then it can be viewed as a factor group F/R, where F is a finitely generated free group and
R is a recursively enumerable normal subgroup of F . According to Lemma 9.6 we have to show that
any recursively enumerable normal subgroup of a finitely generated free group is benign. But we can
simplify the problem by working in a two-generators group: the Higman-Neumann-Neumann Embedding
Theorem states that we can embed F into a two-generators group preserving the recursiveness of presen-
tations (see for the proof the papers by Higman or [8]). Hence, it suffices to prove that any recursively
enumerable normal subgroup N of a free group L = 〈a, b〉 is benign in L.
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We need to precise what we mean by “set of words on the generators a and b recursively enumerable”.
We shall use again Gödel’s method, assigning to each word w ∈ L a number γ(w) and we shall say that
a set W of words is recursively enumerable iff the set of Gödel numbers

Γ(W ) = {γ(w) : w ∈W}

is recursively enumerable.
Let the empty word have the Gödel number 0. If w is a non-empty word on the generators a, b, a−1, b−1

then γ(w) will be the number represented in the base 10 obtained from w by changing a, b, a−1, b−1 into
respectively 1, 2, 3 and 4. For instance γ(ab) = 12, γ(b−1a2) = 411.

Let K be the free group 〈a, b, c, d, e, h〉 where generators a, b are the same as above. To each word
w ∈ L we assign a code-word gw ∈ K defined by:

gw = whcγ(w)deγ(w).

Consider
H = Gp{gw : w is a word on a, b, a−1, b−1}

the subgroup of K generated by all the gw’s. Note that H is freely generated by the set of all gw’s.
Indeed, there are no reductions in a product of the form gw1gw2 or gw1g

−1
w2

since, in the first case, gw1

ends on eγ(w1) while w2 is written only on a, b, a−1, b−1 and, in the second case, two different words
w1, w2 have different Gödel numbers and hence eγ(w1) cannot reduce with e−γ(w2). Therefore we have
no relation between the generators gw, i.e. they define a system of free generators for H.

Denote by N the subgroup generated by a subsetX of L and assume that X is recursively enumerable.
Our task is to prove that N is benign in L.

Let Y = Gp{h, a, b, cidei : i ∈ Γ(X)}. Since a, b, c, d, e, h are free, Y is free generated in K and more,
we can show that:

N = Gp{H
⋂
Y, h, c, d, e}

⋂
Gp{a, b} in K.

“⊆” N ⊆ Gp{a, b} for X ⊆ L. It remains to prove that Gp{H
⋂
Y, h, c, d, e} is a subgroup of K

which contains X. Thus, if w ∈ X, then we can put:

w = whcγ(w)deγ(w)e−γ(w)d−1c−γ(w)h−1⇐⇒ w = gw[hcγ(w)deγ(w)]−1

with γ(w) ∈ Γ(X), hence w ∈ Gp{H
⋂
Y, h, c, d, e}. Since N is defined by the intersection of all the

subgroups of K that contain X we conclude that “⊆” holds.
“⊇” Let w ∈ Gp{H

⋂
Y, h, c, d, e}. Then w ∈ Gp{a, b} iff all h, c, d, e reduce. But any gen-

erator of H
⋂
Y is a code-word gw with γ(w) ∈ Γ(X) (i.e. with w ∈ X) and thus every w ∈

Gp{H
⋂
Y, h, c, d, e}

⋂
Gp{a, b} has the form w = gw[hcγ(w)deγ(w)]−1 with w ∈ X.

Now we have to prove that N is benign in K. From Lemma 9.7, it suffices to show that H and Y
are benign in K.

If we put Y = Gp{〈h, a, b〉, 〈cidei, i ∈ Γ(X)〉} from the same lemma we have to show that 〈h, a, b〉
and 〈cidei, i ∈ Γ(X)〉 are benign in K. Thus, 〈h, a, b〉 is benign in K since it is finitely generated;
〈cidei,∈ Γ(X)〉 is benign in 〈c, d, e〉 for we have X recursively enumerable and hence Γ(X) is recursively
enumerable and the conditions of the lemma are fulfilled. It remains to prove that 〈cidei, i ∈ Γ(X)〉 is
benign in K too.

We shall use the HNN-extensions and for this we denote A = 〈cidei, i ∈ Γ(X)〉 and C = 〈c, d, e〉.
Since A is benign in C (Lemma 9.7) then

CA = 〈C, t; t−1(cidei)t = cidei, i ∈ Γ(X)〉

embeds in a finitely presented group M1 while

KC = 〈K, s; s−1gs = g, g ∈ {c, d, e}〉

embeds in finitely presented group M2.
Let P = 〈M1 ∗M2;C = C〉. In order to show that A is benign in K we shall prove that

KA = 〈K,x;x−1(cidei)x = cidei, i ∈ Γ(X)〉
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embeds in P . For that, define Φ : KA −→ P by x 7→ ts, y 7→ y, where y ∈ {a, b, c, d, e, h} and thus we
get an isomorphism between KA and the subgroup Gp{K, ts} of P . We need to verify that Φ preserves
the defining relations:

Φ(x−1(cidei)x) = Φ(x−1)Φ(ci)Φ(d)Φ(ei)Φ(x)
= s−1t−1(cidei)ts
= s−1[t−1(cidei)t]s
= s−1(cidei)s (in M1)

(s−1cis)(s−1ds)(s−1eis)
= cidei (in M2)
= Φ(ci)Φ(d)Φ(ei)
= Φ(cidei).

Thus KA is isomorphic to a subgroup of the finitely presented group P . (Note that P is finitely
presented since it is defined as a free product with amalgamation and the amalgamated part C is finitely
generated.) It results that A is benign in K. Now we can state that Y is benign in K.

We have also to prove that H is benign in K. For this, let

K∗ = 〈K, tλ, λ ∈ {a, b, a−1, b−1};R∗〉

where the set R∗ of defining relations is given by:

t−1
λ atλ = a,

t−1
λ btλ = b,

t−1
λ ctλ = c10,

t−1
λ dtλ = cγ(λ)deγ(λ),

t−1
λ etλ = e10,

t−1
λ htλ = λh,

with λ ∈ {a, b, a−1, b−1}.
One can easily see that if we define Φλ : K −→ Cλ by a 7→ a, b 7→ b, c 7→ c10, d 7→ cγ(λ)deγ(λ), e 7→

e10, h 7→ λh, where λ ∈ {a, b, a−1, b−1}, Cλ = 〈a, b, h, c10, e10, cγ(λ)deγ(λ)〉 then K∗ becomes an HNN-
extension of K with stable letter λ and associated subgroups K and Cλ.

Using the relations that define R∗ we can prove that:

(?) If w = λ1λ2 . . . λn is a word on generators a, b, a−1, b−1, then

t−1
λn
. . . t−1

λ1
hdtλ1 . . . tλn = gw.

(??) If w = uλ is a word ending in the letter λ with λ ∈ {a, b, a−1, b−1}, then

tλgwt
−1
λ = gu.

Thus we have:

t−1
λn
. . . t−1

λ1
hdtλ1 . . . tλn = t−1

λn
. . . (t−1

λ1
htλ1)(t−1

λ1
dtλ1) . . . tλn

= t−1
λn
. . . t−1

λ2
(λ1h)(cγ(λ1)deγ(λ1))tλ2 . . . tλn

= λ1t
−1
λn
. . . t−1

λ2
hcγ(λ1)deγ(λ1)tλ2 . . . tλn

= λ1t
−1
λn
. . . (t−1

λ2
htλ2)(t−1

λ2
cγ(λ1)tλ2(t−1

λ2
dtλ2)(t−1

λ2
eγ(λ1)tλ2) . . . tλn

= λ1t
−1
λn
. . . λ2hc

10γ(λ1)cγ(λ2)deγ(λ2)e10γ(λ1)tλ3 . . . tλn .

One can easily check that since t−1
λ ctλ = c10, then t−1

λ cαtλ = c10α for every α ∈ IN and the same relation
is also true for e.
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Also note that if w = λ1 . . . λn, then by definition we get:

γ(w) = γ(λ1 . . . λn) = 10n−1γ(λ1) + 10n−2γ(λ2) + . . .+ 10γ(λn−1) + γ(λn)

in the base 10.
Continuing the calculus of t−1

λn
. . . t−1

λ1
hdtλ1 . . . tλn using the same technics as above it follows:

t−1
λn
. . . t−1

λ1
hdtλ1 . . . tλn = λ1λ2 . . . λn−1t

−1
λn
hc10n−2γ(λ1)+...+γ(λn−1)de10n−2γ(λ1)+...+γ(λn1 )tλn

= λ1 . . . λnhc
10n−1γ(λ1)+...+10γ(λn−1)+γ(λn)de10n−1γ(λ1)+...+10γ(λn−1)+γ(λn)

= wh cγ(w)deγ(w) = gw.

Thus (?) is true.
In order to prove (??), consider w = uλ and then

tλgwt
−1
λ = tλuλhc

γ(uλ)deγ(uλ)t−1
λ = uλ(tλh)cγ(uλ)deγ(uλ)t−1

λ = uλλ−1htλc
γ(uλ)deγ(uλ)t−1

λ .

On the other hand we have:
γ(uλ) = 10γ(u) + γ(λ) in the base 10

and
t−1
λ cαtλ = c10α=⇒tλc10α = cαtλ for every α ∈ IN,

and we get
tλc

10γ(u)+γ(λ) = tλc
10γ(u)cγ(λ) = cγ(u)tλc

γ(λ).

Note that the analogous relations hold for the generator e.
Hence we can write:

tλgwt
−1
λ = uhcγ(u)tλc

γ(λ)deγ(λ)t−1
λ = uhcγ(u)tλt

−1
λ dtλt

−1
λ = uhcγ(u)deγ(u) = gu.

Now we claim that in K∗

H = Gp{hd, tλ, λ ∈ {a, b, a−1, b−1}}
⋂
K. (10)

If we establish this equality we can see that H is the intersection of two finitely generated subgroups of
K∗, hence they are benign subgroups and from Lemma 9.7 H will be benign in K∗. Since H ⊂ K ⊂ K∗
it follows that H is benign in K.

Thus the subgroup N of L generated by a recursively enumerable subset X is benign in K, and since
N ⊂ L ⊂ K, N will be benign in L. This will conclude the proof of the theorem.

The last part of the proof that remains to be done is to establish the equality (10).
“⊆” Let gw ∈ H be a code-word of an element w on the generators a, b, a−1, b−1 hence w = λ1 . . . λn

with λi ∈ {a, b, a−1, b−1}, 1 ≤ i ≤ n. From (?) we deduce that gw ∈ Gp{hd, tλ, λ ∈ {a, b, a−1, b−1}}.
Since H ⊆ K it is clear that gw ∈ K and hence “ ⊆” is true.

“⊇” Let T ∈ Gp{hd, tλ, λ ∈ {a, b, a−1, b−1}}
⋂
K. T ∈ K means that no stable letter of K∗ is

contained in T . There will be a sequence of succesive reductions of the stable letters tλ and namely, we
denote by T0 = T, T1, . . . , Tm a sequence of words such that every Ti+1 is obtained from Ti by a single
stable letter reduction and Tm contains no stable letters.

Consider z a subword of Ti between succesive occurrences of the stable letters, that is Ti = S1t
ε
λzt

δ
µS2

where z contains no tλ. Note that the defining relations of K∗ require εδ = −1 and λ = µ. In that case
Ti will contain sequences of the form t−1

λ ztλ and tλzt
−1
λ .

We prove that if z ∈ H then t−1
λ ztλ ∈ H. For T = T0 the statement is true since the subwords z

between two succesive occurrences of tλ are generated by hd and hence, from (?), we have:

t−1
λ (hd)αtλ = ( t−1

λ (hd)tλ)( t−1
λ (hd)tλ) . . . ( t−1

λ (hd)tλ)︸ ︷︷ ︸
α times

= gαλ ∈ H.

For Ti, if z is any word of H, z = gε1w1
. . . gεnwn , εi ∈ {−1, 1}, 1 ≤ i ≤ n, we have:

t−1
λ gε1w1

. . . gεnwntλ = (t−1
λ gε1w1

tλ) . . . (t−1
λ gεnwntλ).

Since wi = λi1 . . . λik , with λij ∈ {a, b, a−1, b−1}, 1 ≤ j ≤ k, we deduce that each sequence t−1
λ gεiwitλ

from the above product can be written as follows (see (?)):
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t−1
λ gεiwitλ = t−1

λ (t−1
λik

. . . t−1
λi1
hdtλi1 . . . tλik )εitλ = (t−1

λ t−1
λik

. . . t−1
λi1
hdtλi1 . . . tλik tλ)εi = gεiwiλ

and we get
t−1
λ ztλ = gε1w1λ

. . . gεnwnλ ∈ H.

If the sequences tλzt−1
λ with z ∈ H reduce also to elements of H, then it is clear that Tm, after all these

reductions, will be a product of elements belonging to H. Since H is a subgroup Tm will be an element
of it.

Consider z ∈ H, z = gε1w1
. . . gεnwn , εi ∈ {−1, 1}, 1 ≤ i ≤ n, and there are no succesive gw and g−1

w .
Note that we can put

z = (w1hc
γ(w1)deγ(w1))ε1 . . . (wnhcγ(wn)deγ(wn))εn

and the sequences (cγ(w)deγ(w))ε do not reduce.
On the other hand, if z ∈ H ⊆ K, the image of z through the isomorphism Φλ will belong

to Cλ (the subgroup associated to K in the HNN-extension K∗). Since Cλ is freely generated by
h, a, b, c10, e10, cγ(λ)deγ(λ) (see the defining relations of R∗) we conclude that z ∈ Cλ iff the power expo-
nents of c and e are congruent modulo 10 to 0 or +γ(λ). Thus

γ(wi) ≡ 0(mod10)

or
(γ(wi))εi ≡ +γ(λ)(mod10), 1 ≤ i ≤ n.

If w = uλ is a word ending on λ then γ(w) = 10γ(u) + γ(λ) and hence γ(w) ≡ γ(λ)(mod10). It
results that z ∈ Cλ iff all words wi (whose code-words gwi determinate the element z) end on λ. In the
same time, for any other letter β 6= λ, the congruences γ(β) ≡ γ(λ)(mod10) and γ(β) ≡ 0(mod10) are
false (the definition of the function γ says that γ(α) ∈ {1, 2, 3, 4} with α ∈ {a, b, a−1, b−1}). If all wi end
in λ we can write wi = uiλ and using (??)

tλzt
−1
λ = (tλgε1w1

t−1
λ ) . . . (tλgεnwnt

−1
λ ) = (tλgw1t

−1
λ )ε1 . . . (tlagwnt

−1
λ )εn = gε1u1

. . . gεnun

and finally tλzt−1
λ ∈ H. 2
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[5] N. Jacobson, Basic Algebra, Freeman, San Francisco, 1965.

[6] A. G. Kurosh, The Theory of Groups, Chelsea Pub. Co., New York, 1956.

[7] C. Lyndon and P. Schupp, Combinatorial Group Theory, Springer-Verlag, Berlin, Heidelberg, New
York, 1977.

[8] Yu. Y. Manin, A Course in Mathematical Logic, Springer-Verlag, New York, Heidelberg, Berlin,
1977.

[9] V. Yu. Matijasevich, Hilbert’s Tenth Problem, MIT Press, Cambridge, MA, 1993.
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