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Higman’s Embedding Theorem.
An Elementary Proof*

Luminita Dediuf

Abstract

In 1961 G. Higman proved a remarkable theorem establishing a deep connection between the
logical notion of recursiveness and questions about finitely presented groups.

The basic aim of the present paper is to provide the reader with a rigorous and detailed proof
of Higman’s Theorem. All the necessary preliminary material, including elements of group theory
and recursive functions theory, is systematically presented and with complete proofs. The aquainted
reader may skip the first sections and proceed immediately to the last.

1 Subgroups

We assume familiarity with the concept of subgroup. We shall use the standard notation, i.e. H < G
means that H is a subgroup of G.

Fact 1.1. If H is a subgroup of a group G and K is a subset of H, then K is a subgroup of H iff K is
a subgroup of G.

Fact 1.2. For any family {H;};cr of subgroups of a group G the intersection ﬂ H; is also a subgroup
iel

of G.

Proof. First, we have ﬂ H;# 0. Indeed, if H; < G, foralli e I,then 1€ H;,i€I,s0l¢€ ﬂ H;. Let

i€l i€l
T,y € mHZ Then z,y € H; for alli € I. As H; < G, for all i € I, 2y~ € H;, hence 2y~ ! € ﬂHl a
iel il

Fact 1.3. Let f: G — G’ be a group morphism, H C G and K C G'.
a) If H is a subgroup of G, then f(H) is a subgroup of G’.
b) If K is a subgroup of G/, then f~!(K) is a subgroup of G.

*Paper written to be admitted for PhD studies at Bucharest University under the guidance of Professor Cristian Calude.
TDepartment of Mathematics, University “Dunirea de Jos” of Galatzi, Romania



Proof. Since H < G we have 1 € H and f(lg) = 1¢v € f(H) (f is a morphism). Hence f(H) # 0.
Let x,y € f(H). There exist two elements hy,hy € H such that © = f(h1),y = f(he). Then we can
write (using the properties of f):

wy = F(h)[F(ha)] 7

since H < G it follows that hihy' € H, so xy~' = f(hihy ') € f(H).

The proof of the second statement is similar: if K < G/, then 1g € K, s0 1g = f~*(1g/) € f~HK)
and f~Y(K) # (. Accordingly, if z,y € f~!(K), then for some ki, ko € K we have x = f~(ky),y =
F1 (k) and 2y = FL D (k)L = f (k) € FLK) (K < G and kaky? € K). 0

From Fact 1.3 the preimage under the morphism f of the trivial subgroup {l¢/} of G’ is a subgroup
of G. This is a special subgroup and it is called the kernel of the morphism f. We denote it by Kerf:

Kerf={zxeG: f(z) =1}

In the same way, the image by f of the group G, denoted by Imf or f(G), is a subgroup of G'.

2 Generated Subgroups. Generators

Let E be a subset of a group G.

Definition 2.1 The subgroup generated by the subset E (in G) is the intersection of all the subgroups
of G containing E.

Such subgroups do exist: for instance, the trivial subgroup G.

Proposition 2.2 The subgroup G’ generated by a subset E consists of all finite products of elements of
E and inverses of these elements.

Proof. Following the definition we have:

G = ﬂ H.
H<G
HDE

Let G” be the set of all finite products of elements of E and their inverses. We shall prove that G' = G”.
By definition it follows that £ C G’. On the other hand, from Fact 1.2, G’ is a subgroup of G and it
is immediate now that G" C G".
Conversely, it is sufficient to show that G’ < G and G” D E. First, note that G” contains the “simple
products”, i.e. all products formed by a single element = of E or 27!, so E C G”. Let a = 2122 ... Tm
and b= y1y2 . ..y, be two elements of G”, where x;,y; € E, 1 <i <m,1 < j < n. Therefore we have:

—1 1

ab ™t = (1 )y yn) =y ey

and this is a finite product of elements of E and inverses of elements of E, hence ab™! € G”'. O

From 2.2 it follows that if Hy, Hs are subgroups of a group G, then the subgroup generated by Hy, Hy
is formed by all finite products of elements in Hy, H and their inverses. We shall denote this subgroup by
(Hy, Hs) or Gp{H1, Hz}. As a particular case, if G is a commutative group, then the subgroup (Hy, Ho)
consists of all elements of the form hiho with hy € Hy, hy € Hs. This subgroup is denoted by H; Hy and
we call it the product of subgroups Hq, Ho.

Definition 2.3 A group G is said to be finitely generated if there exists a finite set E of elements of G
that generates it. If E generates G we say that E is a set of generators for G.



Example 1. The aditive group of integers (Z, +) can be generated by the element 1 or by its oposite
-1, since every integer n # 0 can be written as a sum of n terms equal to 1 if n > 0 or as a sum of —n
terms equal to -1 if n < 0.

Groups that can be generated by a single element are called cyclical groups.

3 Equivalence Relations. Quotient Set

Let A be a set.

»”

Definition 3.1 A binary relation, usually denoted by “~7”, is said to be an equivalence relation on A

provided the following three conditions hold:
i) a ~ a (reflexivity),
ii) a ~ b= b~ a (symmetry),

iii) a ~ b,b ~ c=> a ~ ¢ (transitivity).

Examples 2.

1. Let n be a positive integer and define on Z the following binary relation denoted by “= modn”:
for every a,b € Z
a=bmodn <= n/(a—0>).

2. The divisibility relation on IN is not an equivalence relation since it is not symmetric.

If “~” is an equivalence relation on A, then for each a € A we define the set:
a={beA:b~a}

called the equivalence class of the element a.

»

Theorem 3.2 The equivalence classes determined by “~” on A have the following properties:

1) a€a, foralla € A (hence a # (),
2) 4=b+<=>a~Db,

3) foralla,be A:a=0borab=0,
i) A=Ja

a€A

Proof. 1). Since a ~ a it follows that a € a and so a # 0.

2). From 1) we have a € a. If @ = b, then a € bi.e. a ~ b. Assume now that a ~ b. Let = € a, then
x ~ a and, by transitivity, z ~ b, l.e. x € b. This way we have a C b. Changing roles between a and b we
obtain b C a. Hence a = b. . X

3). Let a,b € A such that a()b # 0. Then there exists x € a(\b, i.e. = ~ a and z ~ b. Using
transitivity we have a ~ b and from 2) it follows G = b.

4). For every set A we can write A = U a. From 1) a € a, then A = U a. O

acA acA

One can note that using 3) we can write A as a union of sets pairwise disjoint. In this case, we say
that the equivalence classes of A realise a partition of A. The set of equivalence classes determined by
the relation “~” on A is denoted by A/ ~ and is said to be the quotient set of A relative to “~”. The
map p: A — A/ ~ which carries every element a of A into his equivalence class @ is a surjection that
we call the canonical surjection.



Definition 3.3 Let H be a subgroup of a group G. We define on G the relation “=; modH” given by:
r= ymod He= z"'y € H forall z,y € G,

and we call it the left congruence modulo H.

We shall prove that the above relation is an equivalence on G. For all z,y,z € G we have (using the
properties of a subgroup):

i) 27z =1€ H =z =, 2 mod H.

ii) By definition
r =y mod H<— x_ly eEH

S0,

1

(z7'y) ' e H =y 'o € H—= y =, r mod H.

iii) By definition
z=ymod H, y= zmod He=z 'y e H, y 2 € H

50,
(') (yz™ ') € He= 272 € H «= 2 = z mod H.

O
Thus we can construct the quotient set G/ =; modH, which is usually denoted by (G/H); its

elements are called left equivalence classes modulo H. Following the definition, the class of an element
x € G is the set defined by

{yeG:a7'ye Hy={yc H:ycaH}=xH.

If X € (G/H);, i.e. X is an equivalence class, an element © € X is called a representative of X.
Obviously, « € G is a representative of X iff X = xH.
Note that if 2,y € G and *H = yH, then z =; y mod H and 2~ 'y € H. Similarly we can define the
right congruence modulo H by
r=,ymod H > zy~' € H.

The right equivalence class modulo H of an element x € G is Hx and the quotient set G/ =, modH is
denoted by (G/H),.

Proposition 3.4 The quotient sets (G/H); and (G/H), have the same cardinal.

Proof. Let X € (G/H);, X = zH with « € G. Then we have:
X t=@H)'=H 127! = Hz™' € (G/H),.

(We have used the relation H~! = H. Indeed, if z € H we can put z = (7!)~! and since 27 € H (H
is a subgroup), then z = (z7}) "' e H= L. If 2= € H~! then z € H,so x~! € H. Hence H~! = H.)

In the same manner as above we can prove that for every Y € (G/H), one has Y € (G/H);. In
fact we can define the maps ® : (G/H),— (G/H), carrying X onto X~ and ¥ : (G/H),— (G/H),
carrying Y onto Y L.

These maps are inverse one to the other:

eU(Y) =Y )= =Y,

T(OX)=P(X ) =X =X,
so that they establish a bijection between (G/H); and (G/H),. O



Example 3. Consider S3 the group of all permutations of a 3 element set and

-

a subgroup of S3.

1 2 3
1 2 3

) (

1 2
2 1

3)

We shall construct the left and right equivalence classes modulo H. For all o,7 € S3 we have:
o = 7mod H <= o't € H. On the other hand one can note that o € H iff 0(3) = 3, hence

o7 lr e H < (0717)(3) = 3 <= 7(3)

classes modulo H are:

— =

-
-l

N =

=0(3).
In this way we get the following relation: ¢ =; 7 mod H <= ¢(3) = 7(3).

w N W N

3
2
3
1

)
)

Cl=H

\}

1

2
2

The left equivalence

)}
Dy

1
"\ 3
1
"\ 3
Similarly, we deduce that o =, 7 mod H <= o~ 1(3) = 771(3).
Since for every transposition 7 = (i,7) € S3 we have 7= = 7, the inverses of the elements of S3 are:
-1
1 2 3 1 2 3
1
3

el=e (1,2)7! = ) , and we obtain the following right classes

3 1 2

modulo H:
c;:{( 1) a).
a{(3 1 1))
a-{(112)0)
d

—

We can see now that the quotient sets (S3/H); and (S3/H), are not equal.

4 Normal Subgroups. Quotient Groups

Proposition 4.1 Let H be a subgroup of a group G. The following statements are equivalent:
a) tHx ' C H, for allz € G,

b) xHx=' = H, for all x € G,
¢) ©H = Hz, for all x € G,

d) (G/H) = (G/H),.

Proof.

e a) =b): For all x € G we have zHz~* C H; but 27! € G and thus 2 'Hx C H. Putting

H =z(z 'Hz)z~! we obtain H C xHx~! (from the last inclusion), hence H = xHx 1.
e b) =>a) is immediate.
e b) =c): xHx~! = H and by multiplication to right by = we obtain +H = Hz.
e ¢) =b): vH = Hr = zHaz ' = (Hz)z~! = H.
d)

)

¢) =>d): For all x € G we denote by #; (and respectively &) the left (right) equivalence class
modulo H. We saw that &, = «H (&, = Hx).
(G/H) = (G/H);.

From ¢) we obtain #; = &,., for all z € G, hence



e d) =>c): Let x € G. Then &, =aH € (G/H); = (G/H),, so we can find y € G such that &; = y,,
i.e. *H = Hy. Putting x = 2.1 € «H = Hy it follows that x € Hy, i.e. x =, y mod H. Hence
x is a representative of Hy and so we can write Hr = Hy. Now we have Hx = Hy = xH, i.e.
xH = Hzx. O

Definition 4.2 A subgroup H of a group G is said to be normal if it satisfyes one of the equivalent
conditions in Proposition 4.1. We write this by H < G.

Examples 4.
1. G and e are (trivial) normal subgroups of G.

2. If G is an abelian group, then for all x € G and for any subgroup H of G we have zH = Hz.
Therefore, any subgroup of an abelian group is a normal subgroup.

3. Let H be the subgroup considered in Example 3. As we have seen, the sets of left and right
equivalence classes modulo H are not equal, hence H is not a normal subgroup.

4. Any intersection of normal subgroups is a normal subgroup.

Definition 4.3 Let R be a subset of a group G. The normal subgroup

is called the normal closure of R in G.

If N is a normal subgroup of G, then by definition the left and right congruence relations modulo N on
G coincide, hence we can simply talk about the congruence relation on G modulo N. We shall denote it
by “= modN” and the quotient set by G/N.

Proposition 4.4 If N is a normal subgroup of a group G, then G/N can be organized with a group
structure and the canonical surjection p : G — G/N, p(x) = &, for all x € G becomes a group
morphism.

Proof. For all z,y € G we define the product of two elements &, € G/N by 2. = zy. First we
have to check that the operation given above makes sense: if & = &' and § = ¢, then z7'.2’ € N
and y~'.y’ € N, hence there exist hy,hs € N such that hy = 7 '2’ and hy = y~'9/. It follows that
a2’ = xhy,y = yha, so we deduce that 2’y = (zhy)(yh2) = x(h1y)hs.

Since N is a normal subgroup we get Ny = yN, i.e. there exists hs € N such that hyy = yhs :

2y = x(yhg)ha = (zy)(hshs) € (zy)N.

Accordingly 'y’ = (xy) mod N, and so the definition of the internal operation is correctly defined.

We show now that G/N is a group:

—
—

e Associativity: for all Z,9,2 € G/N we have (£§)2 = (2y)2 = (zy)z = m@) =2(yz

~
Il
=
—
Nea3
IS
~

—

e If e denotes the identity element of G, then for each z € G/N we have #é = ze =
hence é is the identity element of G/N.

=
I
4
S
I
>
>

—_— —_—

e The inverse of an element £ is = 1. Indeed: 2~ 12 =z lx =é=xz~! = Za—

To finish the proof we have to verify that the canonical surjection p that carries an element z € G
into his class & € G/N is a group morphism: p(zy) = p(z)p(y). Indeed: p(xy) = 7y = 27 = p(x)p(y)
and this concludes the proof. a

Definition 4.5 The group G/N costructed above is called the quotient group of G relative to the normal
subgroup N .



Example 5. Let us construct the quotient groups of the aditive group (Z,+).

We assume familiarity with the fact that all the subgroups of Z have the form nZ with n > 0. In
the same time, (Z,+) is an abelian group, so it is clear that any subgroup of it is normal. Hence we
want to construct a quotient group of the form Z/nZ,n > 0. Then, we consider two cases:

en=0: Z/0)=Z.

e n>0:
r=ymodnZ < x—y eEnZ < n/(z —y)< z =y modn,

so the congruence modulo nZ on Z is reduced to the congruence modulo n on Z. Finally,

ZInZ = Z /(= modn) = Z,.

5 The Fundamental Isomorphism Theorem for Groups

As we have seen before if f is a group morphism from G into G, then Kerf is a subgroup of G. We
shall prove here that Kerf is a normal subgroup (that is Ker f satisfies one of the equivalent conditions
of 4.1) and then we shall construct the quotient group G/Kerf.

Let + € G and y € Kerf. Then xyz~! € zKerfr=! and f(zyz=') = f(z)f(y)f(z~!). Since
y € Kerf, f(y) = ¢ (where €’ is the identity element of G’) and

flaya™) = f(2)e'fa™") = fza™") = f(e) = €.

Hence zyx~! € Kerf for all z € G and y € Kerf, thus Kerf is normal in G.
Now we may consider the quotient group G/Kerf and present one of the theorems which play a
major role in what will follow.

Theorem 5.1 (The Fundamental Isomorphism Theorem) If f : G — G’ is a group morphism,
then there exists a group isomorphism between G/Kerf and Imf, i.e.

G/Kerf ~Imf.

Proof. Define f : G/Kerf — Imf C G’ by f(2) = f(z). First verify that the definition makes sense:
let 2,9 € G/Kerf such that & = . That means that x = y mod (Kerf), hence x='y € Kerf and so
f(x~ly) = ¢€’. Since f is a morphism we can write:

¢ =fla"ly) = f @] fy);

it follows that f(z) = f(y), therefore f(&) = f(7).

By definition Imf = {f(2): 2 € G/Kerf} = {f(z) : z € G} = Imf, thus f is a surjection.

In order to show that f is injective, let #,9 € G/Kerf be such that f(2) = f(7). It follows that
f(x) = f(y) and hence

F@UW) =€ < flay) =¢ <=y ' € Kerf <= i =7,

proving that f is bijective. All that remains to do is to prove that f is a group morphism. Indeed, since
f is a morphism we get:

f(@g) = f(zy) = flay) = f(2)f(y) = F(@)F(3),
for all #,5 € G/Kerf. O

As a corrollary we note that in case f is a surjective group morphism, then G’ = I'mf, and thus G’
is isomorphic to G/Kerf. This result is very often used to establish isomorphisms between groups.



Example 6. Let (C'*,.) be the multiplicative group of the non-zero complex numbers and let f : @* —
IR be the morphism defined by f(z) = |z|, for all z € @*. It is immediate that f is a surjective group
morphism: for all a € IR’ there exists z € ",z = a + 0i, such that f(z) = f(a + 0i) = a. For all
21,29 € @* we have

f(z122) = |z122] = [21]|22] = f(21)f(22),

thus f is a surjective group morphism from (@*,.) into (IR ,.) and from the fundamental theorem we
deduce that R ~@*/Kerf where

Kerf={z€@" :|z| =1}.

6 Free Groups. Defining Relations

Let M be a finite (or not) set of symbols (letters) x,, g, ... and assign to these symbols (by an one-

to-one correspondence) another set of symbols denoted by x;l,x[;l, ... called inverses of symbols in

M.

Definition 6.1 A word is a finite ordered sequence of symbols (letters) of the form w =
gl ..ozgr, €= 41,1 <i <n, where no succesive symbols are inverse one to the other, i.e. xi #

—E&i— .
Ta, 7', 2< 1< n.

The number n is called the length of the word and is usually denoted by |w| = n. The word that contains
no symbol is called the empty word and is denoted by 1 or A. Its length is obviously O.

Example 7. Consider M ={a,b,c}. Then wy = ab™', wy = ba~'cb™'a are words and |w;| = 2, |ws| =
D.

Let X be the set containing the symbols of M and their inverses. The set of all words written with
the symbols in X becomes a group together with the following internal operation called juxtaposition:
ifwy =g .25, e =41, 1<i<n, wy = xgll ...xl‘;’:‘n, 0; = +1,1 < j < m are words, their product

is defined by
81 B

wiwy = Ty .. .IZT;’IBI ezt
i.e. by joining the second word to the first.

If 24, = 25, and €, + 61 = 0 (i.e. x5 and mgll are inverse) we can cancel the sequence involved and
repeat the operation with the next symbols if necessary. Letter cancelation in a word product is also called
reduction. For instance, if wy = a:axglx(s and wy = xé_ll‘gdfal'g, then wiwy = zaxglx(sxglmga:axg =
Lalals.

As we see in this example, some sequences of identical repeated letters of the form

zr...x or g tx . a7t
N——
n times n times

may appear. We agree to denote these sequences by x™ and, respectively, x=". Thus, a word can be

defined as beeing an ordered finite sequence of letters of the form w = xg! ... 25", withe; € Z, 1 <i<n
and x5 # xa, ;' (no cancelation is possible). In this way the word w = ToTaTpry Ty 'y ! can be
represented as w = xixgxg?’.

The juxtaposition operation is associative. The empty word 1 is considered to be the identity element
of the set of all words. The inverse of a word w = xg}, ... xg" is the word wt =z x5 So we
can speak by now of the group of words written with the symbols of X, called the free group generated
by M . The elements of M are called free generators of the free group. The cardinality of M is said to

be the rank of the free group.

Theorem 6.2 Any group is isomorphic to some quotient group of a free group.



Proof. Let G be a group and M a set of generators of G. Denote those generators by aq,ag, .. ..
Consider a free group F whose generators system has the same cardinality as M. Between the elements
of M and the free generators of ' we can establish a bijection and we agree to denote by x,, the element
of F' associated to a, in M. The map a, = x, defines a group morphism which associates to each
element g € G, g = af} ...a7" aword w = z3! ...25", & =+1,1<i<n (or &g € Z). According to
the fundamental isomorphism theorem we have G ~ F//N, where N is the kernel of the above morphism.
O

Remarks.
1) The normal subgroup N contains the words whose image in G is equal to the identity.

2) The representation of a group as a quotient group of a free group is not unique: it depends on the
choice of M.

Keeping the same notations as above, consider a group G. We have seen that there exists a free group
F and a normal subgroup N of F' such that G ~ F/N. Let w € Nyw =2} ... 25", e, € Z, 1 <i <n.
The image in G of w is the identity element and so we obtain an equality of the form

agl ...ag" =e (1)

called relation between the generators aq,, s, - - - of the group G.

If we consider in N a subset R such that the normal subgroup generated by R in F' coincides to NV,
then the system of relations of the form (1) which corresponds in G to elements of R is called a set of
defining relations of the group G. All remaining relations between the generators of G are considered
as consequences of the defining relations, since every element of N can be generated by the elements of
R and their conjugates.

We state that the group G is completely defined when the defining relations are given. Since R
generates N, then the quotient group F/N is completely determined. We conclude that any group can
be described by a set of defining relations between some given generators. Thus, a group can be viewed
as a pair of sets (X, R), where X is a set of generators and R is the set of defining relations (by a mild
abuse of notation we use the letter R also for the set of defining relations). Section 8 deals with some
more details.

Examples 8.

1. Let us define a group that has a single generator a and a single defining relation a™ = e. The free
group F' generated by the symbol x, x «— a, is the cyclical infinite group F = (x). The set of
words corresponding to the defining relation contains a single element: R = {2"}. The normal
subgroup generated by 2™ in F is N = (z"). Thus G = (a) ~ (x)/(z™). But since any cyclical
infinite group is isomorphic to the aditive group of integers (Z, +) and this isomorphism brings
(x™) onto nZ, we conclude that:

G~ () (2"~ ZInZ = Zy.

2. The symmetric group Ss can be defined by two generators a and b and the defining relations

a® =e,b? = e, abab = e,

1 2 3

where a = < 9 3 1
Since any permutation is a product of transpositions it follows that a and b generate Ss.

) , b= (1,2). The reader can easily check that ab = (1,3), ba = (2,3).

If we consider the free group F generated by a and b, then S3 ~ F/H and F will contain the
following 6 elements:
a,b,a?,b* = e, ab, ba = a’b.

Indeed, since abab = e we get:

ab=bla!'=a=bta b = ba=0a"tb"!;



on the other hand,

d=e=at=dandb’=e=0b=0b"1

so ba = a’b; any other combination of a’s and b’s gives one of the above 6 elements.

Thus we can represent S3 by its generators and defining relations as follows:

Ss3 = {(a,b;a® = e,b* = e,abab = ¢€).

7 Recursive Functions and Sets

Historically, the notion of a computable function has been developed between 1931-1947 by different,
but equivalent, tools: formal equations (J. Herbrand, K. Gédel, S. C. Kleene), Turing machines (A. M.
Turing), Post systems (E. L. Post), and Markov normal algorithms (A. Markov).

A remarkable fact is that all these notions are equivalent, in the sense that they “generate” the same
class of functions defined on IN, the recursive functions .

Definition 7.1 A function f : IN¥ — IN is said to be computable if there exists an algorithm which
computes f(ni,...,ng), for every (nq,...,ni) € INF.
Examples 9.

1. Let f(x) be the % prime number. Using as algorithm the method described by the sieve of
Eratostheneses we can compute f.

2. Let f(x,y) be the greatest common divisor (g.c.d.) of the positive integers x,y. This function, as
we all kwow, can be computed by Euclid’s algorithm (considering f(x,0) = f(0,y) = 0).

Definition 7.2 The following functions are said to be initial (basic) functions:
1. The projection functions: Py(,:b), 1 <m < n, defined by Py(,f)(xl, ey X)) = Ty
2. The constant functions: C’,(,?), m € IN fixed, defined by Cr(,?)(zl, cey ) =M.
3. The succesor function defined by Succ(z) = x + 1.

Definition 7.3 A function defined on IN or IN* is said to be recursive if it is an initial function or if
it can be generated by an initial function in a finite number of steps, using the following three rules:

a) Functional composition (substitution). If f is a k-variables function, and gi,...,gr are
functions of n variables then

g(xl,-..7$n) = f(gl(xl7~-'7$n)7'"agk<x17"'7mn))
determinates a n-variables function.

b) Primitive recursion. If f is a (k + 1)-variables function and g is a (k — 1)-variables function,
then the following system of equations defines an unique k-variables function:

flay, o xp—1,0) = g(21,. .., T—1),

f(xla ey Te—1,Y + l) = h(xla oy T—15Y, f(‘rlv cee 7xk717y))'
(Dedekind proved the existence and the unicity of these functions.)

¢) Minimization. If f is a (k + 1)-variables function such that for every k-tuple (x1,...,xx) of
natural numbers there exists a number y with f(x1,..., 2k, y) = 0, then one can determine a new
function g by the condition:

g(xla"'axk) = H’y[f(xla"'vxkay) = O]ﬂ

where pyl...] means “the least y such that ...”.
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Examples 10.

1. The sum function f(z,y) = x + y can be obtained by primitive recursion from h(x,y,z) = z + 1

and Pl(l)(x) =z as follows:
f(z,0)=2+0=P}(z) ==,

fley+)=z+@+1)=(@+y) +1=h(z,y,2+y)
On the other hand we can write:
h(z,y,z) = Succ(Pg(S)(x, Y,2)),
hence we conclude that h is recursive and therefore f will be recursive too.

2. The product function f(z,y) = xy is recursive:
F(2,0)=2.0=C"(z) =0,
flzy+ ) =z(y+1) =zy+ax.l1=g(x,y,zy),
where g(z,y,z) = Pl(g)(ac, Y, 2) + P3(3) (z,y,2) = x + z is a recursive function.
3. In the same manner, the exponential function f(z,y) = ¥ is recursive:
fa,0)=2"=C{"(@) =1,
flr,y+1) =2t =a¥.x = t(z,y,2Y),
where t(x,y,z) = P1(3)(J:, Y, Z)P3(3) (x,y, 2) is recursive (we agree that 0° = 1).

Fix aset S C IN. Following Leibniz there are two basic algorithmically ways to “define” S: a decision
method and a generating method. Using the notion of recursive function, we can give a precise version
of these two techniques:

e The generating method

Definition 7.4 A set S of natural numbers is called recursively enumerable if S = () or if there
exists a recursive function f : IN — IN whose range coincides with S.

We shall say in this case that the function f generates (enumerates) the elements of S.
e The decision method

Definition 7.5 A set S of natural numbers is said to be decidable (recursive) if its characteristic
function fg,

1, ifnes,
fs(n) = { 0, otherwise ’

is recursive. If fs is recursive, one can decide whether an arbitrary natural number n is or not an
element of S.

Examples 11. The following sets are recursive:
1. S={2n:n >0},

2. S ={n:nis prime}.

11



Remark. A set S is recursive iff both S and its complement IN — S are recursively enumerable. So, if
S is a recursive set, then S is recursively enumerable. The converse is not true (see Section 9).

The notions of recursive function, recursive and recursively enumerable set can be extended from IV
to IN™ and, then, to Z", for every n > 0.

Theorem 7.6 Cantor’s function J : IN> — IN defined by
Jxy)=(+y)(lze+y+1)/2+z
is a recursive bijection.

The reader interested on the proof is referred to [3].

Thus we have got an encoding scheme which allows us to identify, in a recursive manner, the sets INV
and IN2. J is called the Cantor numbering and the number J(x,y) is referred to as the Cantor number
associated to the pair (z,y). The decoding associates of J are usually denoted by K and L and so we
have:

J(K(2), L(2)) = 2,
K(J(z,y)) =,

L(J(2,y)) =y
Cantor’s function can be extended to a recursive bijection J(™ : IN* — IN, for every n > 3 with
decoding associates denoted by If"), . ,I,(L").

Definition 7.7 A function ® : IN™ — IN™ is recursive if there exists a recursive funtion f: IN — IN
such that

®ol=1Iof,

where I : IN — IN™, I = (Il(n), ceey Ir(ln)) is the inverse of the generalized Cantor’s bijection.

Consider now a bijection o : IN — Z and its extension o™ : IN" — Z™,
o™z, a) = (afzy), ..., alzy)).

Definition 7.8 A function V : Z" — Z™ is recursive if there exists a recursive function ® : IN" —
IN™ such that
Voo™ =aMod,

Thus, the definitions for recursively enumerable and recursive sets can be extended for the subsets
of IN™ and, respectively, of Z™.

Let F' be a non-empty set such that there exists a one-to-one correspondence f between F' and the
natural numbers. We say that f is a Gédel numbering for F' and the set I'm f is called the set of
code-numbers (or Godel numbers) of F.

Definition 7.9 The set F is said to be recursive (recursively enumerable) if the corresponding set of
code-numbers is recursive (recursively enumerable).

8 Recursively Presented Groups. Free Products with Amalga-
mation. HNN-Extensions

Groups are often described as quotient groups of some free groups: G ~ F/N. If F is a free group with
basis X and N is the normal closure in F of a set R, then we say that the pair (X; R) is a presentation
for G, and - by convention - we write G = (X; G) (see examples given in Section 6).

If X is the set of images T in G of all elements x of X by the canonical surjection (x — T € F//N) then,
since a surjective morphism carries systems of generators into systems of generators, X is generating G.
If r =r(x1,...,2,) is an element of R (hence a word written with generators z1,...,x,), then we get
r(Z1,...,T,) = e in G, that is a defining relation. The elements of R will be called relators.

A presentation (X; R) is finitely generated if X is finite and is finite if both X and R are finite sets.
In this last case we often say that the group G has a finite presentation or is finitely presented.

We say that a presentation (X; R) is recursive if X is finite and R is recursively enumerable.

12



8.1 Free Product of Groups

We shall use the notation (a1, as,...;71,72,...) to denote (X, R), for a group presentation, where X =
{ai,a2,...} and R= {ry,rs,...}.

Let A and B be two groups having, respectively, the presentations A = (ay,...;r1,...),B =
(b1,...;81,...); assume that the sets of generators are disjoint. The free product A x B of the groups A
and B is the group defined by

A*B:<0,17...,b1,...;7’1,---7513"'>'

The groups A and B are called the factors of the product.

One can prove that the free product A x B does not depend on the presentations chosen for A and B
and, more, A« B is generated by subgroups A and B which are isomorphic to A and, respectively, B,
such that A B = {e}.

In the general case, if {4;;4 € I} is any family of groups, we define the free product of the groups
A;, written ;7 A;, to be the group with presentation the union of disjoint presentations of the A;.

8.2 Free Products with Amalgamation. HNN-Extensions

These are two constructions which are basic to combinatorial group theory.

Let G = (z1,...;7r1,...) and H = {y1,...;81,...) be two groups and let A < G, B < H be subgroups
such that there exists an isomorphism ® : A — B. The free product of G and H amalgamating the
subgroups A and B by the isomorphism ® is the group

(T1ye e YLy oo 5Ty ooy ST, ..., 6 = P(a),a € A).
If G is a group with a given presentation, then by the notation
(G,z,...5u,...)

we mean the group defined by the generators and the relators of G together with whatever additional
generators and relators are indicated. The additional generators will be disjoint from those of G. Thus
we can write the free product with amalgamation as

(GxH;a=®(a),a € A),

or, simply,
(GxH,A=B,?).

The basic ideea, as one can see in the last notation, is that the subgroup A is identified with its isomorphic
image ®(A) = B in H.

The free product with amalgamation depends on G, H, A, B and ®; G and H are called the factors
of the product, while A and B are called the amalgamated subgroups.

Let G be a group and A and B two subgroups which are isomorphic. We define the Higman-Neumann-
Neumann extension of G relative to A, B and ® to be the group

G* = (G, t;t rat = ®(a),a € A),

where @ is the isomorphism between A and B (shortly we shall say “HNN-extension”.)

The group G is called the base of G*, t is the stable letter, A and B, the associated subgroups.

Of course, both constructions can be generalized. Let {4;}icr, {B;}ier be families of subgroups of G
with {®; : ¢ € I'} a family of maps such that each ®; : A; — B; is an isomorphism. The HNN-extension
with base G, stable letters t;,i € I, and associated subgroups A; and B;,i € I, is the group

G* = (G, t;,i € I;t; tat; = ®(a),a € A;).

Similarly, let {G;}icr be a family of groups. If A is a group and {®; : ¢ € I} is a family of injective
morphisms ®; : A — G;,7 € I, then we define the free product of the groups G; amalgamating the
subgroups ®;(A) to be the group

P= <*iEIGi;q)i(a) = (I)j(a>7a € A7ivj € I>
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9 Higman’s Embedding Theorem

Theorem 9.1 (Higman) A finitely generated group G can be embedded in some finitely
presented group iff G can be recursively presented.

We shall prove, for the beginning, only the direct implication, as the converse one needs some new
concepts and results.

Thus, assume that G is a finitely generated group which can be embedded in a finitely presented
group H. Hence there exists a subgroup G’ < H which is isomorphic to G. This implies that a finitely
generated subgroup of a finitely presented group admits a recursive presentation.

We use the fact that any group can be described as a quotient group of some free group G' = F/R
where R is a normal subgroup of the free group F' representing the defining relations of G’. We shall
construct both F and R such that G’ = F/R and we shall prove that R is a recursively enumerable set.

Let {x1,...,2m} be the set of generators of G'. As G’ < H we can presume that the symbols
Z1,...,Tm belong to the set of generators of H. Thus we can consider that {x1,...,Zm, Tmt1,.-.,Tn}
is the set of generators of H.

Now, let {a1,...,am,...,an,...} be another set of symbols and K be the free group generated by it.
Define the group morphism (given on generators) ® : K — H by

@(al) = Ty, 1 SZSTZ,

O(a;)=1,j>n+1
We are interested on Ker ®. By definition we have Ker ® = {w € K : ®(w) = 1}. It is clear that

41, Gn2, - - - belong to the set of generators of Ker @, since any word of the form a, 71 a,r'3* ... will

belong to Ker ®:

Dan i ants? ) = (P(ant1))" " (B(ang2)) ™2 = 1.
Now, a word written with the other symbols aq,...,a, is in Ker & iff between these symbols
holds a relation of the form ®(ai™ ...a") = 1, that is the generators z1,...,z, of H are satisfy-

ing 1" ...z’ = 1. Such a relation holds in H only if it is a consequence of the defining relations of H.
Since H is finitely presented there exists only a finite number of such relations, hence we have a finite
number of relations between the generators of Ker ® and that means Ker ® is recursively enumerable.

Let F be the free subgroup of K generated by the elements {a1,...,a,,} and let ® be the restriction

of ® to F, that is ® : F — G’. Now,

Ker ® = Ker @ﬂF

and we can check that @ is a surjective morphism: indeed, for every z; € G’,1 < i < m, there exists
a; € F,1 <i < m, such that 2; = ®(a;),1 < i < m, from the above definition of ®. We conclude, using
the fundamental isomorphism theorem, that G’ ~ F//Ker ® and thus the set of defining relations of G’
is Ker ®. But

R=Ker ®=Ker & |F

and Ker ® is recursively enumerable so, in order to prove that R is recursively enumerable, we have to
show that F' is recursively enumerable.

As F has a finite set of generators we conclude that F' is recursively enumerable. Then the intersection
Ker ® (N F is also recursively enumerable. O

For the converse implication of the theorem we shall give equivalent definitions for the notions of
“recursive set” and “recursively enumerable set” using polynomials with integer coefficients.

Let P(X1,...,Xk) be a polynomial in k variables with integer coefficients. A k-tuple of integers such
that P(z1,...,2;) = 0 is said to be a root of P.

Definition 9.2
A subset S of Z™ is called Diophantine if there exists a polynomial P(Xy,...,Xn;Y1,...,Ym) such
that

($1,---,8n) €ESiff P(s1,.-,8n;Y1,...,Yy) has an integer root in Yy,...,Y,.

In this case we say that P enumerates S.
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Example 12. The set IV is Diophantine. Indeed, by the theorem of Lagrange we know that
an integer is non-negative iff it can be written as the sum of four squares. Thus, the polynomial
P(X;Y1,....,Y,) = Y2+ ...+ Y% — X enumerates IN, that is s € IN <= P(s;Y1,...,Yys) has a root.

One can note that every Diophantine set S 1is intuitively effectively enumerable. Let
P(Xy,...,X,; Y1,...,Y,,) be the polynomial which enumerates S. Then, consider all the (n+m)-tuples
of integers of the form (s1,...,8,;d1,...,dy) and it can be effectively enumerated. For every enumer-
ated (n + m)-tuple we can compute P(s1,...,8n;d1,...,dn). If its value is 0 then we put (s1,...,sn)
on the list of elements of S. If not, we compute the value of P for the next (n + m)-tuple.

The following theorem is an important result obtained in 1970 by Matijasevich (see [10] for a recent
presentation).

Theorem 9.3 A subset S of Z™ is recursively enumerable iff it is Diophantine.

Next we shall prove that there exist recursively enumerable sets which are not recursive. We shall
construct such a set and on this purpose we shall use a “code” for the objects we are working with,
following Godel’s method: to each polynomial we assign a natural number. Consider the map

2|z +1, if 2 <0,

oz:Z—>lN,o¢(z):{2|Z|7 £

The construction indicates that « is a one-to-one correspondence between Z and IN*.
Denote by Xg, X1,...,Xm, ... the variables we shall work with, and assign to each monomial term

T=cX' X2 . . Xin
with ce Z*,e; > 1,11 < ... < iy, the number
B(T) = 2a(c)pz¢f+2 .. -Pf:f+27

where p; is the 4t prime number.
Example 13. If T =5X3X3X7 then §(T) = 22-5.3%.111.13% = 210.33.11.132.

Since any non-zero polynomial in m variables can be written as a sum of monomial terms

P=T+To+ ...+ Ty,
B(T1) < ... < B(Ty), we assign to P the number
[(P) = 20(T)3p(T2) | 5Tk,
Theorem 9.4 The set
S={e€eZ:e=T(P(X;,...,X;,)) and P(e,X,,,...,X;,) has a root }

is a recursively enumerable set which is not recursive.

Proof. Theset S contains code numbers of those polynomials P for which, substituting the first variable
by their own Godel number, we obtain a polynomial which has a root. The set S is intuitively effectively

enumerable. Indeed, we can effectively enumerate the polynomials P(X;,,...,X; ). We compute then
I(P(X;,,...,X;,)) = e for the enumerated polynomial P and enumerate the n-tuples (e, da,...,d,)
with ds, ..., d, € Z. For each enumerated n-tuple compute P(e,ds,...,d,) and if it is zero we put e on

the list of elements of S; if not, we compute the value of P for the next n-tuple.
We shall prove that S cannot be recursive, that is, its complement S* = Z — S is not recursively
enumerable. We have:

S*={z€ Z : zisnotintherange of T or z =T(P(X;,,...,X;,))

but P(z, X,,,...,X;,) does not have a root}.
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Assume that S* is recursively enumerable, that is Diophantine. Let @) be the polynomial which enu-
merates S*, hence z € S* iff Q(z, X,,,...,X;,) has a root. Let e* = I'(Q). The question is: e* € S or
e* € S*?7 Following the definitions of S and ) we have

et € S'<—= Q(e*, X4y, ..., X;,) has a root
and since e* = I'(Q), then e* € §. We have got a contradiction! O

The following definition introduces one of Higman’s key concepts.

Definition 9.5 A subgroup H of a finitely generated group G is called benign in G if the group
Gy = (G,t;t 'ht = h,h € H)
can be embedded in a finitely presented group.

We shall often use in our proof the following fact: if G, K are finitely generated groups, H is benign in
K and H C G C K, then H is benign in G.
Indeed, if H is benign in K, then

Ky = (K,t;t *ht = h,h € H)
can be embedded in a finitely presented group M. Then
Gy = (G,s;5 'hs = h,h € H)

can be embedded in Ky by the map g — g, for all g € G, and s — t. Hence Gy embeds in Ky which
embeds in M and thus H is benign in G.

The following lemma - due to Higman too - establishes the role that benign subgroups will play in
our proof.

Lemma 9.6 (The Higman Rope Trick) If R is a benign normal subgroup of a finitely generated group
F, then the quotient group F/R can be embedded in a finitely presented group.

Proof. Let z1,...,2, be the generators of the group F. By hypothesis, since R is benign in F', it
follows that
Fr=(F,t;t " 'rt=r,r € R)

is embeddable in a finitely presented group H. Denote by F the subgroup of H which is isomorphic to
F and by R the subgroup of F' which is isomorphic to R.

Without altering the finite presentation of H we can assume that the generators 77, ..., 7, of the
group F are included among the generators of H. If w € F'is a word on generators z1, ..., Zn, its image
in F' will be denoted by w and it will represent a word on generators Ty, ..., ZTy.

Viewed in Fg, R is a subgroup both for I’ and for t~! F't because of the defining relations of Fg; then
the group L = (F,t~1Ft) generated by F' and ¢t~!F't can be considered as the free product of the above
groups with R amalgamated. Define a morphism ® : L — F/R by w + w and ¢t~ *wt + 1, where W
denotes the class of w € F in the quotient group F/R. One can note that the definition of ® makes
sense:

®(r)=7=1in F/R, for allr € R,

and
tlrt=r= ®(r) = ®(t 'rt) =1, for allr € R;

hence the two definitions agree on the amalgamated part of L.
Consider now the group H x F/R whose elements will be written as ordered pairs. Since L =
F xrt~1Ftis a subgroup of Fr and Fg is embeddable in H, we can view L as a subgroup of H. Define
then
U:L— LxF/R byl (1,®(1)),

where @ is the above morphism. It is immediate that Ker U = {1}, hence ¥ is one-to-one. We conclude
that L is isomorphic to I'm W (by the fundamental isomorphism the(geg). Since I'm ¥ is a subgroup of
L x F/R, then L x {1} is isomorphic to the subgroup Im ¥ of L x F/R:

(1,1 =1 (1,2(])),
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and we can costruct the HNN-extension
K= (HxF/R,s;5 '(I,1)s = (I, ®(I),l € L)

of the group H x F/R, with stable letter s and associated subgroups L x {1} and I'm ¥ (we have seen
that L can be viewed as a subgroup of H).

We shall prove that K is exactely the finitely presented group in which /R can be embedded. The
set of defining relations of K is given by:

e the defining relations of H which form a finite set, since H is finitely presented;
e the defining relations of F'/R;

e the relations saying that the generators of H commute with the generators of F/_R Lby definition
of a direct product of groups). These relations form a finite set since H and F'/R are finitely
generated (F'/R is a quotient group of a finitely generated group, hence it is finitely generated);

e the relations s71(I,1)s = (I, ®(1)),l € L form a set of generators of L. Since F is finitely generated
and L = F xp t~ ' Ft is finitely generated, this set of defining relations is finite.

In order to prove that the set of defining relations of K is finite, it suffices to prove that the set of
defining relations of F'/R is finite or it follows from the other relations.

A defining relation for a group G finitely generated by y1,...,y, has the form r(y1,...,Yn ) 1. In
our case, a defining relation for F'/R is of the form w = 1 where W is a word on generators fl T
We shall prove that the above relation can be written using the relations:
L )s = (1,2(0), 1€ L,
t~Yrt=r, r € R.
Thus, if w € F, we have:
s(w,1)s™ = (w, ®(w)) = (w,w). (2)
From the second group of relations it follows:
w=t"twt = (w,1) = (t " wt, 1) = s(w, 1)s™ ! = st wt, 1)s™' =
= (t7twt, ot wt)) = (t7 wt, 1) = (w,1). (3)

From (2) and (3) we have w = 1, hence the set of defining relations of K is finite. The set of generators
is given by the generators of H and those of F'/R (all of them in a finite number) and s. Thus K is a
finitely presented group. O

How can we use this lemma for our goal? We know that every group can be written as a quotient
group of some free group and more, that every recursively presented group G has the form F/R where
R is a recursively enumerable normal subgroup of F. The lemma shows that it remains to prove that
every recursively enumerable normal subgroup of a finitely generated free group is benign.

To do this, first we need some initial examples and some ways to construct benign subgroups from
subgroups already known to be benign.

The notation (G,t;t"'Ht = H) will be used for the HNN-extension of G with stable letter ¢ and
amalgamated subgroups equal to H, while Gp{H, K} will denote the subgroup generated by subgroups
H and K of a group G.

Lemma 9.7 Let G be a finitely generated group which can be embedded in a finitely presented group.
Then, the following statements are true:

a) Any finitely generated subgroup of G is benign in G.
b) If H and K are benign in G, then H(K and Gp{H, K} are benign in G.
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Proof. a) By hypothesis we know that G can be embedded in a finitely presented group M. Let H be
a finitely generated subgroup of G. Then the group

Gy = (G, t;t 'ht = h,h € H)

is embeddable in
N = (M, t;t *ht = h,h € H).

The group N is finitely presented since M is finitely presented and H is finitely generated and every
relation t~'ht = h,h € H, is a consequence of the relations ¢t ~'h;t = h;, h; € B, where B is the finite
system of generators of H. Hence H is benign in G.

b) One has

GHﬂK = (G,u;u_l(HﬂK)u: HmK>

Let M and N be the finitely presented groups in which Gz = (G,t;t"'Ht = H) and, respectively,
Gk = (G,s;57 1 Ks = K) embed. Hence G can be viewed as a subgroup both in M and N and we can
construct the free product with amalgamation

P=(MxN;G=G)

denoted also by M *g N.
This is a finitely presented group since M and N are finitely presented groups and, on the other
hand, G is finitely generated, the set of “aditional” defining relations is finite.

Now define a map
D GHﬂK — Gp{G,ts}

on generators:
g g,ur—ts,
and we establish an isomorphism between the group G HOK and the subgroup Gp{G,ts} of the group

P. The fact that ® is bijective is immediately by its definition. We shall only check that ® preserves
the defining relations:

e this is true for the defining relations holding in G since g — g;
e for the relations u~lzu = z with z € H (| K we have:
O(utzu) = P(u )P (2)P(u) = (B(uw)) ' ®(2)P(u) = (ts) ‘a(ts) = s~ tots = s~ 1t Lat)s.

Since z € H (| K and the defining relations of G and, respectively, of G still hold in P, we have
t~lzt =z in H and more, s~'zs = x in K, and thus ®(u"1zu) = x = &(z).

Thus ® embeds G H K into a finitely presented group, hence H () K is benign in G.

For the second part of b) we shall prove that in P we have:
Gp{H,K} = Gp{t'Gt,s"'Gs}(G. (4)

Since Gp{t~1Gt,s71Gs} and G are finitely generated, then by a) they will be benign subgroups and
(using the above result) their intersection will be benign in P, hence it will be benign in G.

It remains to prove the equality (4):

“C” Working on generators: if h € H belongs to the set of generators of H, and k € K belongs to
the generators set of K, obviously h and k are in G. On the other hand, the relations t ‘*ht = h,h € H
and s 'ks = s,k € K hold in P, hence h,k € Gp{t—1Gt,s1Gs}.

“D” Let t~1git, s 1gas be two elements of the generators set of Gp{t~'Gt,s~*Gs}, with g1, 92 € G.
Then:

(t 't € G,s lgas € G) <= (t g1t = g1, 5 'g25 = go).

Since we are working in P, those two relations hold for the elements of H, respectively of K. Hence
tlgit=g1=¢g1 € Hand s 'gps=go = ¢» € K. a

Lemma 9.8 (Principal Lemma) If S is a recursively enumerable set of integers, then the subgroup
Gplagboct : z € S} is a benign subgroup of the free group {ag, by, co).
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Proof. If S is recursively enumerable then S is Diophantine. Let P(Xj....,X}:) be the polynomial
with integer coefficients that enumerates S:

20 €S <= 3z,...,20 € Z: P(20,21,...,2) =0. (5)
We can still simplify this characterization of a recursively enumerable set by converting (5) to:
200€S <= 321,...,2m €EZ : M(z0,...,2m) (6)
where M(zq, ..., 2zm,) is a system of elementary formulas of one of the forms:
1. X;=c¢, ce Z,
2. X; =X,
8. X+ X, = Xp, i£j A kA4,
4. X1 =X;X;, 0<i<i<j<m.

(the last restriction for the subscipts will be used latter.)
For a better understanding we present an example. Let P = 6X; — X2 + X, and suppose that 2y € S
iff P(zo, X1, X5) has a root. Using auxillary variables and the elementary formulas, we have:

o for 6X;: X4 =6, X5 =X, XuX5=Xj5,
o for X7: X7 = X5, Xg= Xy, X7Xg=Xg,
o for —X22 X0 = -1, X117 = X, X10X11 = X,
o for 6X; — X2+ Xo: X3+ Xg = X1o, X120+ X190 = Xi3,
e for P=0: X13=0.
Denoting by M(Xo, ..., X14) the conjunction of the above formulas, we can write:
20 €S <= 3n,...,213 € Z : M(z0,...,213).

Back to our proof, using (6) we shall introduce the symbols a;, b;, ¢;, 1 < i < m, and we shall establish

that some particular subgroups of the free group F = (ag, bg, co, - - . , Gm, b, Cm) are benign.
To each (m +1)-tuple (2o, ..., zy) we shall associate a code-word of F' denoted by w.,. ... »,.) having
the form:

_ = Zmi—1_—zm —z1p—1_—21 20 20 %1 21 Zm z
Wzg,oizn) = Con O @™ e by ay T agtbocg’ art bieyt - ag b e

Consider
A= Gp{wiz,....z) (20,5 2m) € Zm.

The generators w.,,... .., of this group are free. Indeed, the reductions to be done cannot alter the
middle part ai®bocy® since the generators a;, b;,¢;, 1 <i < m, of F are free. Thus A is freely generated
by the code-words.

We shall use from now on the letter I' to denote the system of elementary formulas M or one of
the formulas involved in M. If T'(Xy,...,X,,) is a formula, let Ar be the group generated by those
code-words w(,, .. .,y for which I'(2o, ..., 2p) is true:

Ar = Gp{w(z,,....20)  T(20, - - - 2m) is true}.

We introduce also the notations: A$, A7, Af

e m}l’Ai,jJ with respect to the elementary formulas. For
mstance

A7 = Gp{wis,... z) 7 = 25}

Let us prove now that if Af, A7, Aij,l’

Gp{ag’bocy’ : 20 € S}

A; ;. are benign subgroups of F', then the subgroup

has the same property.

19



Let I'y,...,I', be the elementary formulas that give the system M. Then:

(6) <= 20€ S <= Fz1,...,2m : Ty(20, ..., 2m) istrue, 1 < g <p,
and more, we shall show that
Am= () Ar,
1<q<p

that is:

Gp{w(zg,...z) * Tq(205 -y 2m) is true, 1 < q < p} = ﬂ GP{wzg, .2y Tq20,5 -+ o 2m) is true}.
1<q<p

“C” We are working only on generators. Let w., . . )€ Asm. Then T'y(20,...,2y,) is true for every
1 < ¢ <p, hence wiy,, .. ., € Ar,s 1 < q<p ie Wiy o 2)€ Nicgep Ary-

“O" Ifw € ﬂ1gqu Ar,, then w € Ap,,1 < ¢ < p. Hence w is written with the generators of Ar_ ,1 <
q < p. Since the generators w,,, . ) are free we conclude that w has the same form for all Ap  (if
not, we could establish - for two different forms - a relation between the generators w.,. .. . ) of the
involved subgroups Ar,). Hence w contains only generators wy., . ) that belong to all groups Ar,,
that is T'y(z0,...,2m) is true for every 1 < ¢ < p and so M(zo, ..., zn) is true.

We next establish the equality:

Gp{ai’bocy” : z0 € S} = Gp{Aa, a1,b1, ¢, .. .,am,bm,cm}ﬂ<ao,bo,co>.

“C” Let w = af’bocs®, z9 € S. Then w € (ag,bo,co) and there exist z1,...,2, € Z such that
M(zg,...,2m). Putting

w = ag’bocy® = ai'bicit .. .a;;”bmci;”w(ZOV.,’zm)c;Zmb;la;Z’” e b e (7)
with W, . ., € Apm we obtain w € Gp{ A, a1,b1,¢1,. .., Qm, b,y Cn )

“2” Any word of Gp{Anm,a1,b1,¢1,. .., Qm,bm, cm } that belongs to the group (ag, by, ¢o) will be written
only with the symbols ag, bo,co. Working on generators, from every word w,,, ... .)€ Am and from
the symbols a;, b;,¢;, 1 < i < m, we can uniquely construct words containing the symbols ag, by, co and
having the reduced form ag®bocg® as shown in (7). Note that these words truely reduce to ai®bocg® since
Wizg,....2)E Ar and hence M(2o,...,2,). On the other hand, every word having the form ag®bocg’
where zp € S belongs to the set of generators of the group Gp{ai’bocs® : zo € S}, hence the equality is
true.

Let us sum up: to use Lemma 9.7 we have to prove the following statements:

a) the finitely generated group F' is embeddable in a finitely presented group;

b) Gp{Am,a1,b1,¢1,...,am,bm,cn} and (ag, by, co) are benign subgroups of F.

We shall begin with b) which is easier to show. First of all, (ag, by, ¢o) is benign in F since it is finitely
generated and F is too (from Lemma 9.7 a)); in the second place Gp{Aq,a1,b1,¢1,. -, am,bm,Cm} 18
the group generated by A and by (a1,b1,¢1,. .., am,bm, Cyn) which is a finitely generated subgroup of
F and, hence, is benign. It remains to prove that A is benign and thus, from Lemma 9.7 b), we shall
get the desired conclusion.

Since Ay = ﬂ1<q< Ar, it will suffice to our goal to prove that all subgroups Ar, are benign in F'.

In what will follow we shall obtain also the result claimed above in a). Namely, we shall construct
a finitely presented group M that contains F' (or in which F' is embeddable) such that for each formula
I'y there exists a finitely generated subgroup Lr, of M with Lr, NF = qu. Note that Lr, and F' are
benign in M since they are finitely generated and, hence, Ar, will be benign in M. On the other hand,
we have Ap,C F' C M and thus Ar becomes benign in F.

We construct M in two stages:

First stage. Let

F* = <F,t0,t1,...,tm;R*>,

where R* is the set of defining relations of the form:
t;lbltz = aibici, 0 S ) S m,

and t; commutes with all the other generators of F. (8)
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We shall prove that F* is an HNN-extension of F'. Thus, to,t1,...,t,, are the stable letters and the
associated subgroups will all be equal to F', the corresponding morphisms ®; : I — F, 0 < i < m,
being given by
bi = aibici, A= )\,

where )\ is any generator of F' except b;. Note that the morphisms ®; leave unchanged all the generators
of F' except b; and this last one has as unique inverse image the element a; 1bici_1 of F'. Hence ®; are
bijective (since the generators a;, b;, ¢;, 0 < i < m, are free a;b;c; cannot coincide to one of them).

In this way we have shown that F* is an HNN-extension of F' and this completes the first stage.

Second stage. Using the above constructed group F* we shall extend it as follows: let M be the
group given by

M = <F*,pj7l,o <l<j< TTL;RM>,

where R); is the union of R* with the following defining relations holding for every ordered pair (j,1):
pjicipia = tic;,
pj commutes with all the other generators of F and with t;. (9)

We check now that M is an HNN-extension of F*. If we present relations (9) in all details, then we get:
Pyl ¢ipia = ticy,

pj*ll)\pj’l = A, where A is any generator of F' except c;,

p]7lltlpj,l =1.

We can deduce now that the associated subgroups are all equal to Gp{F,#;} and the corresponding
automorphisms (given on generators) are

(I)j,l : Gp{F7 tl} I Gp{F7 tl}

defined by ¢; — tic;, A — A, where X is #; or any generator of F' except c;.

It is clear that ®;; are bijective. It still remains to prove that both ®;; and <I>;l1 preserve the defining
relations of F* (note that @;ll brings c; into tflcj and leaves unchanged all the other generators of F’
and t;):

e the relations that do not contain c; are identically verified since both ®;; and <I>j_l1 leave unchanged
t; and the generators of F' except c;;

e the relations that contain ¢; in F' have the form t;lcjtl = ¢;. Then:

@t ejt) = Rju(t1) P50 (c;) @50 (t) = 7 (it = ety = tie; = @5,4(c5).

it et) = @5t )P (e) @5 ()
= &t et
= 7't ety
= &' ey
= t;lcj

‘I);ll (¢)-

So M is an HNN-extension of F*. Since F' is finitely generated, the set of defining relations R* will
be finite; we conclude that M is finitely generated and Rj; is finite, hence M is finitely presented.

Thus F embeds in F* and F™* embeds in M, hence there exists a subgroup of M which is isomorphic
to F. We shall identify this subgroup with F'.

Prove now that for every elementary formula there exists a finitely generated subgroup Lr, of M
such that L () F=Ar,. We shall effectively construct these subgroups. Namely we claim that:

1. L§ = Gp{wo,...0,c,0,...,0)s ts, s # i} where c is on the it" position,
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2. L:J = Gp{w(o,..‘,0)7t87titj78 # i7j}7
3. L:jJ = Gp{w(o,...,O)vtsutitlutjtlv S 7& i»j? l}v

4. Li7j7l = Gp{w(o,...,o)atmtipj,btjpi,h S 7é iaja l}a

and we shall study each of them.
1. From relations (8) we have:

T Wt =t (e tanEm L P b ay P boag agt bocgt aftbictt L aZr by e )t

_ —Zmp—1,—2 —zi(4—1p—1\ —2z; 20 20 Zi (] 4.\ Z0 z z
= ¢ b tay e Tt b a; T altbocd” L. alt (bit)el . akm by et

and
—1;-1 _ —1;-1 —1,-1
t;b; = ¢ b a; 't
bit, = tia;bic;
and thus we get:
—1 . _ —Zmh—1,—2 —zi(,,—11—1 _ —1,—1\ —z;
ti w(zo,m,zm)tz = Cmmbm Q™™ 0 G (Ci bz a; ti )ai
cadbocy .. aii(tiagbic)ct L. aZm by, cEm

—  —Zmp=l,—2zm —(zi+1)y -1 —(z:+1)
= cmbanm . b, "a,

20 20 zi+1 zi+1 z z
coeag’bocy” L oar T bie T L akm by et

W(zg,..o,zi1,2i+ 1,241, ,2m) "

Hence the conjugation by t; increases with one unit the i*" element z; of Wz,
that starting with a word wq,... 0,c,0,...,0) We can construct a word w,, .

crzm) - That means
oy Zi—15CyZ i1y Zm) conjugating by
to the initial word 2o times, then by #;, z; times etc. (no conjugation by ¢; since ¢ remains on the *"
position!).

Similarly as above one can prove that

-1 _
tiw(zow--azm)ti = W(zo,...,zi—1,2i—1,2i41,-2m )

constructing in this way the negative numbers z;.

2. Assume that i < j. From above we get: (t;t;)~! Wizg,ozm) (i) = Wizg,o zid 1,z 1y 2m) -

Thus conjugation z; times by #;t; of a word w(q,....q) will introduce 2; on the it" and j*" positions and
the initial word will become w(q,... 0,2, 0,,...,0,z,,0,...,0)- Next, the other z;” will be obtained by conjugating
zs times the last word by 5.

3. We know by now that conjugation z; times by t;¢; will introduce z; on the " and I*" positions
and then, the conjugation z; times by ¢;¢; will introduce z; on the jth and I*" positions. Finally we get
z; + z; on the ['" position, i.e. 2; = z; +z;. All the other z;, s # 1, 4,1 will be introduced by conjugation
by ts.

4. Using relations (9) we can write:

-1 . _ =1l =z p—1,—z —Zjp—1_—%; 20 20 Zjp  Zj z z .
Pil Wzgrz)Pid = Pid (G bpran™ ooc; by a7 L ag’bocy’ - oa bic) L cagbyceli) pla
_ —zZmp—1,—2m B R St P 20 20 il i Zm Zm
= by an o piT e b ey agtbocy” L a bic py . ag b
Also from (9) we get:
=1l . —1 a—=1 __ _ja o, —1
Dji g = tic; pji ¢ == 5] 5 Dj,l
and
Q. a1 o o WYY
c§ Pji = ¢ pjitic; = ... = Pj,1€5 .
Thus:
-1 . _ —Zmh—1,—2m —Zj —Rjp—1_—%; L2 NS e Zm Zm,
Pl Wz, 2Pl = Cpymbpian ot e, b ay T oalt by piacl Y ag b ey
— —2Zmph—1,—2m —Zjp—1_—%; —Zj —zip—1_—2z
= ¢ 'mb, an cee € bj a; ... Vg b, ",

21y L2L45T Zjp . R
c.artbictt, e bjcj
z. 4

A bm e

From (8) we get:
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bltf‘ = t?a?blcla
t; bt e b tay

hence

-1 ) _ —z -1, —2zm —zi (T Rin—1 TR % —Z1
Pl W(zg,oz)Pil = G bpy a ™™ g (e, 7b a7t 7 )ay
21 (475 %] Zj\ 2L
a (4 a;” biey? )¢
co.azr byl

— —ZzZmph—1,—z
= ¢ b anm ..

—(zi+2)p—1_—(zj+21) =2
m ¢ bl q, t,

zj Zitzg Zita Zm 2
Lt a) bic, s aimbpcim

B CTESL
where z;c =z, for k # [ and zl/ =zj+ 2.
Using the same method one can prove that

-1
pj,lw(zo,“.,zm)pj,l = w(zé,...,z;n)
where Z;C =z for k # [ and zl/ =2z — 7.
We conclude that for 0 < I < i < j the following equalities hold:

(tipjyl)flw(ojwo)(tipjyl) = w(o,....0,1,0,...,0) With 1 on the it" position;

(tjpz',l)_1w(0,...,0,1,0,...,0) (tjpig) = p;llw(o,...,0,1,0,...,0,1,0,...,0)]%,1 (1 on the i*" and ;" positions)

= W(,..01,0,..010,.01,0,.0 With1 on the i’ and j positions;

-1 -1
(tipj,l) w(O,‘..,0,1,0,...,0,1,0,...,0,1,0,...,0)(tipj,l) = Pjl Wo,...,0,1,0,...,0,2,0,...,0,1,0,...,0) P31

Wo,...,0,2,0,...,0,2,0,...,0,1,0,...,0) »

and so on.

Hence conjugation by t;p;; increases z; with one unit and adds z; to z; while conjugation by t;p;;
increases z; with one unit and adds z; to z;. Starting from w(q,... o) we shall finally get w(,,, ... ) with
z1 = zizj and zp = 0, k # 4,7,1 and it can be easily verified by complete induction. First step was
verified above. Suppose we have w(,....0,2,0,...,0,2:,0,...,0,2;,0,...,0) With 21 = 2;z; and we continue with the
following transformations:

Wo,...,0,2;24,0,...,0,2;,0,...,0,2;,0,...,0)  —  W(0,...,0,2;2;+2;,0,...,0,2,+1,0,...,0,2;,0,...,0)

W(0,0,...,0,zi2;+2;+2i+1,0,...,0,2;+1,0,...,0,2;+1,0,...,0) »

and we get on the ['" position the product (z; + 1)(z; + 1) of the elements laying on the i and j'*
positions.

Now we can state that every word wy., ... ., ) satisfying the elementary formula I' (hence a word from
Ar C F) belongs to Lr, i.e. Ar C F()Lr. The reverse inclusion is also true because every word from
Lr that belongs to F'is a word w.,, .. .,,) satisfying I'. Hence this word is obtained by succesive stable
letter reductions and that means wy,,, .. ., )€ Ar. This concludes the proof of the principal lemma. O

We are able to complete now the proof of the theorem. We saw that if G is a recursively presented
group, then it can be viewed as a factor group F/R, where F is a finitely generated free group and
R is a recursively enumerable normal subgroup of F. According to Lemma 9.6 we have to show that
any recursively enumerable normal subgroup of a finitely generated free group is benign. But we can
simplify the problem by working in a two-generators group: the Higman-Neumann-Neumann Embedding
Theorem states that we can embed F' into a two-generators group preserving the recursiveness of presen-
tations (see for the proof the papers by Higman or [8]). Hence, it suffices to prove that any recursively
enumerable normal subgroup N of a free group L = {(a, b) is benign in L.
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We need to precise what we mean by “set of words on the generators a and b recursively enumerable”.
We shall use again Goédel’s method, assigning to each word w € L a number v(w) and we shall say that
a set W of words is recursively enumerable iff the set of Godel numbers

D(W) = {y(w) : w € W}

is recursively enumerable.

Let the empty word have the Gédel number 0. If w is a non-empty word on the generators a,b,a~*,b~*
then (w) will be the number represented in the base 10 obtained from w by changing a,b,a=*,b~! into
respectively 1, 2, 3 and 4. For instance y(ab) = 12, y(b~1a?) = 411.

Let K be the free group (a,b,c,d, e, h) where generators a,b are the same as above. To each word
w € L we assign a code-word g,, € K defined by:

G = whe" (W) der(w),

Consider
H = Gp{gw : wis a word on a,b,a™*, b~}

the subgroup of K generated by all the g,’s. Note that H is freely generated by the set of all g,’s.
Indeed, there are no reductions in a product of the form gu,, g, O Gu, g;zl since, in the first case, gy,
ends on e"(¥1) while wy is written only on a,b,a”!,b~! and, in the second case, two different words
w1, wy have different Godel numbers and hence 71 cannot reduce with e=7(®2). Therefore we have
no relation between the generators g,,, i.e. they define a system of free generators for H.

Denote by IV the subgroup generated by a subset X of L and assume that X is recursively enumerable.
Our task is to prove that N is benign in L.

Let Y = Gp{h,a,b,c'de’ : i € T'(X)}. Since a,b,c,d, e, h are free, Y is free generated in K and more,
we can show that:

N = Gp{H (Y. h,c.d,e} (| Gp{a,b} in K.

“C” N C Gp{a,b} for X C L. It remains to prove that Gp{H (Y, h,c,d, e} is a subgroup of K
which contains X. Thus, if w € X, then we can put:

w = whe' W de? @) =@ == (W p=l e o, = g, [he (@) dey(w)]~1

with y(w) € T'(X), hence w € Gp{H(Y,h,c,d,e}. Since N is defined by the intersection of all the
subgroups of K that contain X we conclude that “C” holds.

“2” Let w € Gp{H(Y,h,c,d,e}. Then w € Gp{a,b} iff all h,c,d,e reduce. But any gen-
erator of H(Y is a code-word g,, with v(w) € I'(X) (i.e. with w € X) and thus every w €
Gp{H (Y, h,c,d, e} () Gp{a,b} has the form w = g, [hc?’®)de? )] =1 with w € X.

Now we have to prove that IV is benign in K. From Lemma 9.7, it suffices to show that H and Y
are benign in K.

If we put Y = Gp{(h,a,b), (c'de’,i € ['(X))} from the same lemma we have to show that (h,a,b)
and (c'de’, i € T'(X)) are benign in K. Thus, (h,a,b) is benign in K since it is finitely generated;
(c'de’, € T'(X)) is benign in (c, d, e) for we have X recursively enumerable and hence I'(X) is recursively
enumerable and the conditions of the lemma are fulfilled. It remains to prove that (c'de’,i € T'(X)) is
benign in K too.

We shall use the HNN-extensions and for this we denote A = (c'de’,i € I'(X)) and C = (c,d,e).
Since A is benign in C' (Lemma 9.7) then

Ca = (C,t;t (c'de")t = c'de’,i € T(X))
embeds in a finitely presented group M; while
KC = <K78; silgs =g,9¢€ {67 da 6}>

embeds in finitely presented group Mos.
Let P = (My %« My;C = C). In order to show that A is benign in K we shall prove that

Ka = (K,x;2 (c'de")x = c'de’,i € T(X))
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embeds in P. For that, define ® : Ky — P by x — ts, y — y, where y € {a,b,c,d,e, h} and thus we
get an isomorphism between K4 and the subgroup Gp{K,ts} of P. We need to verify that ® preserves
the defining relations:

Oz (clde)x) = @(271)B(c)P(d)P(")P ()
s~ (cldeYts

= st (cdeMt]s

= s !(c'de")s (in M)

(s~ c's) (s rds) (s ets)
= c'de’ (in M>)
= (") (d)2(e")
= ®(c'de").
Thus K4 is isomorphic to a subgroup of the finitely presented group P. (Note that P is finitely
presented since it is defined as a free product with amalgamation and the amalgamated part C'is finitely

generated.) It results that A is benign in K. Now we can state that Y is benign in K.
We have also to prove that H is benign in K. For this, let

K* = (K,t\, X € {a, b,a_l,b_l};R*>

where the set R* of defining relations is given by:

tylaty = a,

ty'bty = b,

t;lctA = 0107

titdty = Nder™,
tilety = €',

ty'hty = A,

with A € {a,b,a=1,b71}.

One can easily see that if we define ®) : K — Cy by a — a, b b,c— 9 d— dNVde?V | e -
e, h — Ah, where A € {a,b,a',b71},C\ = (a,b, h,c'?,e'0, 7N de?™) then K* becomes an HNN-
extension of K with stable letter A and associated subgroups K and C'.

Using the relations that define R* we can prove that:

(x) If w = A1 A2... )\, is a word on generators a,b,a~!,b~%, then

oty hdty, Lt = g

(%*) If w = u) is a word ending in the letter A with A € {a,b,a=!,b71}, then
trguty' = gu-
Thus we have:

ot hdt, s, = G (e ) (8 ) -t

=t AR (@R de My Lty
= ity h ety

= Mty (Rt ) () e (1) ) () et ) Lt
= )\175;7} o Aghc YA 7 (A2) g1 (A2) (107 (A1)

n

,\3...t)\n.

One can easily check that since t;lcb\ = ¢!9, then t;lco‘b\ = %% for every a € IN and the same relation
is also true for e.
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Also note that if w = A1...\,, then by definition we get:
yw) =M1 ... ) = 10"y (A1) + 10" 2y (Ag) 4+ ...+ 10y A1) + (M)

in the base 10.
Continuing the calculus of t;nl . .t;llhdm1 ...ty, using the same technics as above it follows:

St hdty s, = Mg Aty TR O ) g0 ) ey )y

n

AL Ahet0 T YO A 107 A ) 1) g 107 Y An) F 4107 Anm ) +7 (W)

wh W deY™) =g, .

Thus (%) is true.
In order to prove (%*), consider w = uA and then

taguty !t = taulheY N de? N = g (Erh) N ded VT = uANT Ry YN der (WML

On the other hand we have:
y(uX) = 10y(w) + (A) in the base 10

and
-1 « _ 10« 10 __ .«
ty ¥ty =c Y=tyc Y = ¥y for every a € IN,

and we get
t)\clov(UH“/(/\) = txcloA’(“)cA’(/\) = Cw(u)tx\cv()\)'

Note that the analogous relations hold for the generator e.
Hence we can write:

taguty ! = uh? Wiy, NdeY Nt = uhd Wiyt det !t = uhe?Wde?™ = g,

Now we claim that in K*
H = Gp{hd,tx, X € {a,b,a”" b }} [ K. (10)

If we establish this equality we can see that H is the intersection of two finitely generated subgroups of
K*, hence they are benign subgroups and from Lemma 9.7 H will be benign in K*. Since H C K C K*
it follows that H is benign in K.

Thus the subgroup N of L generated by a recursively enumerable subset X is benign in K, and since
N C L C K, N will be benign in L. This will conclude the proof of the theorem.

The last part of the proof that remains to be done is to establish the equality (10).

“C” Let g, € H be a code-word of an element w on the generators a,b,a™!,b~! hence w = A\ ...\,
with \; € {a,b,a=1,b71}, 1 < i < n. From (x) we deduce that g, € Gp{hd,tx,\ € {a,b,a"t,b"1}}.
Since H C K it is clear that g,, € K and hence “ C” is true.

“D” Let T € Gp{hd,tx,\ € {a,b,a1,b=*}}K. T € K means that no stable letter of K* is
contained in T. There will be a sequence of succesive reductions of the stable letters ¢) and namely, we
denote by Ty =T, T1,...,T, a sequence of words such that every T;;; is obtained from 7T; by a single
stable letter reduction and T;,, contains no stable letters.

Consider z a subword of T; between succesive occurrences of the stable letters, that is T; = Sltf\ztisg
where z contains no ty. Note that the defining relations of K* require €6 = —1 and A = p. In that case
T; will contain sequences of the form t;lzt y and tAztgl.

We prove that if z € H then t;lztA € H. For T = T, the statement is true since the subwords z
between two succesive occurrences of ¢y are generated by hd and hence, from (x), we have:

5 (hd) s = (£ (hd)tn) (£ (hd)ty) ... (5 (hd)ty) = g € H.

o times

For T;, if z is any word of H, z = g}, ... g5, € € {—1,1}, 1 <i < n, we have:

g gt = (g ) - (£ g ).

Since w; = i, ... Aiy, with A;, € {a,b,a*,b71}, 1 < j < k, we deduce that each sequence ¢y ' g5 tx
from the above product can be written as follows (see (x)):
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gty = G0Nt Rt )t = (] hdt Lt 1) = g

and we get
€1

tytety = Gn- o € H.

If the sequences t Aztgl with z € H reduce also to elements of H, then it is clear that T,,, after all these
reductions, will be a product of elements belonging to H. Since H is a subgroup 75, will be an element
of it.
Consider z € H, z = g}, ...gq, € € {—1,1}, 1 <i < n, and there are no succesive g,, and gt
Note that we can put
2= (wlhcv(wl)dev(wl))el o (wnhcv(wn)dev(wn))en

and the sequences (¢7(*)de?(*))¢ do not reduce.

On the other hand, if z € H C K, the image of z through the isomorphism @, will belong
to Cy (the subgroup associated to K in the HNN-extension K*). Since C) is freely generated by
h,a,b,c'0 e YN der) (see the defining relations of R*) we conclude that z € C) iff the power expo-
nents of ¢ and e are congruent modulo 10 to 0 or +7y(A). Thus

~(w;) = 0(mod10)

or
(y(w;)) = +v(N)(mod10), 1 <i < n.

If w = w is a word ending on A then v(w) = 10v(u) + v(A) and hence y(w) = v(A\)(mod10). It
results that z € Cy iff all words w; (whose code-words g¢,,, determinate the element z) end on A. In the
same time, for any other letter 5 # A, the congruences v(83) = v(A\)(mod10) and v(8) = 0(mod10) are
false (the definition of the function ~ says that v(a) € {1,2,3,4} with a € {a,b,a=1,b71}). If all w; end
in A we can write w; = u; A and using (*x)

tazty = (gt ) o (g 1) = (EaGunty D) - (flaGuwn ty ) = g5 .. g5

and finally t,\zt;1 € H. O
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