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CONVR History

The International Conference on Construction Applications of Virtual Reality was initiated by
Prof. Nashwan Dawood. The first CONVR was held in Teesside, Middlesbrough, UK in 2000.
The conference focuses on the fields of Virtual Reality (VR) and Augmented Reality (AR) which
are forward-looking technologies that enable considerable benefits in all stages of the
Architecture, Engineering and Construction (AEC) process, from initial planning and conceptual
design to facility management and operations. Over the last 18 years the conference has been
held all around the globe and sponsored by major software and engineering companies:

e CONVR2017 (as part of JC3) in Crete, Greece
e CONVR2016 in Hong Kong, China

¢ (CONVR2015 in Banff, Alberta, Canada

e CONVR2014 in Sharjah, UAE

e CONVR 2013 in London, UK

e CONVR 2012 in Taipei, Taiwan

e CONVR 2011 in Weimar, Germany

e CONVR 2010 in Sendai, Japan

e CONVR 2009 in Sydney, Australia

e CONVR 2008 in Kuala Lumpur, Malaysia
e CONVR 2007 in Pennsylvania, USA

e CONVR 2006 in Orlando, USA

e CONVR 2005 in Durham, UK

e CONVR 2004 in Lisbon, Portugal

e CONVR 2003 in Blacksburg, USA

e CONVR 2001 in Chalmers, Sweden

e CONVR 2000 in Teesside, UK

CONVR2018 Keynote Speakers

Prof John Messner, Penn State University, USA
John Messner is a professor of architectural engineering. He has
special research interests in advanced visualisation technologies for
construction design. He is the director of the Computer Integrated
Construction (CIC) Research Program at Penn State

Prof Nashwan Dawood, Teeside University, UK

Nash is the Director of the Technology Futures Institute, through
which the engineering, science and technology research at Teesside
University in UK is structured and supported. His research and
consultancy has ranged from sustainable construction to 4 & 5D
modelling and VR
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A TRANSFER LEARNING METHOD FOR DEEP NEURAL NETWORK
ANNOTATION OF CONSTRUCTION SITE IMAGERY

Nipun D. Nath, Theodora Chaspari & Amir H. Behzadan
Texas A&M University, College Station, TX, USA

ABSTRACT: Digital images are extensively used to increase the accuracy and timeliness of progress reports,
safety training, RF1Is, productivity monitoring, and claims and litigation. While these images can be sorted using
date/time tags, the task of searching an image dataset for specific visual content is not as trivial. In pattern
recognition, generating metadata tags describing image contents (objects, scenes) or appearance (colors, context)
is referred to as multi-label image annotation. Given the large number of construction imagery, it is desirable to
generate image tags automatically. Previous work has applied pattern matching to synthetic images or images
obtained from constrained settings. In this paper, we present a deep learning (particularly, transfer learning)
algorithm to annotate construction imagery from unconstrained real-world settings with high fidelity. We propose
a convolutional neural network (CNN) which takes RGB values as input and outputs the labels of detected objects.
This CNN is pre-trained on the ImageNet dataset, and re-trained using construction images retrieved with web
mining techniques and labeled by human annotators. Testing the trained model on previously unseen photos yields
an accuracy of >90%, indicating the high sensitivity and specificity of the designed methodology in reliably
identifying the contents of construction imagery.

KEYWORDS: Deep Learning, Transfer Learning, Convolutional Neural Networks, Construction Photos, Image
Annotation, Web Mining, Object Recognition.

STREAM: Sensing and Al (Stream 2).

1. INTRODUCTION

Construction site imagery is valuable for creating progress reports, request for information (RFI), and safety
training, productivity monitoring, and claims and litigation. In the advent of digital cameras and, in recent days,
drones, digital images can be readily captured from the construction site and used to increase accuracy and
timeliness of those reports. However, most often, the images are large in number and contain only date/time and,
in some cases, geolocation tags. Therefore, retrieving a particular set of images, from a larger collection, based on
specific visual contents is a non-trivial task. Only if the images are stored in a structured and organized way, for
instance, with metadata tags describing the contents (e.g., objects, scenes) and/or the appearance (e.g., color,
context), the time and complexity of retrieval become significantly reduced. However, given a large number of
construction site images, manual tagging is time-consuming and effortful, rendering the automatic generation of
metadata an appealing solution.

In pattern recognition, generating metadata tags is referred to as multi-label image annotation. Recent studies have
made a significant progress in annotating image, i.e., recognizing objects from digital images (Krizhevsky et al.
2012; Simonyan and Zisserman 2014). However, the majority of the studies aimed at recognizing everyday
objects/animals, particularly, because of the large number of publicly available datasets. On contrary, there is a
limited number of publicly available dataset that contains useful construction site images. Despites, there are
studies that designed and tested methodologies for recognizing construction equipment, e.g., excavators (Zou and
Kim 2007), and materials (Brilakis and Soibelman 2008) in digital images. However, while these methodologies
follow an extensively careful design of features, only a few studies utilized deep-learning based automatic feature
extraction methods using real-world data (Ding et al. 2018; Kolar et al. 2018; Siddula et al. 2016). Although deep
learning methods have achieved significantly promising results in image recognition for the larger dataset, transfer
learning is more convenient when dealing with smaller datasets. In this approach, a model pre-trained with a larger
dataset with different labels (but from the similar domain) is retrained with some constraints for a new (generally,
smaller) dataset (Oquab et al. 2014). Despite potential differences with respect to the image input space and the
final class labels, this approach, generally, yields a better result (Oquab et al. 2014). Therefore, in this paper, a
deep and transfer learning-based methodology is proposed that can annotate construction imagery from
unconstrained real-world settings with high fidelity. Particularly, a convolutional neural network (CNN) is
proposed which takes RGB values of an image as input and outputs the detected object. The CNN is trained using
construction images that are automatically retrieved using web mining techniques and labeled by human annotators.
Finally, the CNN model is tested on unseen photos through a validation framework.
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2. LITERATURE REVIEW

With the increase in quantity and quality of photos and videos taken from construction sites, more attention is
being drawn to streamlining the process of automatically extracting content from digital imagery through
object/material detection. For example, Zou and Kim (Zou and Kim 2007) utilized HSV (hue, saturation, and
value) color space of images to identify excavators in construction photos. In particular, they used the threshold of
saturation as a feature to distinguish a relatively colorful excavator object from the dark soil or white snow
background. Brilakis et al. (Brilakis et al. 2005), and Brilakis and Soibelman (Brilakis and Soibelman 2008)
proposed a method to detect shapes in an image, and identify corresponding material types (e.g., steel or concrete)
within the texture of the detected shape region. Wu et al. (2009) employed Canny edge detection and watershed
transformation methods to detect the edges of an object (e.g., columns in an image), and applied object
reconstruction to locate and quantify objects (e.g., number of columns). Kim et al. (2016) used scene-parsing and
label transfer to match a target image with a number of labeled images, find candidate images that match more
closely, and transfer labels from candidate images to the target image.

Recent work has also utilized machine learning (ML) algorithms to automate the process of object recognition in
construction site imagery. For example, Chi and Caldas (Chi and Caldas 2011) used Naive Bayes (NB), and neural
network (NN) classifiers to detect workers, loaders, and backhoes. Son et al. (2014) used a voting-based ensemble
classifier combining several base classifiers such as support vector machine (SVM), NN, NB, decision tree, logistic
regression, and k-nearest neighbor (KNN), to identify construction materials (e.g., concrete, steel, and wood) in
an image. Dimitrov and Golparvar-Fard (Dimitrov and Golparvar-Fard 2014), and Han and Golparvar-Fard (Han
and Golparvar-Fard 2015) used one-vs-all multi-class SVM to classify major construction materials (around 20

types).

The majority of the aforementioned methodologies, however, requires the extraction of handcrafted image features
that are particularly relevant to the given classes (Kolar et al. 2018). However, for content-rich imagery such as
construction photos that contain a large number of highly diverse objects or cover a large visual field under a
variety of environmental conditions (e.g., lighting, landscape, etc.), automatic feature extraction methods such as
convolutional neural network (CNN) and histogram of oriented gradients (HOG) are more advantageous because
of their ability to self-learn features from a given dataset (Kolar et al. 2018). Particularly, CNN has achieved
outstanding results in image classification by overcoming the challenge of enormous computational power
demanded by traditional NN (LeCun et al. 1998). A good example of CNN can be found in LeCun et al. (LeCun
et al. 1998) which involves recognizing handwritten digits in an image. Other recent studies include but are not
limited to classifying 1.2 million images (ImageNet dataset) into 1,000 different classes (various everyday
objects/animals such as French fries, printer, umbrella, dog) (Krizhevsky et al. 2012; Simonyan and Zisserman
2014).

Within the construction domain, there are several studies that have used CNN for visual analysis of images and
videos, mostly for construction safety. For example, Kolar et al. (Kolar et al. 2018) used CNN to detect safety
guardrails in site photos. Siddula et al. (Siddula et al. 2016) combined the Gaussian mixture model (GMM) with
CNN to detect objects of interest in images taken from roof construction sites. Ding et al. (Ding et al. 2018)
integrated the long short-term memory (LSTM) model with CNN to recognize unsafe behaviors of construction
workers (e.g., climbing a ladder) in video frames. However, to date, there is a limited number of studies that have
investigated the potential of CNN in classifying common construction objects for general applications. Therefore,
this research aims at developing a CNN-based methodology to annotate construction site imagery with predefined
labels (e.g., building, construction equipment, and construction worker).

3. CONVOLUTIONAL NEURAL NETWORK (CNN) AND TRANSFER LEARNING

Similar to the traditional NN, CNN consists of a series of layers (i.e., input, hidden, and output layers). However,
in CNN, the first few hidden layers are convolutional layers where convolution and pooling operations take place
(LeCun et al. 2015). Each convolution operation outputs a numerical value by applying a filter (i.e., a matrix of
weights) to a sub-region of an image (Kolar et al. 2018). A sample convolution operation involving a 3 X 3 filter
is shown in Fig. 1(a). A pooling operation, on the other hand, is performed to merge semantically similar features
into one, thus reducing the size of the image (a.k.a., sub-sampling) (LeCun et al. 2015). Fig. 1(b) illustrates max-
pooling, one of the most commonly used pooling operations, where a 2D image is divided into fixed-sized sub-
regions (i.e., kernels) and the maximum value in each sub-region is passed to the next layer. The remaining hidden
layers are fully-connected layers that are similar to traditional NN. Of note, while working with small training data,
to prevent overfitting, some hidden units are often randomly turned off (a.k.a., dropout) (Hinton et al. 2012).



Proceedings of the 18th International Conference on Construction Applications of Virtual Reality (CONVR2018)

Fig. 1: Example of (a) convolution operation performed with 3 X 3 filter and (b) max-pooling operation performed
with a 2 X 2 filter.

For a particular dataset, a CNN model can be trained from scratch. However, to achieve optimal results, a large
amount of training data coupled with the proper selection of optimal hyperparameters (e.g., number of layers,
number of nodes in each layer, filter size, number of epochs, learning rate, and dropout) is required which might
take substantial amount of time for training (Kolar et al. 2018). One way to overcome this challenge is to perform
transfer learning, i.e., using a CNN model (e.g., GoogleNet, AlexNet, VGG-16) that is pre-trained with a different
but related dataset, and re-training some parts of the model with the desired dataset. Building upon previous studies
that have found significantly better and consistent performance using transfer learning (Oquab et al. 2014; Shin et
al. 2016), in this research, the authors have used a pre-trained model, i.e., VGG-16, which is trained on ImageNet
dataset (Simonyan and Zisserman 2014).

4. METHODOLOGY

The overall framework of the designed methodology is shown in Fig. 2 and discussed at length in this Sections.

Fig. 2: Overall framework of the methodology.
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4.1 Image collection and labelling

To obtain sufficient training data for the classifier model, a substantial number of images that contain specific
visual contents need to be acquired. One of the most effective tools to achieve this goal is publicly available image
search engines which contain a large number of images corresponding to one or more keywords (Fergus et al.
2005). The Google image search database is of particular interest to this research as it contains a relatively large
number of images (Deng et al. 2009), and can provide more relevant images with higher ranks (Fergus et al. 2005).
In this work, the following keywords are used when searching for mages in Google: 1) building under construction,
2) construction equipment, 3) construction worker.

When an image is retrieved, Labelbox (“Labelbox” n.d.) is used to label it as containing one of the three possible
classes, namely “building”, “equipment”, or “worker”. It must be noted that some of the retrieved images could
be visually unrelated (Fergus et al. 2005), or manipulated (e.g., the background of construction equipment is
removed). In order to obtain a clean image dataset, such irrelevant and manipulated images are labelled as

“irrelevant” during the labeling process, and disregarded when preparing, training, and testing the dataset.

For the VGG-16 model, the input image must be of a square size. Therefore, any rectangular image is further
cropped into a group of square images that cover the entire visual field of the original image while being
equidistantly distributed along the longer dimension of the original image. An example is shown in Fig. 3 where a
portrait rectangular image is cropped into three square images. The number of cropped images is determined based
on the smallest integer number greater than or equal to (i.e., ceiling of) the ratio between the longer and shorter
dimensions of the original image. Next, all cropped images are resized to 128 X 128 images using the bicubic
interpolation method (Zhang et al. 2011).

Fig. 3: Example of cropping a rectangular image into a group of square-sized images.
4.2 Architecture of the CNN

The designed CNN consists of one input layer (i.e., 128 X 128 images), 18 VGG-16 layers, 2 fully-connected layers,
and one output layer (e.g., labels or tags) as shown in Fig. 4. The VGG-16 layers are comprised of a series of
convolutional and max-pooling layers with a total number of 14,714,688 pre-trained weights. In the convolutional
layers, convolution is performed using a 3 X 3 filter with a stride of 1 pixel that preserves the size of the image.
However, in the pooling layers, max-pooling is performed using a 2 X 2 filter with a stride of 2 pixels that reduces
the size of the image by half in each direction. The outputs of the last VGG-16 layer are connected to a flattened
layer consisting of 8,192 nodes, which is fully-connected to the next layer of 256 nodes (the number of nodes in
the layer is selected based on empirical observations). In this layer, a dropout operation is performed with 50%
probability, i.e., during each iteration of the training session, 50% of the nodes are randomly excluded from weight
updating. Together, the two fully-connected layers contain 2,097,408 (i.e., 8192 X 256) weights. The last hidden-
layer is connected to the output layer which yields a vector represented as “one-hot encoding” (Marinai et al. 2005).
In this encoding, each element of the vector represents one class and can have a value of either 1 (i.e., the input
image belongs to that class) or 0 (i.e., the input image does not belong to that class). Finally, the rectified linear
unit (ReLU) non-linear activation function is applied to the output of each hidden layer, both convolutional and
fully-connected layers, to accelerate the convergence (Krizhevsky et al. 2012).
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Fig. 4: Architecture of the CNN model.
4.3 Training and validation of the model

In this study, ~80% of the collected images is randomly selected for training the model, and the remaining ~20%
is set aside to validate the trained model. The training phase is performed in two steps. First, all weights of the
VGG-16 layers are frozen from updating, and only the weights of the fully-connected layers are updated using the
training dataset. This step allows the CNN model to learn to classify the new set of classes without forgetting the
filters learned from the pre-trained dataset. In this step, weights are optimized using the RMSprop optimization
algorithm (Tieleman and Hinton 2012). Next, the training dataset is fed to the model again and weight values of
the last three convolutional layers and two fully-connected layers are updated using the stochastic gradient descent
(SGD) algorithm (Bottou 2010) with a slow-learning rate (the hyper-parameters, e.g., learning rate = 10, and
momentum = 0.9, are empirically selected). This step is referred to as “fine-tuning” and allows the previously
frozen layers to adapt to the new dataset without drastically changing their weights. Finally, for model validation,
the validation dataset is tested on the trained model, and the model performance is measured using accuracy,
precision, and recall.

5. DATA DESCRIPTION

From a total of 2,686 images that are initially retrieved from Google, 2,103 most relevant images are chosen for
training and testing the designed CNN. These relevant images are cropped into a total of 4,144 square-sized images
following the technique previously laid out. From these images, 3,392 images (~80%) are used for training and
752 images (~20%) are used for validation. As described earlier, the image dataset contains three labels: 1) building
(building under construction), 2) equipment (various construction equipment such as excavator, truck, bulldozer,
loader, dozer, and crane), and 3) worker (construction worker). The distribution of the number of samples per class
label is shown in Fig. 5. As shown in the Figure, 1,575 images contain the “building” label, 1,426 images contain
the “equipment” label, and 1,143 images contain the “worker” label.

Fig. 5: Distribution of the number of samples per class label.
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6. RESULTS AND DISCUSSION

The proposed CNN model takes an RGB image as input, generates intermediate features through a series of
convolution and max-pooling operations, passes the features to the fully-connected layer, and outputs the
probabilities of the image to belong to each class. The intermediate features for a randomly selected image labelled
as “building” are shown in Fig. 6. The figure shows that the model finds background sky and edges of the building
useful features to detect the building with high probability. The performance of the proposed model on the test
dataset is summarized in Table 1. Also, classification rates of the proposed model are demonstrated in the confusion
matrix of Fig. 7. Table 1 shows that all classes are predicted with ~90% accuracy by the proposed model. Also, the
average accuracy, precision, and recall (both weighted and unweighted) are all >90%. However, the precision of
recognizing buildings (i.e., 89.1%) is slightly lower than the other two labels, an indication that there is a relatively
lower chance that an image recognized as building by the model actually contains building(s). Similarly, the recall
of recognizing a worker (i.e., 88.7%) is relatively lower than the other two labels, i.e., the model has relatively
higher tendency to misclassify an image containing worker as one containing building or equipment. To establish
a baseline for results, the authors also conducted a parallel investigation in which a CNN model was built following
a similar architecture as CifarNet (Shin et al. 2016) and trained from scratch using an identical dataset as described
earlier in this paper. This model (referred to as “baseline model” in Table 1) yielded an accuracy of ~83%, which
is ~8% lower than what was ultimately achieved using a pre-trained model (i.e., transfer learning).

Fig. 6: Visualization of intermediate features.
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Table 1: Performance metrics of the trained CNN model.

Proposed Model ? Baseline Model ®
Class Accuracy  Precision Recall Accuracy  Precision Recall
Building 95.2% 89.1% 95.2% 95.5% 78.3% 95.5%
Equipment 89.5% 92.6% 89.5% 77.4% 87.7% 77.4%
Worker 88.7% 94.0% 88.7% 73.8% 88.9% 73.8%
Unweighted Average 91.1% 91.9% 91.1% 82.3% 85.0% 82.3%
Weighted Average 91.2% 91.3% 91.2% 83.2% 84.1% 83.2%

2 VGG-16 fine-tuned on target data, with two fully-connected layers.
b CifarNet trained from scratch on target data.

Fig. 7: Confusion matrix of the labels predicted by the proposed model.

The reasons behind the proposed model’s misclassifications can be better understood from Fig. 8, where the
confusion matrix is shown with a few randomly selected sample images. First, it can be seen that most of the
misclassified images contain multiple visual cues. Particularly, some that are detected as “building” also contain
equipment or worker (or both) in the foreground, obscuring the building in the background. However, the model
detects the object in the background that occupies major proportion of the field of vision, rather than the
equipment/worker in the foreground, not complying with the labelers’ subjective judgement who had labeled those
images as “equipment” or “worker”. This justifies the reason behind lower precision in detecting buildings in the
image dataset.

Fig. 8: Visualization of the confused labels.
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On the other hand, construction workers are omnipresent and constantly in move in construction sites especially
in the vicinity of buildings or equipment (or both). Therefore, some of the images labelled as “worker” may also
contain building and/or equipment. Moreover, the visual footprint of a worker (portion of the image occupied by
a worker) is relatively much smaller than buildings or equipment (e.g., truck, dozer). Thus, the model, having
higher tendency to detect objects with larger visual footprints, may inadvertently mislabel such images as “building”
or “equipment”, reducing the recall of detecting workers.

Despite these issues, the performance of the designed CNN model is still very comparable with the state-of-the-
art methodologies. For example, Kolar et al. (Kolar et al. 2018)’s CNN model detects safety guardrails in images
with 86% accuracy (precision = 94.9%, recall = 76.1%). Siddula et al. (Siddula et al. 2016)’s combined
GMM-+CNN model detects objects with 96.67% accuracy from roof construction site imagery. Ding et al. (Ding
et al. 2018)’s CNN+LSTM hybrid model recognizes unsafe climbing of workers with 97% and 92% accuracy,
while classifying the behavior with two and four labels, respectively. Son et al. (2014)’s SVM model identifies
construction materials with 91.68% accuracy. Han and Golparvar-Fard (Han and Golparvar-Fard 2015)’s multi-
class SVM can classify different construction materials with 92.4% accuracy on average.

Of note, the accuracy of a CNN model and the computational time are in hyperbolic relationship, i.e., a slight
increase in the accuracy will cost a significant amount of computational burden (Canziani et al. 2016). For example,
while the average precision of VGG-16 is 2 times higher than HOG model, the latter processes 872 times more
pixels per second than the former (Suleiman et al. 2017). However, recent research on optimizing hardware to
accelerate CNN-based algorithms promises that with specialized hardware CNN models can be applied with
similar computational complexity as hand-crafted feature-based algorithms (e.g., HOG) (Suleiman et al. 2017).

7. CONCLUSIONS AND FUTURE WORK

In this paper, a deep learning-based method is proposed which can automatically recognize scenes (e.g., building
under construction) and objects (e.g., construction equipment, construction worker) from RGB images. The image
dataset is automatically retrieved from Google image search database using web-mining technique and manually
labeled by human annotators. Then, a transfer leaning method is used where a CNN model, VGG-16, is utilized
which is pre-trained with 1.2 million images containing 1,000 class labels. Two fully-connected layers are added
with the VGG-16’s convolutional layers and weights are updated through training and fine-tuning the model with
construction image dataset. The CNN model is tested on unseen photos and it recognizes the class labels with
91.1% accuracy (91.9% precision, and 91.1% recall). Also, it was found that most of the misclassified image
contained multiple objects.

The performance of the proposed method is comparable with the contemporary methods of recognizing
construction objects and materials. The proposed method can be applied to automatically generate tags for
construction site imagery which would be helpful to readily retrieve particular images based on visual cues. In the
future, the dataset will be expanded to generate more class labels (e.g., different equipment types). Also, multi-
task learning algorithms will be applied to the dataset to detect multiple objects in a single image. Moreover, the
annotation algorithm will be further improved to automatically generate natural language-based tags (a.k.a.,
captions) describing the scene contained within each image.
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AR FOR DATA INTENSIVE WORKFLOWS

Dr Dermott McMeel
School of Architecture and Planning, Faculty of Creative Arts and Industries

ABSTRACT: This paper reports on research investigating how new and emerging technology disrupt the design
and making processes. This project uses the Microsoft Hololens platform to offer new opportunities for overlaying
virtual data on real-world components during construction processes. This project explores both automated
robotic construction, automatic recognition of building components and overlay of additional, relevant data. The
use of data and knowledge-bases to assist with decision making is well documented. We are in an increasingly
data intensive world, however benefits are only possible if pertinent data can be drawn upon and meaningfully
visualized. Data, is not benign, what, where and how data is presented is key to positively (or negatively) impacting
a process or decision. Composite materials present an interesting test case in that they can look perfect but contain
hidden structural imperfections. Previous research has created technology demonstrators to gather structural data
on composite panels. This phase of the research explores novels techniques for panel recognition and data
visualization within the design and construction process. During this phase of the research we design and
robotically assist construction of an 'igloo’ structure from composite panels. We investigate novel techniques for
panel handling, recognition and data visualization within the design and construction process.

KEYWORDS: Hololens, Augmented Reality, Digital Fabrication, Design, Data, Visualization

1. INTRODUCTION

Using data to help shape the built environment is not a new phenomenon, the use of environmental information to
inform building decisions can be found in Vitruvius’ ‘The Ten Books of Architecture’ in the first century BC (Pollio
and Morgan, 1960; McEwen, 2003). However, we currently find ourselves in a maelstrom of data, thanks to the
Internet of Things (IoT) and the proliferation of digital infrastructure and connected devices. Virtually everything
we do on mobile devices can be tied to a place and time. A google search will reveal dozens of city ‘dashboards,’
which store and stream data from sensors deployed across the world. If we consider data and its connectedness a
utility, like many new utilities, it is initially ad-hoc with different often uncoordinated providers (Graham, 2002)
and the infrastructure that sits behind it is thus contested. Some initiatives are driven from the top-down, funded
by multinational corporations focused on monetizing the infrastructure (Romm, 2015). Others are bottom-up
community initiatives like The Thing Networks, creating community sponsored infrastructure. In different ways
both are interested in the creation of new value through data, something that Speed and Oberlander are
interrogating through Design Informatics (Speed and Oberlander, 2016). Although there is a history of using
information to inform decision making in regard to the built environment, I suggest we are entering a profoundly
different epoch. One where the quantity, quality and granularity of information available on the built environment
is unprecedented in human history. The challenge is not necessarily finding data, it is the creation, encoding and
reproduction (or visualization) of data at a time and place which is meaningful and useful. The construction process
has, historically, been resistant to innovation and new technology, and it is reported that approximately 80% of
technology implementations and innovations do not persist beyond trials within the construction environment
(Peansupap and Walker, 2005; McMeel, 2009). It is suggested this is because the construction environment is —
partially at least — highly dynamic if not chaotic (McMeel and Coyne, 2004; McMeel, Coyne and Lee, 2005). It
is contingent on weather, it is necessarily dirty and dusty, both of which are highly problematic for technology.

However, the use of technology and data in architecture and construction is not a new challenge or innovation. It
can be traced back to the 1400's when the Architect and Artist Alberti was pioneering numeric encoding of
graphical information (Carpo, 2011, p. 54). Alberti was primarily attempting to facilitate the reproduction of his
complex and detailed map of Rome, the Discriptio Urbis Romae' (Carpo et al., 2007). Alberti realized there was
value in enabling and allowing the sharing of his map. Thus, he created a device and a numerical annotation system
that would allow anyone to accurately locate key locations within Rome on a surface. This would make it
considerably easier to accurate locate points and create an accurate scaled visualization that was geometrically
superior to anything currently in existence. Returning to the subject of this paper what we have in Vitruvius and
Alberti is part of a historical continuum that recognizes the value of data as well as the development of technology
and machines for its encoding and visualization.

Augmented Reality (AR) is part of this continuum of innovation and presents new possibilities for sharing,
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reproducing and visualizing data. Research elsewhere has been exploring the potential for AR using iPads to
augment construction drawings and navigate virtual spaces (Amor et al., 2012; McMeel and Amor, 2013). But
data and the infrastructures through which it flows has come under scrutiny from various geographers, economists
and theorists that claim it influences our decision-making (Schon, 1979; Massey, 1994; Thrift, 2005). The
challenge becomes how to use it in a meaningful way. Buildings, during their construction and operational lifecycle
generate copious amounts of data (Burry, Burry and Davis, 2011). Although the software systems are often closed
which significantly limits data sharing and innovation (McMeel and Amor, 2012).

The research covered in the following sections documents the robotically assisted construction of an 'igloo'
structure from composite panels. The project is a collaboration between the Centre for Advanced Composite
Material and the Faculty of Creative Arts and Industry, both located within the University of Auckland in New
Zealand. During the construction process we want to visualize structural data onto the real-world composite
components before they are fixed in place. The aim of the research is to investigate techniques for inserting
valuable data in complex assembly processes to help improve decision making and reduce error within those
processes.

2. BACKGROUND

The construction industry has a checkered past with regards to productivity. When compared to improvements in
the manufacturing and finance sectors, construction appears relativity unchanged in the past 30 years (Ruddock,
2006; Bock and Linner, 2009; McMeel, 2009). There have been various attempts to address this, in the UK alone
two major reports influenced revisions to construction procurement practice in 1990's (Latham, 1994; Egan, 1998).
The results were mixed, some selective implementation of the recommendations did solve a number of preexisting
problems. However, the changes to procurement most notably the introduction of PPP (Public Private Partnerships),
created new problems with quality and lifecycle maintenance (Bresnen and Marshall, 2000; Hill, 2001). Currently
the UK has established the BIM Task Group, aimed at implementing BIM, in an attempt to again improve the
design and construction process.

Construction continues to come under criticism, in particular because it generates a remarkable amount of waste
(Bossink and Brouwers, 1996). It also causes significant disruption particularly when construction is in an urban
or suburban area. This is particularly relevant in Auckland, New Zealand where a housing shortage and a new
regulatory plan have dramatically increased construction in these areas. It is becoming apparent through academic
studies and reports in the popular press that traditional construction logistics and timeframes have a significant
impact on surrounding residents quality of life (Barton, 2014; Gordon, 2015; Priestley, 2015). Increasingly,
construction is not on ‘green field’ sites, it is in urban or suburban environment. As such there continues to be a
need to identify ways in which construction can evolve into a faster more efficient process.

There have, of course, been innovations and improvements to building construction. There has been steady
progress in methodologies for off-site construction such as panelized and volumetric approaches to building.
Cladding systems have widely adopted a panelized approach, although much commercial construction remains an
on-site activity. The evolution of prefabrication—now widely accepted—was not without early implementation
problems. Initially it suffered from quality issues and occasional structural failures (Pearson and Delatte, 2005)
and by the 1980's it was becoming synonymous with socio-economic problems (McLeod, 1983). Currently off-
site construction is much more reliable and associated with quality; it is the core of companies like Lindbacks and
HUF-haus. These companies’ on-site activities are best described as ‘assembly’ rather than ‘construction,” which
is faster and produces less waste. Other companies such as FACIT Homes take a different innovative approach.
They move shipping containers onto site, fitted internally with a computer numerical controlled (CNC) router. On
site bespoke plywood boxes are manufactured, which interlock becoming the primary structure of the building; it
is analogous to the process of assembling Lego. However, because the construction sector is largely made up of
small to medium sized enterprises (SME's), much building work remains traditional. The investment need to
facilitate the transition to modern methods of construction such as prefabrication mean it is out of reach for
approximately 90% of the construction sector that is comprised of SME’s (McMeel and Sweet, 2016).

Currently automated construction is only one of a series of ongoing initiatives intended to produce productivity
and quality improvements in the construction sector. Most developed nations also have BIM (Building Information
Modelling) initiatives as well as working groups researching Lean Construction and Integrated Design and
Delivery (IDD). This reflects the growing concern that construction is in need of dramatic change on many fronts.
In order to find a meaningful way forward this research turns towards the marine composite material manufacturing
sector. In many ways it is very similar to the construction sector; it builds big things, which are highly engineered
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and involve a lot of specialist collaboration. A key point of difference is that they are more advanced in their use
of automated fabrication, testing and computer simulation. By looking at this sector we gain valuable insights into
possible ways for the construction sector to evolve and what immediate research might produce results.

2.1 The Composite sector: challenges and opportunities

The composite manufacturing sector is currently facing challenges that are relevant to the construction industry.
This provides a useful lens through which to look at the construction industry; it also might point to areas of focus
for research within the construction sector. Specifically, composite construction is like building construction in at
least two ways. (1) It relies on individuals and their expertise, but test data can be difficult to access by these
experts in a hands-on manufacturing/on-site environment. There is interest exploring how test data can be
visualized and made available to experts during fabrication to assist their decision-making. (2) They are faced with
the problem of how to use these sophisticated fabrication machines when the thing being fabricated—parts of a
yacht (or building)—is bigger than the machine can make? In this project we were presented with the opportunity
to investigate these two aspects.

2.2 The research aims

The research had two specific aims: (1) To create a technology demonstrator using general purpose manufacturing
robots that could be moved around a construction process and continue to assemble an object from any location.
Thus being able to assemble something much bigger than where the robot is fixed in place. (2) To visualize and
reintroduce structural component data into this construction process. The project does not seek to address or report
on any specific Health and Safety aspects of AR as these are well reported elsewhere (Wang and Dunston, 2007
Sulankivi et al., 2010).

3. THE DIGITAL IGLOO PROJECT

To address the two aims we undertook a research project to design and assemble a ‘digital igloo’ (Fig. 1). The
project had four distinct parts (1) automated fabrication and robotic assembly of unique composite panels into an
igloo structure (2) visual augmentation of individual composite panels with data obtained from specialized
structural testing (3) implementation of a parametric design system for the automatic generation of panel CNC
cutting files and robot instructions for assembly (4) visual tracking system to monitor robot location.

Fig. 1: The Digital Igloo.
3.1 The research problems

The research was addressing two problems that are common to composite manufacture and assembly but are also
applicable to other industries such as construction. First, composite manufacture continues to be largely a manual
process. It relies heavily on individuals with expertise and knowledge of the process, which limits the industry as
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a whole from scaling their market and customer-base. There is significant interest in exploring how and where
processes might be automated. Second, flaws within the inside of a composite panel cannot be seen but can be
identified through various structural tests. If a machine or manual fabrication process has a fault this most often
within the hidden interior layers of the composite panel and not visible to the naked eye.

To fully understand the structural data is must be viewed in parallel with the panel. This is necessary because
anomalies in the data can result from a change in panel thickness or shape. Results can also be affected if a panel
has a penetration designed into it or has another material inserted. The result of this is that accessing a panel and
its numerical data is a highly specialized process. The data is not fully understood by the fabricator and vise-versa
the panel construction is not fully understood by the Finite Element Analysis expert. In addition, these panels may
need specialist equipment or be brought to a specialist location to obtain the structural data. All of which disrupts
the manufacturing process, leaving expertise and data scattered across various disciplines, locations and formats.
Some recent research has used affordable sensors in combination with innovate sonic testing techniques to gather
data data quickly and easily from panel in the assembly environment and visualize it on a laptop. This novel
innovation solves some of the problems of gathering and visualizing data without major disruption of the
manufacturing process. However, laptops are cumbersome and the data remained abstracted in a simple 2D graphic
environment. We hypothesize if we are able to combine a more sophisticated visualization of the data and the
physical panel then decision making can be improved while the manufacturing process can remain undisrupted.

3.2 The solution

The specifics of the automated fabrication and assembly part of the research will be documented elsewhere. This
paper focuses on the AR component of the research. Within this context the Microsoft Hololens was the hardware
solution chosen for several reasons: it is widely available; has a mature development kit; and is quick to learn. The
Hololens is also wireless, this is critical within the research to maintain maximum mobility for users. Finally, it is
hands free, worn like glasses or a headset and once turned on can be controlled with gestures. Thus there is no
need to touch the device to interact with it. This was desirable within a manufacturing environment where dirt and
moisture are present and protective clothing including gloves need to be worn.

4. EXECUTION AND ANALYSIS

This section will first explain how the four individual parts of the project merged together into a three day
robotically assisted build of a ‘digital igloo’ by two research assistants. It will then turn specifically to analyzing
the AR component of the project.

4.1 Execution

The project was executed in an Optitrack suite, which is a room fitted with high definition cameras around the
perimeter. The position of an object fitted with special markers can then be tracked within the space with sub-
millimeter accuracy. This technology is most commonly usually used to motion-track people for special effect in
movies. In this case we placed special markers on our general-purpose ABB IRB120 robot, thus enabling us to
track its precise location within the room (Fig. 2).

Fig. 2: Automated robotic assembly process.
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In parallel a sophisticated parametric design system was created using the Rhino 3D design software and the
Grasshopper parametric software. This system was designed to:

1.  Enable the design and modification of an igloo structure approximately 1.5 meters in diameter.

2. Automatically extrapolate and export individual panel geometry for cutting on a computer numerical
controlled (CNC) router.

3. Automatically generate instructions to enable the robot to pick up and position a specific subset of panel
in a specified sequence for assembly.

4. Automatically create undated instructions every time the robot was repositioned to enable easy and
quick continued assembly from the new position.

A special base was created for the robot with an integrated 'jig.' This was a feature to hold each panel is a precise
and known position, critical to ensuring the system can pick up and position panels accurately.

With the robot in a given position, a researcher manually determined the number of panels that could be positioned
from that specific location. These panels were programmed in order, positioned on the robots' jig sequentially and
the instructions sent to the robot. From any one position the robot could position between two to four panels, then
the robot was relocated to a new position. The new location was determined by the researchers using their expert
knowledge of the process and what was or was not possible. The Optitrack position tracking technology combined
with the parametric software system enabled automatic regeneration of the robot instruction set, which is what
makes this innovation possible (Error! Reference source not found.).

Fig. 3: Parametric design system, created in Grasshopper.

The innovation here was enabling the ad-hoc and improvised repositioning of the robot. Traditionally robots are
fixed in position and objects they interact with have their positioned accurately calibrated. This is an important
process that is very time consuming. As a result, robots are rarely moved and their operations are thus limited to
an area they can reach.

It is useful to compare this processes with the previous phase of the research which explored the implementation
of the parametric design system with a fixed—not mobile—robot. In this case the maximum size of the igloo was
limited by several factors including, how far the robot could reach, what mechanism was used to pick up the panels
and where the robot was fixed in relation to the igloo. The same robot was used, an ABB IRB120 robot, and during
the first phase of the research the maximum size of the igloo was 120mm (Error! Reference source not found.). In
this second phase of the research where the robot was mobile the diameter possible was 1200mm; an increase of
1000 percent.
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Fig. 4: Digital igloo, assembled from a fixed robot position. Image by Xi Shao

4.2  Augmented Reality Implementation

The AR concept for the project was first to implement a technique that would allow for the recognition of
individual panels in the work space. Then to visualize the structural data for that panel within the Hololens and
make it appear overlaid on the panel in the real world through the Hololens.

To recognize the individual panel several vison systems were investigated, the most reliable system used unique
markers fixed to each panel. To visualize the structural data two data sources had to be combined. Firstly, the shape
of each panel had to be imported from the parametric design system. Then the structural data was imported from
a Comma Separated Variable (CSV) file. A mesh surface was created from these two pieces of data with the height
of the surface at any given point representing a key piece of structural data. If this variable increases in value the
height and color of the mesh changes (Error! Reference source not found.) to visually represent the data.

Fig. 5: AR environment with physical panel and overlaid data.

The unique markers served a second function, the AR system uses the markers as reference points to overlay the
mesh. As the user moves around the panel the mesh automatically reorients itself. This can be seen in action in the
following video https://youtu.be/GpnkNORIPIM. The panels and the markers can be clearly seen in Figure 1.

16



Proceedings of the 18th International Conference on Construction Applications of Virtual Reality (CONVR2018)

Within the Hololens environment a user would see a large white polygon, which is the visualization of the structural
data in mesh form (Error! Reference source not found.); the blue peak on that polygon is a structural anomaly.
Beneath the mesh, for the benefit of the reader, the panel has been outlined and the small polygon is where the
unique identification marker is located. Even in the dark environment in which this the assembly took place the
marker identification and position system worked remarkably well.

4.3 Analysis

The analysis will be discussed under two themes (1) problematics of automation and (2) the need for co-production.
First the research supports the supposition that it is problematic to automate everything. Recent reports of Tesla
removing robots from their factory and replacing them with people add increased support to this position (Maynard,
2014; Gibbs, 2018). When assembling the igloo, the researchers intervened regularly, mainly because certain tasks
required judgment or improvisation. It was more efficient to do tasks like applying jointing glue manually. This
resulted in users’ hands getting dirty, but this did not inhibit their ability to call and overlay data using the Hololens
gesture interface.

In parallel, the robotic assisted assembly, was helpful where time was required to make a judgment call. The robots
could be paused, holding the panel in its precise position while a problem was discussed, or data was called up in
the Hololens and overlaid on the panel in real time. Due to time constraints it was not possible to test this system
with industry users to assess benefits and legibility of data. However this will be an important aspect to study in
the next phase of research.

The second theme that emerged, related to the first, was co-production. The researchers and the robot were working
together to assemble the structure. Each doing things that the other were not easily capable of. Framed like this, in
any given process, it will be likely people will need hands free to control additional machinery. In this respect it
becomes important to analyze and understand the processes and roles of construction in terms of the extent to
which their characteristics involve repetition or improvisation. This will help future research target meaningful
areas for automation.

5. CONCLUSIONS AND FUTURE WORK

The process revealed a number of areas that require further investigation. Firstly, in the same way we automatically
recognized the position of the robot—it is also necessary to implement technology to accurately locate the build
platform. This project used a plywood ring to fix the igloo in place (Fig. 1), the ring was manually measured and
positioned. A small rotational error of approximately 3 degrees was not apparent as the first and second panel were
fixed because it was visually insignificant. However, as the third and fourth base panel were positioned the
rotational problem became obvious as the panels were not aligning with the base. Although the base was
repositioned correctly, the panels already fixed were now out of position; this caused ongoing issues as the
assembly progressed. A valuable piece of additional research would be automatic recognition of fixed objects in
space to which the assembly must relate. A second area for future work would be simulating the assembly process.
This innovation, potentially using the HoloLens, would also help identify any anomalies in the positioning and
calibration of the system.

Within the context of construction, deviations and errors or 1-2 millimeters or degrees are acceptable. Within the
context of automation, it is not. As these errors compound and result in inaccuracy that calls into question the
claimed precision and quality benefits of automation. Thus, this presents cultural issues for construction to change
what is and is not deemed acceptable. Certainly with robotics and AR our expectations are often informed by both
science fiction and with cutting edge research. Recent reports of robots building IKEA furniture and robotic
promotional videos from Institute of Computational Design Zurich make robotic assembly look effortless. They
do not necessarily fully convey the complexity, diversity and man-hours of the teams that bring these robotic
concepts into reality. The aim of this research was to deepen our understanding of the opportunities and obstacles
for robotics and AR in an automated construction environment.

In summary although the technology demonstrator proved proof-of-concept it brought several other factors to
center stage. Firstly, at every stage of set up there were potential deviations that added small calibration errors.
Although these were small, perhaps a 1-2 mm deviation or 3-degree rotation deviation. These compounded each
other resulting in a maximum error of approximately 20mm during construction. The room in which this build
took place also suffers from significant solar gain at key points of the day. Temperature is known to affect the
Optitrack capture data but to what extent it influenced accuracy is not known. Secondly, not everything could be
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automated and the degree to which a task or role requires judgement or improvisation related directly to how
simple or complex it is to automate that process. Immediate future opportunities for robotics are then most likely
to succeed within processes and practices where there is some—but limited—judgement or personalization required.
The Augmented Reality aspect of the research also suggests potential in displaying and combining disparate
information. However some mutual understanding of the data and objects from the disparate domains is critical
for the data to be useful in specialist contexts such as these.
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IMPROVING STUDENT UNDERSTANDING OF CONSTRUCTION
TERMS AND TECHNIQUES USING ANNOTATED DIGITAL MODELS

Malachy J McGarrigle
Unitec Institute of Technology, Auckland, New Zealand.

ABSTRACT: This project sought to determine whether digital models with embedded element descriptions could
solve a problem observed whereby students experienced difficulties identifying and understanding residential
timber frame systems, their specific timber members and published definitions. The project establishes that digital
resources are more engaging media for students learning timber frame design than just verbal annotation, and
also very effective as a learning resource augmenting written texts especially for English additional language
students. This study shows students find digital models useful towards achieving tangible learning outcomes by
encouraging engagement with the model. Results indicate that students enjoy model interaction and realise the
benefits of their use. Methodology was centred around a case study of two cohorts studying timber frame design
in a construction course. Preparation included creation of a timber frame model with member names labelled from
a local building standard thus aligning with current terms and assisting students with up to date timber member
identification using a free model viewer. Resources provided to students included a class demonstration covering
downloading the viewer, how to view various elements and also the embedded definitions. Students from two
different semesters were surveyed and the tutor interviewed informally collating a range of evidence on the model’s
benefits which were found to be overwhelmingly positive. Results confirm students enjoy using digital BIM models
which enhance their learning and assist them in achieving better assignment outcomes. This research is
important because it demonstrates one approach to solving a problem experienced by many students especially
English additional language who can often struggle with the technical jargon of discipline text books and
legislation. BIM models are shown here to help bridge learning gaps and the teaching approach is viable for
application in both other areas of construction and jurisdictions beyond New Zealand.

KEYWORDS: BIM, Learning, Definitions, Teaching, Models

1. INTRODUCTION

This research seeks to solve a problem observed where many students experienced difficulties comprehending the
principles of residential timber frame design. The investigation also addresses issues where students struggled with
element identification e.g. piles, nogs, dwangs etc and the parts played by language capabilities and terminology
in contributing to student’s lack of understanding. Although the focus in this research was on residential timber
frame systems, their specific timber members and published definitions, such problems are not confined to
teaching timber frame design. The aim of our study is mainly to aid identification of system elements and context
meaning this generic approach would work also for steel and concrete design despite the inherent material and
detail differences. Using a 3D digital model to try to bridge perceived learning gaps could equally be employed in
teaching these systems. This is especially true where the model used as a learning resource is not intended to show
in detail how distinct construction system components are fixed together.

Differences in detailing, fixing and terminology can be addressed by embedding information into objects as in our
model where names, terms and definitions follow the New Zealand Building Code residential timber frame design
acceptable solution NZS3604:2011. Similar information embedded into models can be region or system specific
meaning this proposed approach is not limited by such constraints and can work across residential and commercial
construction contexts.

The study group in this project were Architectural Technology students across two different semesters, one late
2017 and the other early 2018 taking the level 5 Construction for Small Buildings paper of the New Zealand
Diploma at Unitec, New Zealand. This course is common across options of the diploma qualification offered at
Unitec including Quantity Surveying, Construction Management and Architectural Technology and is a core paper
in the overall award. Course content focuses on Timber Frame residential design to NZS3604:2011 the most
important design guide on this topic in New Zealand. Definitions provided in this standard can be challenging for
new students and many for whom English is an additional language. This project investigates whether using BIM
models can make learning a simpler and more engaging process. The overarching intention seeks to solve identified
issues by enhancing student engagement in course content and augmenting their learning via the BIM model.
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The digital model provided to students was intended to encourage them to engage with it and the other resources
made available to them on the course online learning platform Moodle. The complete model is shown in Figure 1.

Fig. 1: IFC model of timber framed house designed to NZS3604:2011

2. LITERATURE REVIEW.
2.1: Learning BIM software to meet the needs of industry.

The importance of enabling students to become comfortable in the use of BIM technologies is highlighted
frequently along with keeping learning aligned with industry requirements(Azhar, Sattineni, & Hein, 2010).
Students should be taught how to engage with BIM models so that they can perform their jobs more
efficiently.(Shelbourn, Macdonald, McCuen, & Lee, 2017):(Ibrahim, 2007). Ibrahim considers an ever-present
learning curve to acquiring sufficient software skills to perform even straightforward tasks noting students need
support at these formative stages. He states also that students must feel empowered to encourage further
engagement with software applications. The importance of engaging with the digital model files is also widely
stated(Azhar et al., 2010):(Barison & Santos, 2013):(Ibrahim,2007).

2.2: How models were used in research projects.

The use of model authoring was reported frequently across much of the literature as an approach to teach BIM
principles. Students are often tasked with creating and editing a model or sometimes to attempt sophisticated tasks
involving programming (Azhar et al., 2010):(Barison & Santos, 2013). This is a common model purpose with
many instances requiring a construction sequence BIM use. The aim of this approach is that students utilise
information from models to make informed decisions towards successful completion of other tasks(Azhar, Khalfan,
& Magsood, 2012), for example as described by (Kim2012) in creating digital models from 2D drawings and then
using this model for a quantities take off.

2.3: Perceived barriers to BIM implementation in courses.

Many BIM implementation barriers were identified in literature including difficulties balancing teaching of
required course content and relevant BIM software. Ascertaining which software skills students required in studies
and future careers posed issues and some students questioned why they learnt skills such as model authoring when
future roles probably required only interrogation of models for data(Shelbourn et al., 2017).This research also
highlighted challenges of tutor buy in to new approaches and learning software. One study concluded that few
schools were addressing the challenges of preparing students for future BIM focused workplaces.(Ibrahim,
2007).However other studies presented applications of BIM teaching environments that would appear to contradict
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this opinion(Azhar et al.,2010):(Barison & Santos, 2013):(Kim, 2012).
2.4: Perceived benefits of BIM implementation in courses.

Much consensus was observed highlighting BIM benefits, especially 3D visualization aiding student
understanding and this included where paper research aims and objectives varied(Azhar et al., 2012):(Shelbourn
et al., 2017). The most common theme identified in literature was the effectiveness of BIM as a learning tool.

2.5 Effectiveness of BIM as a learning tool.

Student perceptions of BIM’s value as a learning tool was evaluated in some studies by survey and others by
analysis of actual course grades(Azhar et al.,2010):(Kim, 2012). Methods of embedding BIM into curricula varied
with students sometimes producing models from 2D drawings supplied (Azhar et al., 2010). Others provided
students with physical models from which they generated 2D views before producing BIM models(Kim,2012).
This study noted difficulties students had reading 2D drawings and with visualization concluding that traditional
lecturing does not help students visualize buildings or construction systems. Shelbourn discusses the importance
of scaffolding in supporting learners in early stage development of new skills such as using BIM software. This
support can be reduced as learners progress allowing them to achieve course outcomes themselves and providing
further learning motivation. This paper references a non-BIM study by Koltich and Dean (1999) which discusses
the engaged critical paradigm teaching model. This stresses the importance of student engagement thus developing
more profound levels of understanding. Plass et al.,1998 investigated additional language multimedia
environments, a study overlapping this paper’s intentions. Native English-speaking participants engaged with a
resource in German and tests were then carried out assessing comprehension. Two modes of understanding were
identified: verbal annotation where students read just text and visual annotation where pictures or video clips
denote words. Students were found to remember translated terms better when both visual and verbal annotation
were used as opposed to just one method. This finding is still relevant to our research project despite this paper’s
age.

2.6 Gaps in the literature reviewed.

It was difficult to find literature which aligned very closely with this study’s method of using BIM models in
teaching. Models are commonly used as vehicles to increase learning and engagement but focus on teaching BIM
as a subject rather than exploring the use of a model as a teaching tool for other construction material. Much of
the literature focused on BIM as a learning outcome, not use of models to aid student comprehension. No
discussions were found on creating teaching resource models only nor what the briefs for these should be compared
to models used within industry.

3. METHODOLOGY

The academic context to this research was the Construction for Small Buildings level 5 paper studied as part of an
overall New Zealand Diploma in Construction level 6 award. In an international context this award equates to level
5 Higher professional qualifications on the European Qualifications framework. Qualifications are typically 120
ECTS( European Credit Transfer and Accumulation System) and aim to prepare learners for employment (ANQEP,
2016).The methodology includes case studies of 2 student cohorts from 2017 and 2018 taking the paper in their
Architectural Technology diploma studies and involved project preparation, survey and a semi structured interview.
Initial preparation entailed producing a timber frame BIM house designed to comply with NZS3604:2011 modeled
using ARCHICAD to incorporate text definitions from the standard. This involved identifying separate discrete
elements making up the dwelling timber frame and labelling each one to align with the NZS3604:2011 definition.
Separate layers were set up for individual elements such as timber studs, lintels, rafters, etc. and even steel straps
provided as roof bracing. In total some 68 separate layers were required identifying the various elements.

Fig. 2: Element layers named as per NZS3604:2011 definitions.
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Figure 2 shows a selection of the layers and naming framework used. This method was utilized with an eye to the
future navigation of the model by the students and sought to make the resource less daunting and more user friendly,
attractive and engaging. Figure 3 shows a view of the model restricted to a specific sub system allowing students
to view only the sub floor framing elements.

Fig. 3: Model view with a specific sub system selected (sub floor framing).

Following on from this listing and identification exercise was the actual embedding within the 3D elements of
their NZS3604:2011 definitions. The final stage was to save the ARCHICAD model as an IFC file that would be
available for use with a number of freely available BIM model viewers. The default package used after testing to
see that model data came through the file conversion intact was Solibri Model viewer, but the IFC model will open
in a range of BIM viewers such as Tekla BIMsight.

Figure 4 presents a view where a student has selected an individual element in Solibri Model Viewer and hovered
over its’ description in the information window to access the embedded NZS3604:2011 definition.

Fig 4. Embedded NZS3604:2011 definition of a diaphragm popping out in Solibri Model Viewer.

The final model was made available on the online learning platform (Moodle) for student download. Various
support resources were provided here also such as a demonstration video and a startup user guide for Solibri Model
viewer. To encourage students to use the model, some quizzes were set up in Moodle for the 2018 cohort requiring
the students to access the BIM model to obtain the answers. These quizzes each focused on specific systems, e.g.
Timber Sub Floor, Concrete Slab and Wall framing and were designed so that the first question of each quiz
required students to identify and make visible the elements necessary for that specific system from a list provided.
The intention was to direct students to a simplified model which would be easier for them to navigate through to
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locate the elements referred to in the questions.

In order to assess the value of the annotated model resource, student participants were asked to complete an
anonymous twenty question survey using Google Docs. The survey is available online using this link. Questions
were grouped to gather information across areas such as prior experience with BIM software, ease of accessing
software resources provided including model and viewer, model value as a learning aid, student engagement with
model and its benefit to English additional language students. Most questions used Likert scales with resources
and software queries seeking answers ranging from simple to very difficult. Questions regarding model value as a
learning resource asked how strongly students agreed with statements in areas such as aiding understanding and
whether students felt their assignments had improved from using the model.

The 2017 student group comprised 99 students and 14 people responded to the request to complete the survey
questionnaire. The class in semester 1 2018 was made up of 69 active participants and 42 survey responses were
received. A semi structured interview was held with the single course tutor to get his perceptions regarding the
value of the BIM model approach as a learning aid. This was to establish from the teacher’s perspective whether
the BIM model teaching strategy helped resolve the problem previously identified with student learning. Gathering
student and staff data sought to help assess the BIM model approach from each side and its tangible value in
bridging identified learning gaps.

4. FINDINGS AND DISCUSSION.
4.1 Findings from 2017 semester 2 student cohort.

Despite the small 2017 sample size of 14 students, responses and especially comments provided valuable data
towards improving student engagement with the model teaching strategy the following year. A majority of
respondents (9/14) stated they already had good experience of BIM model use and 9 also found the class
demonstration of value. Half of respondents were neutral about the value of the quickstart Solibri guide and
Youtube video but 6 students found them useful and of these 4 very useful. Software navigation and the ability to
identify specific system elements was found to be quite easy and students did not have issues selecting individual
timber frame elements and accessing relevant information including the NZS3604:2011definitions embedded
within the 3-D objects. Table 1. presents the breakdown of responses related to the ease of use of the model viewer.

Table 1: Questions on ease of download and use of BIM viewer.

Question number Simple Difficult
Scale range 1 2 3 4 5
Q7. How easy was it to access, download and open the IFC BIM model of the 42.9% 14.3% 14.3% 28.6 0%

timber framed house made available on Moodle?

Q8. How easy was it to Navigate the Solibri software to view the house model? 21.4% 28.6% 35.7 14.3% 0%

. Was tinding the information and detinitions embedded n the model elements 3% 6% () 1% (
9. Was finding the inft i d definiti bedded in th del el 14.3% 28.6% 50% 7.1% 0%

a simple or difficult process?

Students felt the model helped them identify residential timber frame elements with unanimous agreement on
aspects such as identifying individual elements and their forms, the embedded definitions and structural context
regarding loads sustained and transferred. All respondents thought the model helped in understanding better an
elements place in the overall house framing system and in sub-systems such as Sub floor, Wall, Roof etc.

Table 2 shows students’ responses to statements asserting the value of the model. The majority thought the model
useful in learning timber frame residential design. Some comments requested more use of models and others
reiterated how helpful the class demonstration was. An overriding message however was that more early stage
support was required to help students effectively use Solibri and that students wanted to learn and use it more.
Nine respondents identified as English additional language students, and stated the model helped overcome
language difficulties. Eleven participants said they really enjoyed using the model. None stated a categorical dislike.
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Table 2: Questions on how software supported student learning

Question number Don’t Agree
agree strongly

Scale range 1 2 3 4 5
Q10. How much would you agree with this statement? " The model definitely helped mein ~ 7.1% 0% 214% 57.1% 14.3%
identifying the individual elements of the timber frame house"
Q11. How much would you agree with this statement? " The model definitely helped mein 0% 0% 214% 64.3% 14.3%
viewing each element's physical form and shape"
Q12. How much would you agree with this statement? " Engaging with the BIM model 0% 0% 28.6% 57.1% 14.3%
definitely helped me understand the element definitions provided in NZS3604 much better
than just reading them in the book"
Q13. How much would you agree with this statement? " Engaging with the BIM model 0% 0% 214% 643 14.3
definitely helped me see how the elements of a New Zealand timber framed house relate to
each other. eg bearers supported on piles, joists supported on bearers and things like rafters
onto walls"
Q14. How much would you agree with this statement? "I liked the way the BIM viewer 0% 7.7% 30.8% 23.1% 38.5%
allowed me to see elements individually and then together with others shown transparent if I
wanted "
Q15. How much would you agree with this statement? " Using the BIM model definitely 0% 143% 21.4% 50% 14.3%
helped me learn and understand more easily the way a timber frame system in a house works"
Q16. How much would you agree with this statement? " Using the BIM model definitely 0% 143% 28.6% 42.9% 14.3%
helped me improve the quality of the assignment submissions I made to my courses"

4.2 Findings from 2018 semester 1 student cohort.

This class consisted of 55 students and from this cohort 42 responses were received.

Table 3: Questions on ease of download and use of BIM viewer.
Question number Simple Difficult
Scale range 1 2 3 4 5
Q7. How easy was it to access, download and open the IFC BIM model of the 23.8% 40.5% 28.6% 4.8% 2.4%
timber framed house made available on Moodle?
Q8. How easy was it to Navigate the Solibri software to view the house model? 21.4% 26.2% 38.1% 9.5% 4.8%
Q9. Was finding the information and definitions embedded in the model elements  19% 42.9% 23.8% 11.9% 2.4%

a simple or difficult process?

Almost 44% of respondents stated they had never used BIM models previously. Most found the support resources
provided very useful with 74% stating they liked the in-class demonstration and 90 % stating the Youtube demo
and written quickstart guide were of benefit in getting started with the Solibri model viewer. These student
resources were the same across both years. This cohort found model download, its navigation and finding
embedded definitions within specific objects all simple tasks. The results summarised in Table 3 show that students
found it simple to access the various resources provided and use them to good effect in working with the digital
model. The majority of this group also said that the model helped them identify individual system elements. The
results presented in Table 4 indicate that the digital model definitely helped students learn more easily and
understand better how a residential timber frame works. There is generally strong agreement across the various
questions supporting the view that the students found the digital model to be of real value in helping them overcome
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issues of comprehension and further-more allowing them to apply this knowledge in the course assessment events.
Many students also believed that there was an improvement in the quality of the assignments they submitted during
the course to provide evidence of learning outcomes. This included an open book examination on NZS3604:2011
in both 2017 and 2018 where students had to refer to the standard to answer questions in the test

Table 4: Questions on how software supported student learning

Question number Don’t Agree
agree strongly

Scale range 1 2 3 4 5

Q10. How much would you agree with this statement? " The model definitely 0% 4.9% 26.8% 43.9% 24%

helped me in identifying the individual elements of the timber frame house"

Q11. How much would you agree with this statement? " The model definitely 0% 4.9% 22% 46.3% 26.8%

helped me in viewing each element's physical form and shape"

Q12. How much would you agree with this statement? " Engaging with the BIM  2.4% 2.4% 28.6% 42.9% 23.8%
model definitely helped me understand the element definitions provided in
NZS3604 much better than just reading them in the book"

Q13. How much would you agree with this statement? " Engaging with the BIM  2.4% 7.3% 19.5% 46.3% 24.4%
model definitely helped me see how the elements of a New Zealand timber framed
house relate to each other. eg bearers supported on piles, joists supported on

bearers and things like rafters onto walls"

Q14. How much would you agree with this statement? "I liked the way the BIM ~ 2.4%% 2.4% 21.4% 54.8% 19%
viewer allowed me to see elements individually and then together with others

shown transparent if I wanted "

Q15. How much would you agree with this statement? " Using the BIM model  2.4% 0% 29.3% 39% 29.3%
definitely helped me learn and understand more easily the way a timber frame

system in a house works"

Q16. How much would you agree with this statement? " Using the BIM model  4.8% 4.8% 38.1% 38.1% 14.3%
definitely helped me improve the quality of the assignment submissions I made

to my courses"

Fig. 5: Slab highlighted with overall frame context transparent.

26



Proceedings of the 18th International Conference on Construction Applications of Virtual Reality (CONVR2018)

A substantial majority (37 of the 42 respondents) stated that the model helped them see and understand how the
separate elements of the timber framing system related to each other in support terms and 40 liked how they could
view elements individually or in context with others shown transparently to clarify their understanding. Figure 5
shows an element selected by a student viewed with the other structural frame members shown transparent.

English was an additional language for 20 of the students surveyed and 88% of this group stated that the model
helped overcome language difficulties. Overall 39 of 42 respondents stated that they enjoyed using the model and
comments included some students claiming that the software was a very useful and helpful tool. One stated that
he loved it as it helped him understand building and reminded him of a computer game. Another wished for more
assignments to be linked to using Solibri and the model with an added benefit that students would become even
more proficient in the software.

4.3 Comments from the course tutor across both cohorts.

The tutor who delivered the course provided feedback on the BIM model approach via a semi structured interview
discussion. He had never really used Solibri prior to embedding it into his course delivery in 2018 and he learnt
how to use the software himself as part of the project. The tutor found the software very simple in terms of
acquiring the skills he needed to use the model for the purpose intended which was mainly model navigation and
access to the embedded text information within specific timber elements. The researcher and tutor devised quizzes
which required students to refer to the model in order to answer questions. The tutor observed students making use
of the model during class and reported that many stated that they were using the model at home also. Students did
not request tutor assistance with using the model as they found it relatively simple and referred to it to help them
clarify questions put to the tutor relating to residential timber frame design. The tutor firmly believed that using
the model was a much more useful method of explaining the element definitions of NZS3604:2011 than reading
the standard alone and this he put down to the strong visual nature of the resource. He agreed with many students
that the model was extremely beneficial in student identification of the individual system elements and their
relationship to, and context within the overall timber frame design. He believed also that the model helped students
appreciate better how elements support others within the overall timber frame and also to appreciate how the
various elements transferred and sustained structural loads. The benefit of the model resource to students for whom
English is an additional language was also noted by the course tutor and he found the model a valuable aid to their
learning. In this respect he particularly liked how the NZS3604:2011 definitions could be made to pop out when
individual elements were selected in the BIM model viewer. The tutor could not think of anything he disliked
about using the BIM model approach. The tutor really bought in to the BIM model approach of teaching the course
in 2018 compared to 2017 where it was not really considered a priority. As a result, he wants to investigate other
ways to exploit this approach to address similar learning problems highlighted across other related courses he
teaches. The tutor feels strongly that using the digital model was of great value to both him and his students and
that it effectively addressed the problems students had in learning this subject matter in the past.

4.4 Discussion of findings and project relationship to literature.

In terms of BIM model experience the 2018 survey group had not been exposed to BIM as much as the respondents
in 2017 but the majority across both groups found the support resources for getting started with the BIM viewer
software useful. The 2018 group received more face to face assistance in class primarily as a result of the feedback
received from the 2017 students requesting more support.

This aligns with literature where (Ibrahim 2007) remarked that students need to feel in control or empowered to
encourage their further engagement with software applications. The improvement recorded in terms of satisfaction
with resources and ability to access the model sufficiently is a positive as Unitec’s Construction Department is
very keen to embed BIM across its courses to support student learning. This finding echoes Shelbourn et al.(2017)
who stated that students should work with BIM models so that they can perform their future work roles more
efficiently.

In terms of assessing the benefit of the digital model approach on improving student performance and grades,
results from the cohorts involved in this study have been reviewed and are presented in Table3. The paper is studied
by various disciplines in the Construction Department, but this research focused only on Architectural Technology
students and commenced in 2017. Comparing the two cohorts who participated the overall pass rate for the course
improved only marginally from 83% to 86%. However, the pass rate rose from 78% to almost 95% for the
assessment which examined student knowledge of NZS3604:2011 specifically.
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Table 5: Comparison of student success in Construction for Small Buildings

2016-2018.

Figures reviewed 2017-semester 2 2018 — semester 1
Course pass rate 83.3% 86%

NZS3604 test success 78% 95%

NZS3604 test average 62% 62.5%

In comparison with much of the literature on use of BIM applications in teaching, this study’s requirements were
aimed at a much more basic level. However the overarching purpose is shared in seeking to investigate ways to
enhance student learning by encouraging greater engagement with the BIM model resource(Azhar et al., 2010).To
this end both of the student sample groups in this study were in agreement that the BIM model was of great help
to them in overcoming learning difficulties and this corresponded with their tutor’s observations. This
encompassed benefits such as seeing framing elements individually and in context with others, identification of
elements and their form and shape, how elements related in structural support terms and the ability to access the
element definitions within the BIM viewer. These findings align with those in literature where students had
difficulties in reading drawings and therefore models were used to add visual annotation to augment the verbal
annotation information provided to students(Kim, 2012):( Plass et al.,1998). The research has found that the BIM
model was very helpful to English additional language students for similar reasons. Additional benefits across the
student samples were that students felt that using the BIM model helped them improve the quality of their
assignments. This finding mirrored some from the literature where the intention behind using the model was that
students could use information found in the models to make more informed decisions equipping them to complete
various other tasks with more success (Azhar et al., 2012).

Another important fact noted was that the students enjoyed engaging with the BIM model, again aligning with
literature(Shelbourn et al., 2017). A prime challenge for teachers is often in achieving the balance between covering
the course core content whilst concurrently trying to teach the various software applications necessary to enable
BIM use as a learning tool(Shelbourn et al., 2017). The course tutor in this instance also faced such difficulties but
really engaged with the digital model teaching strategy in 2018. He completely bought in to the whole ethos
regarding the BIM model and how to exploit it as a learning tool. So much so that he has now declared himself a
convert who wants to explore other ways that such models may be employed in the future in this course and
elsewhere in his teaching.

5. CONCLUSIONS.

From this study it appears obvious that using BIM models can be a great help to students to improve their
understanding of construction techniques and terminology. Both students and the tutor involved in this project
agree on this. This teaching strategy has been found to assist in solving the issues identified with student
understanding on the course around residential timber frame design. Students for whom English is an additional
language found the model to be particularly helpful to their learning and the majority stated it helped them
overcome their language difficulties. The embedded information BIM model approach can be used to address
subject matter in other areas of construction such as reinforced concrete or steel framing and there is no obvious
constraint to prevent this teaching method from being used in countries other than New Zealand. This project
shows therefore that having a tutor support embedding BIM model use into delivery of a course substantially
increases the prospects of the teaching strategy’s success. In terms of supporting learning using similar digital
models recommendations would include articulating the objectives of the model and how it is to be used very early
in the process. Consider carefully the student end users and how they will navigate the model and access any
embedded information. Ensure that such information aligns with the statutory terminology used in the course or
any other relevant generic dictionaries, glossaries and reference material to ensure consistency and avoid student
confusion. Most proprietary model authoring applications are suitable for model generation if they export to IFC
file format permitting students to access the models produced using many of the BIM model viewers freely
available online. Model authoring packages such as Revit and ARCHICAD allow various ways of linking their 3D
objects to external reference sources such as dictionaries and websites. ARCHICAD was used in this study and it
can through its’ Custom Property Manager feature link via URL to a manufacturer’s website to show details of
proprietary products. It can also link to specific pages of a multi-page PDF document but this requires measures
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such as either an add on to the original base package or linking to the PDF document located in a cloud based file
sharing service.

BIM is popular and students want more of it. Colleges should therefore seriously look at ways to exploit all the
opportunities digital models can provide to enhance student understanding and bridge learning gaps in courses
within their construction qualifications. These opportunities will encompass the ability to use the models in a
virtual reality context in the near future as many model authoring applications can already export files in formats
than can be modified fairly easily to make this possible. A student in our study remarked on how he enjoyed
engaging with the BIM model as it reminded him of a computer game and therefore virtual reality functionality of
future models and resources can perhaps develop around this observation. This can surely only add to student
enjoyment of model engagement in the future and possibly build on those learning benefits observed to date.
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ABSTRACT: Facility management (FM), which is an integrated approach of managing and maintaining facilities in
an organization, is essential to keep facilities functional. Among all FM activities, facility maintenance management
(FMM) accounts for more than 65% of the total cost, illustrating the importance of improving FMM efficiency. An
integral workflow of FMM can contain several consequent tasks, such as inspection, reporting, repair, etc., requiring
multiple users at different places to collaborate with each other. To facilitate various collaborative FMM activities, a
collaborative platform with a particular data source that can provide required facility information is needed for
information sharing and decision-making. Another challenge of FMM is that many facilities are hidden, like
ventilation ducts above ceilings and water pipes under floors, indicating the necessity of applying certain technology
that can enable user to visualize and update the information of their surrounding facilities. Moreover, real-time location
information is also needed so that users can be aware of their current location and the surrounding facility can be
displayed accordingly. Therefore, this paper aims to develop a BIM-based location aware augmented reality (AR)
collaborative framework for FMM, with building information modeling (BIM) as the data source, AR for interaction
between users and facilities, and Wi-Fi fingerprinting for providing real-time location information. The developed
system has the following features: (1) users can be aware of their locations in real-time and visualize their surrounding
facilities and facility information; (2) users can interact with their surrounding facilities by modifying the virtual
objects, looking up and updating information of facilities; (3) users in a remote location can visualize site situation
and interact with site facilities in real-time.

KEYWORDS: Augmented reality, Building information modeling, Wi-Fi fingerprinting, Facility maintenance
management, Remote collaboration

1. INTRODUCTION

Facility management (FM), which is an integrated approach of managing and maintaining facilities in an organization
(Barrett and Baldry, 2009), is essential to keep facilities functional. Among all FM activities, facility maintenance
management (FMM), which refers to activities taken to prevent functional failure of facilities, accounts for 65%~85%
of the total cost (Lavy and Jawadekar, 2014). The larger amount of cost incurred from FMM illustrates the importance
of optimizing FMM methods and improving FMM efficiency. However, managing facility maintenance tasks
effectively is not easy. An integral workflow of FMM can contain several consequent tasks, such as inspection,
reporting, repair, etc., requiring multiple users at different places to collaborate with each other. For example, when
there is a water leakage in a particular room, people in the room will report this problem to the office in charge (e.g.
facility management office). Then the people in charge will instruct mechanics to repair or replace the corresponding
facility. However, as the mechanics may not know the site fully, they may have to go there to check the problem first,
and it is quite likely that they need to go back to their workshop to bring any necessary tools. This kind of traditional
FMM method is time-consuming, inefficient and expensive. Therefore, it is necessary to provide a platform for
collaboration, information sharing, and real-time communication among different users. There are three prerequisites
to developing such an effective collaboration platform: (1) a data source that can provide both geometric information
and semantic information of facilities to help users understand the facilities and facilities’ condition; (2) a user-friendly
User Interface (UI) that lets FMM staff read and update facility information more easily; (3) a localization method
that can provide location information to link site users with their surrounding facilities so that users can use the
proposed UI to directly interact with the facilities.

Building information modeling (BIM) is an intelligent model-based approach that can be used to track, update, and
maintain facility management information to support better decision-making in planning, operation and maintenance
throughout a building lifecycle (Chen et al., 2016). Defined as an advanced approach to building design, construction
and operation, BIM can facilitate the exchange and interoperability of information in digital format (Eastman et al.,
2011). The information database of building assets contained in BIM can support various activities during a building’s
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whole lifecycle, including FMM. However, it is difficult for current BIM software to enable FMM staff to have a
direct interaction with site facilities in real-time. With current BIM software, facilities have to be manually located
from the whole building models when FM staff need to check or update the facilities’ information. A new technique
with a more user friendly Ul is needed to enable users to directly read and update facility information so that the rich
information of BIM can be better utilized for FMM.

Augmented reality (AR) is an innovative technology that can enable digital information such as 3D models, images
and animations to be overlaid on the real world to achieve a natural interaction between users and their surrounding
environment (Cheng et al., 2017). By combining the virtual world with the real world, AR makes the information of
users surrounding facilities readable and manipulable. AR applications can be classified into two categories — marker-
based AR and markerless AR. Marker-based AR has to use a marker as a trigger, while markerless AR normally uses
localization methods to link the virtual world with the real world. For FMM, it is difficult to attach markers to all
facilities, as some facilities are normally hidden from users, like ventilation ducts above ceilings and water pipes under
floors. As a result, an appropriate localization method can be used to match the required digital information with the
real world to realize a markerless AR, as well as providing accurate location information for FMM.

To provide real-time location information for FMM, an appropriate localization technology is needed. 3 requirements
have to be satisfied to guarantee the performance of localization and minimize the cost: (1) the technology can provide
a high localization accuracy; (2) the technology need to be suitable for indoor environment as a large number of FMM
activities are taken in indoor environment; (3) the technology can be applied to common mobile devices (e.g. mobile
phones and tablets) so that FMM staff can easily access to the proposed technology. Currently, there are several
localization technologies available, such as Global Positioning System (GPS), radio frequency identification (RFID),
Bluetooth, ultra-wideband (UWB), etc. Although GPS has been widely used for markerless AR, the low accuracy of
GPS has limited its application in FMM, especially in an indoor environment (Cheng et al., 2017). For some other
technologies that can provide better accuracy in indoor environment, external devices are required to obtain real-time
location information. For instance, RFID reader is needed for localization with RFID, Bluetooth beacons are needed
for localization with Bluetooth, UWB beacons are needed for localization with UWB, etc. In comparison, Wi-Fi can
be an ideal technology for localization for FMM as Wi-Fi can provide a high accuracy in indoor environment and can
be applied to common mobile devices. Besides, nowadays it is very common that a building is entirely covered with
Wi-Fi signals. According to a survey, the widespread use of Wi-Fi routers and mobile devices has made localization
based on wireless signal detection possible (Vo and De, 2016). Propagation of different Wi-Fi signals from different
Wi-Fi routers can form unique ‘fingerprints’ at different places (Wang et al., 2016). Based on this Wi-Fi fingerprinting
theory, the real-time locations of users can be obtained. As a result, this paper proposes to use Wi-Fi fingerprinting to
provide accurate location information for FMM.

In this paper, a BIM-based location aware AR collaborative system framework is developed for facility maintenance
management. Section 2 presents the development of the framework. Section 3 provides an illustrative example to
show the functionality of the developed framework. The conclusion part summarizes the features and highlights of
the developed framework and discusses the limitations.

2. FRAMEWORK DEVELOPMENT
2.1 Framework Design

The developed framework is shown in Fig.1, which contains three parts: (1) localization, (2) database, (3) augmented
reality. As mentioned in the introduction section, localization based on Wi-Fi fingerprinting can provide a high
accuracy in indoor environment. At the same time, Wi-Fi fingerprinting can be applied to common mobile devices to
be accessed by users easily as long as the working area is covered with Wi-Fi signals. Therefore, Wi-Fi fingerprinting
is used to achieve the localization function. Mobile devices with Wi-Fi receiver are used to scan Wi-Fi information,
including the media access control (MAC) addresses of surrounding routers and signal strength at the current location,
to obtain Wi-Fi fingerprints. By comparing the fingerprint of a user’s current location with the stored fingerprints for
a certain area with K-nearest neighbor (KNN) and K-means clustering, the current location of the user can be obtained,
and the system can then use this information along with a proposed room detection algorithm (to be discussed in the
next section) to detect which room the user is in. An online database is constructed to enable multiple users to access
required facility information at the same time. The database contains the following information: geometry and
semantic information of facilities extracted from BIM models, maintenance and inspection records from FM systems,
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and location information obtained by the localization function. The information of facilities and rooms are extracted
from BIM models by using application programming interfaces (APIs) of different BIM software. BIM models are
also imported into the AR developing engine to generate augmented facilities. As users visualize virtual facilities in
the real environment, multiple users can also simultaneously read and update facility information by interacting with
the constructed database. Furthermore, users at remote locations can view the site in real-time via live video streaming
function.

Localization Database Mixed Reality
BIM Models Facility models
Obtain facility
) models Augment models
Obtain with MR engine
fingerprint
o Augmented
Obtain room Obtain facility
models

information information

Obtain the nearest =S =X
fingerprint

Facility MR collaboration

information

Detect the current room based
on location information

PR B Map information with Site
Location informatign ul@‘sﬂ P ] Bt
SO TR0 . :
Update information .
Video
Streaming
Maintenance workorders v
Remote
Room informatiog. o =) Devices
Swon

Fig. 1: The proposed framework
2.2 Indoor localization based on Wi-Fi fingerprinting

To use Wi-Fi fingerprinting for localization, Wi-Fi fingerprints need to be collected via Wi-Fi scanning and the current
location of a user can be calculated by assigning the user’ location to the nearest Wi-Fi fingerprint. Each Wi-Fi
fingerprint consists of four attributes: 1) fingerprint ID, 2) the name of the indoor area, 3) the location of fingerprint
in the indoor area, and 4) the measurements of Wi-Fi signal strengths obtained by Wi-Fi scanning. Attributes of a Wi-
Fi fingerprint are shown in Table 1. Fingerprint ID can be assigned by users according to a particular principle (e.g.
‘00001° to “99999°). Name of the map is based on the area that the fingerprint is located at. The location of fingerprint
is represented by the coordinate value in the corresponding relative coordinate system. The measurements of
fingerprint refer to the MAC address and signal strength of each router in the fingerprint. After obtaining the
information of each fingerprint, the system will upload the information onto the constructed database. As the user’s
location is represented by the nearest fingerprint, the density of fingerprint has a direct and significant effect on the
accuracy and efficiency of the proposed method. Fig. 2(a) is an example of fingerprints created for localization and
Fig. 2(b) shows the attributes of one of the fingerprints.
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Table 1: Attributes of a Wi-Fi fingerprint.

Attributes Remarks

Fingerprint ID The ID of a Wi-Fi fingerprint

Map Name of the map the fingerprint is located at

Location (X, y) coordinates on the map

Measurements BSSID and RSSI values
Library «— Map
35521 76432 «—— Location
1c:e6:c7:4b:be:8f -49
lc:e6:c7:4c:65:7f -63
13:b6:d7:5c:a5:72 -74
fl:e0:c2:43:e5:4b -82
1c:e6:c7:4b:78:60 -85
f4:0f:c7:1c:6b:bl -56 L Measurements
bc:a6:2c:1d:e5:bf -80
14:b6:c3:2c:f3:b2 -81
1c:e3:b7:4c:65:7f -87
1f:b6:c7:4c:a6:72 -76
1c:e0:c4:b3:e5:4b -89
f1:b6:c7:4b:d8:6c 75 —

Fig. 2: (a). Fingerprints created in a building; (b) Attributes of a fingerprint

To improve the performance of the localization method, K-nearest neighbor (KNN) algorithm (Guo et al., 2004) and
K-means clustering algorithm (Ruspini, 1969) are used. The purpose of the KNN algorithm is to obtain K nearest Wi-
Fi fingerprints to the user location. It is important to emphasize that the K nearest Wi-Fi fingerprints are not based on
calculating the geometric distance between the user position and the Wi-Fi fingerprints. Instead, the K nearest Wi-Fi
fingerprints are based on the signal strength measurements of each Wi-Fi router in the environment. For example, if
there are n routers in the surroundings, the nearest neighbor is found by the standard Euclidean distance of the
difference of the Wi-Fi signal measurements which are obtained from the user position and the Wi-Fi signal
measurements stored in the database:

D=0 - %) M
i=1

where D is the standard Euclidean distance; n is the total number of detected routers; JX; is the real-time RSSI value
from the ith router; Y; is the RSSI value from the ith router in the stored fingerprint. If a router is detected in real-time
but is not present in the stored fingerprints, the RSSI of the stored fingerprint is set to -119, which is normally the
minimum value of Wi-Fi RSSI. Similarly, if a router is present in the stored fingerprints but not detected in real-time,
the value of the real-time RSSI is set to -119. Pseudo code for calculation of D is provided in Figure. 4. After
calculating D for all fingerprints, the fingerprint with the minimum D is selected to represent the nearest fingerprint,
thus representing the current location of the user.

However, implementing only the KNN algorithm will create a huge computation workload for the algorithm because
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the signal measurements of every single Wi-Fi fingerprint are compared with the received signal measurements from
the user position. To tackle the problem of huge computation workload, a K-means clustering algorithm is
implemented to complement the KNN algorithm. K-means clustering can divide fingerprint points to different
representation groups by an iteration process. Firstly, the centroid of the cluster is randomly assigned to the area of
Wi-Fi fingerprints. Secondly, fingerprints are assigned to the nearest clusters in terms of the distance between the
cluster centroid and the fingerprint locations. Thirdly, the centroid of clusters is obtained from the coordinates of the
assigned fingerprint locations. Then the second and third steps are repeated until convergence. Clusters are measured
according to the weighted average of the measurements of the Wi-Fi fingerprint candidates in the cluster. After
determining the nearest cluster, the algorithm will further compare individual Wi-Fi fingerprint measurements
assigned to this specific cluster with the received measurements. The value of K is set according to a balance between
the computation time and localization accuracy. Several K values will be tested until an appropriate K value that can
provide less computation time and higher accuracy is obtained.

After obtaining the current location of a user, a room detection method based on the ray casting algorithm (Shimrat,
1962) is also proposed in this framework to detect which room the user is in. Coordinate information of the endpoints
of walls extracted from BIM models can be used to generate polygons to represent the actual area of rooms (extracting
room information from BIM models will be discussed in the next section). By comparing the current location of users
and the coordinate information of rooms with the ray casting algorithm, the developed system can automatically
identify which room the user is in, and help FMM staff get real-time corresponding information of the identified rooms.

2.3 Construction of Database

A database that can store all related information for FMM and can give simultaneous access to multiple users is
required to achieve collaborative AR for FMM. The information stored in the database includes: 1) dimensions and
coordinates of each facility, 2) some semantic information (e.g. material, model, manufacturer, etc.) of each facility,
3) room information, 4) inspection and maintenance record of each facility, 5) location information of each potential
users, 6) fingerprints information (Fingerprint ID, BSSID, RSSI, etc.), and 7) collaborative information (e.g. whether
an equipment is being inspected or not). This research uses the design concept of a relational database. Different
modules of the database are designed based on the requirement and logic of the system framework, and are linked to
each other by facility ID, as shown in Fig. 5 (a).

APIs of different BIM software are used to extract required information of facilities. The extracted information
includes dimensions, family type, system type, material, manufacturer, etc., and is then stored in the constructed
database. Facility ID is used to link each module in the database, and link each item in the database to its corresponding
BIM models and augmented models. APIs of BIM software are also used to extract room information from BIM
models. The extracted room information includes room information ID, room name, coordinates of corners of rooms,
coordinates of center point of rooms, area of rooms, wall types, door types, incidents of rooms, and 2D drawings. The
database of FMSs is also incorporated into the constructed collaborative database to provide information of inspection
and maintenance record. Furthermore, one table in the database is reserved for storing the location information of
potential users. Once the location of a user is detected by the system, it will be automatically uploaded onto the
database so that the other users can also get to know the location of the site user. One table is used to store collected
Wi-Fi fingerprints, especially the BSSID and RSSI values of each router. Another table is used to store collaborative
information. For example, if the value of ‘Inspecting’ of a certain equipment is ‘1°, it means that equipment is being
inspected by the site user and the corresponding AR model will be highlighted.
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juj Name Center Center Altitude Room Wall Wall Door Type
Coordinate Coordinate area Typel Typel2
542953 LC Help Desk 0.450281 0.858296 387.139 0 na na n/a
550012 LiftA 0.290552 0.646877 387.139 18 Basic wa n/a
Wall
Generic
550348 L:iB 0.304353 0411966 387.139 10 Basic n/a n/a
Wall
Generic
-8
550954 Media Resources 0.515343 0.08334 387.139 0 na n/a na
551442 Media Resources and 0.294981 0339559 387.139 33 Basic na n/a
Microforms Office Wall

Generic

551911 Microforms 0423858 0262191 387.139 0 wa n/a n/a

552933 Tutorial Spaces 0.245237 0.687039 387.139 65 Basic n/a Single-
Wall Flush - 36"
Generic x 84"
-8

554040 Visually Impaired 0.432056 0.221177 387.139 0 na n/a n/a
Workstation

Fig. 3: (a) An example of facility information in the database; (b) An example of room information extracted from
BIM models

24 AR COLLABORATION

BIM models of facilities generated from BIM software are transferred to an AR engine. In the AR engine, all models
are grouped according to the room they are in. Once the current location of the user is obtained and the room is detected,
corresponding facility models will be displayed in the user’s surrounding environment. A virtual view camera in the
developing environment is used to decide the real view of users. Once the current location is obtained, the coordinate
values of the location will be assigned to the view camera automatically so that users can get the correct view through
the view camera. For example, if a user is standing under a fire sprinkler, the system can assign the coordinate values
of the current location to the view camera so that the user can see the fire sprinkler above the user’s head when the
user looks up with a given device.

With the proposed localization method, the system can detect the current location of a user and display corresponding
virtual facilities with appropriate relative position relationship. However, the alignment of facilities cannot be decided
merely using the localization method. For instance, in the fire sprinkler example mentioned before, the user may find
himself standing exactly under a virtual fire sprinkler while the whole virtual fire pipe system has a 90 degree error
from the real fire pipe system. In the developed system, a gyroscope and a compass on a mobile device is used to deal
with the alignment problem with the following steps: (1) a traditional compass or the compass on a smartphone is used
to detect the direction of the facilities (e.g. south - north); (2) in the selected AR engine, a gyroscope is enabled to
track the rotation of the mobile device and the compass is enabled to read magnetic information of the environment;
(3) Quaternions (Unity, 2017) are used to set the relative angle relationship between the view camera and the
developing environment; (4) in the selected AR engine, the directions of facility models are set according to the
obtained magnetic information and the direction of the real facilities. For example, in the case of the developing
environment of this research, the positive direction of the Z-axis of the coordinate system represent north.

In the user interface (UI) of the system, besides the virtual models of facilities, information panels are used to display
different required information, including room information, facility product information, facility maintenance and
inspection information. PHP files with SQL query commands are used to link the system to the constructed database,
based on which multiple users can read and update information in the database. To enable users to interact with the
system, different interaction methods have been applied: for mobile devices, users can directly use the touchscreen
and virtual keyboard to interact with buttons on the UI or directly interact with facilities; for laptop computers and
desktop computers, a mouse and keyboard are used to interact with the system; for AR HMDs (Microsoft HoloLens
is used in this study), users can interact with facilities using voice commands and gesture commands.

A function of screen sharing among different users is needed to enable users from remote places to have a direct and
clear understanding of site situation in real-time. MJPEG (or motion JPEG) format is used to achieve live video
streaming. MJPEG is a video compression format with which each video frame is compressed as a JPEG image and
each part of the sequence of JPEG frames can be sent over HTTP protocol (Chen et al., 2012) so that this format is
suitable for live video streaming through network connection. TCP protocol is used to establish a network connection
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among different devices. A server device is connected to client devices using sockets, which are internal endpoints for
sending or receiving data in a computer network. As shown in Fig. 4, live video streaming is achieved by the following
steps: (1) the system captures each frame of the server screen; (2) each frame of the captured screen is compressed as
a JPEG image; (3) the system sends the stream of JPEG images from the server device to the client devices through
the network; (4) the remote device decompresses the received images; (5) the remote device displays the video.

Fig. 4: Live video streaming

3. ILLUSTRATIVE EXAMPLE

An illustrative example is used to demonstrate how the developed system works. In this example, MySQL, which is
an open source relational database management system (Oracle, 2012), was used to construct the collaborative
database. MySQL supports the SQL language for data query to achieve reading and writing of information efficiently.
Autodesk Revit was used to generate facility models. Two plug-ins of Autodesk Revit were developed using Revit
API to extract facility information and room information. The required information was exported into a CSV file and
imported into the MySQL database. In this paper, ARCHIBUS (ARCHIBUS, 2014) was used as the FMS, whose
database was also incorporated into the constructed MySQL database. The selected AR engine in this paper is Unity
3D, which was used to develop the AR UI for smart phones, tablets, computers and AR HMDs. The supported devices
of this example include smart phones with Android operation system (OS), tablets with Android OS, computers with
Windows 7 or above OS, and Microsoft HoloLens.

The developed system in the example mainly used scripts with C# programming language in Unity 3D. There is one
exception: to get the BSSID and RSSI of routers, a Wi-Fi scan function is needed. However, for Android devices, the
Wi-Fi scan function cannot be enabled through Unity 3D directly. Therefore, an alternative approach was used in this
research to complete the development of the Android version of this system. For the Android version, the Wi-Fi scan
function was first developed in Android Studio with Java. Then the generated project and corresponding libraries in
Android Studio were exported into a compressed file in arr format. In the end, the arr file was imported into the Unity
3D project as a plug-in.
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Fig. 5: Workflow of the illustrative example

Fig. 5 illustrates the work flow of the illustrative example. When a user on site opened the app installed on his
smartphone, the app scanned the surrounding Wi-Fi information. Based on the proposed algorithm for localization,
the nearest Wi-Fi fingerprint was obtained and the room number was detected. Then corresponding facilities and
information were displayed on the device with the correct relative position relationship and relative angle relationship
(the virtual facilities overlap with the real facilities). At the same time, corresponding facilities and information were
also displayed on a remote computer. Both the user on site and the user in a remote office could interact with the
facilities. The site user selected a fire pipe to check its information and the pipe was highlighted automatically so that
all users knew which pipe was being inspected by site user. Then the site user updated the ‘Condition’ of the pipe from
‘Good’ to ‘Leak’ and the user in the remote office could see the updated information immediately. Once the facility
was marked as failed, the color of the model would turn red. Furthermore, the user in the remote office visualized the
site situation in real-time through the screen sharing function, which would facilitate his decision-making. Afterwards,
the user in the remote office gave ‘Instructions’ to the site user. The site user would act according to the received
‘Instructions’ and update the condition information after repairing the pipe. All changes of facility information and
the exact time of changes were recorded in the developed system database. Screenshots of the site device and the
remote device are shown in Fig. 6.
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Fig. 6: (a) A site user with a mobile device; (b) A remote user with a laptop computer; (c) Screenshot of the site device,
(d) Screenshot of the remote device

The capability of the AR system to find the failed facility depends on the accuracy of the proposed localization method,
which can be affected by several factors, such as the distribution of routers, the stability of Wi-Fi signals, the density
of stored Wi-Fi fingerprints, etc. With the experimental conditions mentioned in this section, the localization accuracy
of the AR system was 30cm-50cm. As a result, the system cannot differentiate two pipes if the distance between them
is less than 30cm. In the illustrative example, the distances among each facility were larger than 50cm. The correct
ratio to locate the failed pipe would decrease if the pipes has a higher distribution density. On the other hand, with the
developed AR system, users cannot differentiate facilities that are above the ceiling and horizontally overlapping with
each other. Although the localization method based on Wi-Fi fingerprinting can achieve both horizontal and vertical
localization, users cannot know which the failed facility is if facilities are overlapping above the users.

4. CONCLUSION

FMM, which refers to activities taken to prevent facility failure, incurs a large amount of cost of building facilities.
To improve the efficiency of FMM, a BIM-based location aware AR collaborative framework is developed, with BIM
as the data source, AR for interaction between users and facilities, and Wi-Fi fingerprinting for providing real-time
location information. The developed system has the following features: (1) users can get to know their locations in
real-time and visualize their surrounding facilities and facility information, (2) users can interact with their
surrounding facilities by modifying the virtual objects, looking up and updating information of facilities; (3) users in
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a remote location can visualize site situation and interact with site facilities in real-time. An illustrative example is
also used to demonstrate the functions, user interface and operation of the system.

The developed AR system in the illustrative example can provide a localization accuracy of 30cm-50cm so that the
capability to find a certain facility is promising if the distances among each facility are larger than 50cm. However,
the developed system cannot find a certain facility accurately if the facilities are arranged in a very high density.
Another limitation of the developed AR framework is it has a high dependence on the environment. The whole area
should be covered with Wi-Fi signals, so the system can hardly be used in outdoor environment or during a power
failure period. On the other hand, the Wi-Fi fingerprints have to be collected again when there are any changes of the
distribution of Wi-Fi routers or alignments of walls, which can influence the measurements of Wi-Fi fingerprints.
Furthermore, varying Wi-Fi signals can influence getting the nearest Wi-Fi fingerprints, thus reduce the localization
accuracy. Therefore, the future work of this study will focus on improving the localization accuracy and reduce the
dependence on the environment.
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ABSTRACT: Health and security is a critical issue in the construction industry which ranks amongst the worst
industries regarding injury and fatality statistics. In this field, if not performed correctly, some tasks lead to
musculoskeletal pains. Currently, qualitative tools are available to prevent health risks as MusculoSkeletal
Disorders (MSD). Yet, these tools fail to address evaluation process as it depends on the trainers’ perspective.
Recently, virtual reality (VR) has started to be used as a training tool for construction workers and showed its
relevance in the improvement of the training process. However, it is not used for posture analysis in construction
field. Therefore, UVSQ and Bouygues Construction have developed “Virtual Compagnon”, a Mixed Reality (MR)
platform, in order to evaluate the physical efforts involved, depending on the worker posture, during the lifting of
formwork panels. This platform is composed of a head mounted display (HMD) for visual and auditory immersions
on virtual construction sites extracted from a BIM model, a robotic platform dedicated to “realistic” haptic
feedbacks.

This paper presents the functional specifications of the MR simulator and the first results on the lifting task done
by students.

KEYWORDS: Force feedback, robotic platform, virtual reality, training, prevention, posture evaluation, BIM.

1. INTRODUCTION

The construction sector is one of the sectors posing a significant risk on the health and security of its workers as
they have to, amongst other things, manipulate heavy objects at height through the use of electrical tools. These
different activities result in a risk of accidents on the construction sites.

According to the numbers of the British Health and Safety Executive (HSE) (Health and Safety Executive, 2017a),
more than 30% of the accidents in 2017 involved the construction sector and more specifically the slides of workers
during work at height on the sites. These accidents are easy to enumerate as they are visible, and a lot of solutions
are now implemented by companies in order to avoid them. However, it is more difficult to highlight other health
risks of the different construction activities for each profession, as they are generally invisible and might occur
several years later. One of the most common occupational diseases is the Work-Related Musculoskeletal Disorders
(WRMSDs). These WRMSDs emerge primarily during prolonged and repeated manipulation of heavy objects in
unadvised postures. Another HSE report (Health and Safety Executive, 2017b) has ranked the construction sector
as one of the highest rates of musculoskeletal disorders compared to the agricultural sector, the storage sector or
other industrial sectors.

In this report, 45% of WRMSDs primarily affected the upper limbs and more than one third affected the back. The
British organization mainly addresses the manual handlings and the repetitive actions as cause of these WRMSDs.

It additionally presents an alarming finding that both the heavy lifting and the manipulation of materials account
for more than half of the WRMSDs.

As a result, the construction sector is constantly innovating several of these processes in order to propose more
ergonomically and efficient tools. In that way, the daily life of workers can be improved and WRMSDs avoided.
For this, Bouygues Construction has set up a real awareness campaign that goes beyond training and is concerned
in the day-to-day work of the workers. These include amongst other things; informative posters posted in
construction sites, safety quarter-hour, morning warm-ups, robotization and industrialization and the desirable use
of tower crane for the transport of heavy objects. One of these implemented innovations is the training of side
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workers in an immersive virtual reality (VR) environment. This technology has generated interest of the
construction sector because of the appearance of effective Head Mounted Display (HMD).

Initially used by Bouygues Construction as a sales support tool following the democratization of the Building
Information Modeling (BIM) (Azhar, 2011), VR is now used by the company to train its workers.

Workers are trained in safety measures and in detecting situations that might present a risk on a construction site
(e.g. missing guardrails, wearing Personal Protective Equipment, risks of drug and alcohol consumption). They
are also trained on a tool frequently used on site, namely the formwork panel as this tool represents one of the
highest risks. Huang and Hinze observed that 5,83% of crashes happened while manipulating the formwork at
height (Huang and Hinze, 2003) . Hallowel and Gambatese highlighted that 21,2% of collisions also induced the
formwork (Hallowell and Gambatese, 2009). In addition, evidence of Welch and HAR underlined that repetition
of gestures when lifting the panel represented a risk of discomfort and persistent pain (Welch, Hunting and
Anderson, 2000; Har, 2002).

However, VR has its limitations. Regarding the formwork training, we noted that the lack of force feedback
resulted in a useful exercise. Therefore, an accurate trainee posture during the training is not possible as this
generally depends on the trainer’s expertise.

As a result, we realized the Virtual Compagnon platform, a MR simulator in order to evaluate the physical efforts
involved, depending on the constructions’ worker posture during the lifting of a formwork panel.

This article presents the actual health and safety training process in the field of construction, the formwork
manipulation process in particular and the role of VR application for training purposes (Rezazadeh et al., 2011).

We will also describe the Virtual Compagnon robotic platform which we developed to be used in mixed reality
(MR) in which the crowbar will be used to lift the formwork panel.

Then, we will explain the implemented test protocol that has been tested on 10 participants from the Versailles
Engineering Systems Laboratory (LISV) and we will comment the obtained results.

Finally, we will conclude by discussing the limitations of our study and the future implications.

2. HEALTH AND SAFETY TRAINING IN THE CONSTRUCTION INDUSTRY

The construction sector is the sector that made the most progress in terms of health and safety (International Labour
Organization, 2005). Moreover, construction workers face daily safety hazards such as working at height, using
electrical machinery or risking their health by lifting heavy objects. This is followed by a high work-sites
increasing their risk of injuries (Tak et al., 2011). Therefore, it is crucial to educate workers on the risks of their
business before commencing their actual work.

All these different construction situations such workings at height, handling heavy objects, working near
machinery present a risk of injury and even death. This is followed by - the complexity of certain tasks and the
interaction between co-workers — that are the main factors that lead to these risks. In order to reduce the accidents’
rates, several methods are used to raise awareness of construction workers: Security awareness sessions, morning
warm-ups, comics and posters, 3D videos depicting accident-prone situations etc... At the Bouygues Construction
training centre, a training session is composed of two workshops:

One of these workshops is called a theoretical workshop. During this workshop, the basic rules are recalled in
order for trainees to review the safety rules of every situation and every tool. While working in different situations
such as at height, handling heavy objects or working near power generators of construction machinery, their
behaviour is being conducted. Trainees also learn to detect risks, act in accordance with (for example: establish a
perimeter of security, inform their supervisors...) and to remain alert towards themselves and their colleagues.

The practical workshop comes after the theoretical part. In this workshop, trainees are set in real situations where
they discover different machinery such as tower and mobile cranes, front and back-end loader, but also power tools
and their everyday tools are projected.

In order to improve training processes, numerous types of training exist such as presentations, group trainings,
awareness videos, e-learning modules etc. (Ahlberg et al., 2007; Diego-Mas and Alcaide-Marzal, 2014). But
recently, VR technologies and more specific immersive headsets have proven to be successful as more efficient
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and more affordable devices were put on the market. As a result, the industry has been interested in these
technologies using them in the context of sales support and project review because of their immersive power which
allow the customer to better plan his future project (Burke ef al., 2006; Zhao, Lucas and Thabet, 2009; Dawood et
al., 2013). Instead of building show models, VR has proven to be less expensive, and useful in the projection of
different projects (Miliano, 1999; Whyte, 2003). Many examples exist where the VR is used such as the Cave
Automatic Virtual Environment (CAVE) training or the tablet application (Ahlberg et al., 2007), yet these
technologies fail to put the user in this immersive environment. Furthermore, the interaction is limited which lead
to a lack of haptic return of objects.

Recently, the industrial sector has expressed its huge interest in immersive VR due to the increased VR-headset
performance. The sector has also expressed its interest in virtual training as a way to train workers in the industrial
sector. Therefore, we developed a MR simulator that captures the visual immersion as well as the haptic feedback,
based on a frequently used construction site tool: The formwork panel.

3. FORMWORK PANEL

According to Lopez-Arquillos, a formwork (Fig.1) is defined as a temporary casing-system used in the
construction sector as mold in which concrete is poured to the desired shape and size (Lopez-Arquillos e al., 2014).

Figure 1: Formwork composed of two formwork panels

A formwork is composed of two panels. It is composed of several parts and accessories such as kickstands, screw
jacks and so on. Therefore, it is important that construction workers can identify and recognize these elements in
order to assure the progress of the setup, the adaption and the demolition. Moreover, the formwork is heavy:
250kg/m?, equals 1Ton for a standard panel. Therefore, a good master ship of the operating mode is crucial in
order to avoid injuries. Hence, an adequate training is necessary to better understand the tool and to use it
effectively.

Currently, the training of the form worker is composed of two parts. In the first part, the trainer explains in a
general way the procedure, the risks related to the formwork in terms of ergonomics and MSDs. In the second part,
a practical session takes place in which the trainees handle the formwork and particularly the use of the crowbar.
This session allows construction workers to handle the formwork and to adapt their body positions when using the
crowbar. In this session, the alertness of the trainer is highly required. On the one hand, any wrong handling when
using the formwork can cause the tipping of the form. On the other hand, any wrong body gesture when
manipulating it (during the assembly for ex.) may lead to more or less serious injuries to the trainee.

The different stages in the set-up of the formwork are the following:

1. Assembly of the formwork on the ground

2. Lifting of the formwork with the crane

3. Stabilization of the fixed panel (External limit of the wall)
4. Closing the veil (bringing the second panel closer)

This last step is very important and very delicate because the second panel determines the desired depth of the
wall. The worker construction must therefore move over short distances to reach the desired depth. There are two
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ways to close the veil:

1. Closure with the crane (Fig.2): The worker construction connects the mobile panel to the crane, and with
the directions they give to the crane driver, pushes the panel to the intended location.

2. Closure with the crowbar (Fig.3): Usually done at short distances. The construction worker uses a metal
bar that he puts under the box and presses on the bar to lift the panel slightly and move it in the desired
direction (front or back, right or left)

Figure 2: Formwork closure with the crane Figure 3: Formwork closure with the crowbar

We decided to focus on the second method: Closure with the crowbar (Fig.3).

This method represents a risk to the health of the worker construction, and in particular the work-related
musculoskeletal disorders (Valero et al., 2016). Repetitive actions during closing (rapid movement downwards),
the weight of the panel, the state of the ground and the number of panels to close are factors that can lead to MSDs
and can increase the risk of accidents that can affect the construction worker. It is therefore necessary to ensure
good training in the use of the bar to minimize the risks and ensure the safety of construction workers on site.

These courses are necessary and cover both theory and practice. Yet, there is no mechanism that allows us to have
data on the training session of each trainee. Indeed, there are no sensors on the crowbar or on the formwork that
can inform the trainer about the efforts provided by the construction worker during the training session (for analysis
the performance in time for example), and therefore cannot know quantitatively, the impact of prolonged use of
the crowbar on the trainee. In addition, the trainee posture analysis depends on the trainer and is therefore
completely subjective. The latter observes the construction worker during the session, and corrects orally, without
any quantitative feedback or information on the posture or the gesture. It is possible that the user adopts a bad
posture instead of the good posture or the good gesture.

4. VIRTUAL COMPAGNON

As explained in the previous part, the practical training takes place outdoors and requires the intervention of a
crane for the formwork to be set up. Also, degraded weather conditions (high temperatures, cloudy periods etc.)
can significantly alter the course of the training.

Virtual Compagnon is a MR simulator consisting of a robotic platform (Fig.4) and an immersive VR headset (HTC
Vive). This platform is dedicated to the training of construction workers, and especially the form workers, to the
proper use of the crowbar (Fig.7).

The robotic platform mechanically reproduces the facelift of the panel thanks to a crowbar. This platform is
dedicated to the training of construction workers, and especially the form workers, to the proper use of the bar. It
stimulates the tactile sense of the user by providing a force feedback for more immersion.
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Figure 4: Virtual Compagnon robotic platform

It consists of two plates: a fixed plate above, and plate, which is raised with the crowbar, below. Between these
two plates, we place 4 springs of known stiffness that will provide resistance and thus simulate the weight of a real
formwork panel (Fig.5). This is the first mode: the Passive mode (PM).

Figure 5: The two plates and the springs

We also added engines to have two other modes:

1. Assistive mode (AM): The assistance mode facilitates the manipulation of the system and can be used to
train beginners. It is only functional dedicated.

2. Resistive mode (RM): The resistance mode simulates a heavy load. The handling is more difficult to
manipulate. It could be used to simulate some situations, such as the movement of the formwork panel in
real situation without the assistance of the crane.

These two modes, AM and RM, have been added for two reasons: The first reason is that the movement of the
formwork by the crowbar can be handled by one or two construction workers. The second reason is that, in case
of a shift by two construction workers, the notion of expertise comes into play. Indeed, on the construction site,
the strength between an expert and a beginner form worker are not the same and can therefore impact the execution
of the task. Hence, thanks to the different modes, we propose different scenarios to also form the collaboration
between the form workers during the relocation of the formwork.

The platform also includes various sensors such as the Ultrasound sensor (Fig.6) that allows to return the
movement (the compression of the springs) induced by the bar when lifting the unstressed plate (bottom plate).
This information is useful in two ways:

1. Moving the virtual panel according to the displacement measured by the sensors
2. It gives us information on the force applied at the end of the crowbar by the trainee.
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Figure 6: Ultrasound sensor between the two plates

The virtual headset can visualize a 3D site environment extracted from a BIM model and which communicates
with the robotic platform. While projecting the virtual environment, the helmet, with its sound environment and
the addition of objects specific to a building environment (crane, tools ...), provides a visual and auditory
immersion.

5. MATERIAL AND METHOD
5.1 Protocol

In an attempt to compare an MR and VR approach, we have set up a test protocol with participants within the
laboratory (LISV). These participants all had one thing in common: they were not from the construction industry
and were not familiar with the use of the crowbar. We worked with 10 participants (Students/Novices) with an
average age of 22 years (SD: 2.397) (Table.1). The test was done on Passive mode (PM).

Table 1: Participants

Participant Age (Years) Height (cm) Education Level
1 24 170 Fourth-year university level
2 25 180 Fourth-year university level
3 21 173 Fourth-year university level
4 22 170 Fourth-year university level
5 21 183 Second-year university level
6 19 170 Second-year university level
7 26 186 Fifth-year university level
8 22 165 Fourth-year university level
9 23 166 Fourth-year university level
10 19 170 Fourth-year university level
Mean 22,2 173,3 /

We divided the test into 3 parts corresponding to 3 different workshops:

1. A "Real Situation" Workshop (Workshop 1)
2. A VR Workshop (Workshop 2)
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3. A MR Workshop (Workshop 3)

Before starting the workshops, the participants get 5 minutes to get acquainted to the situation. After each
workshop they get between 30 and 60 seconds of rest and between different sessions 10 to 30 seconds of rest.

In the “Real Situation” workshop (Fig.7), the bar is on the ground. The participant must grab the bar and insert it
in the space provided on the Virtual Compagnon platform.

Figure 7: "Real Situation" Workshop

In the VR workshop (Fig.8), the participant finds himself in a virtual construction site environment in which a 3D
model of the platform has been added. With the controller of HTC Vive, the participant must try to insert the virtual
bar in the space provided just by using the controller.

Figure 8: VR Workshop

In the MR workshop (Fig.9), the participant is in the same worksite environment. The difference is that the actual
bar and the real platform are tracked and represented in the VR environment thanks to the Vive Tracker (Fig.10).
The goal is the same: place the crowbar in the platform.

46



Proceedings of the 18th International Conference on Construction Applications of Virtual Reality (CONVR2018)

Figure 9: MR Workshop

Figure 10: Vive trackers to track the crowbar and the platform

All participants perform each workshop 5 times. The order of the workshops were executed randomly by
participants in order to ensure independent results (Hooton, 1991), for example participant 1 carried out workshop
2-3-1, participant 2 carried out workshop 1-3-2.. We have determined 3 different parameters (“Execution time”,
“distance raised” and “number of errors”) of which we studied, the execution time of the task between the VR and
the MR on the one hand (Test 1) and between the “Real Situation” workshop and the MR on the other hand (Test
2), the distance raised between the "Real Situation" workshop and the MR (Test 3) and the number of errors made
between the VR and the MR (Test 4).

5.2 Results

The choice to compare these parameters comes from the assumptions made:

e  We think that the execution time of the task in VR is weaker compared to that of the MR because the bar
is absent, and the user does not have a feeling of extra weight, and he does not have constraint of the
physical objects that surround it (see the simulator).

e The second hypothesis formulated is that the distance raised in a real situation is greater than that in MR
because the bias brought by the virtual environment can hinder the perception of the user and inhibit his
action.

e  Thirdly, the number of errors committed by MR is greater compared to that of the VR because the weight
of the bar comes into play as well as the presence of the simulator.

e The last hypothesis concerns the execution time of the task, which is lower in real-time situations
compared to that of the MR. This is due to the bias of the virtual environment on the one hand and due to
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the naturalness of the gesture of the participant on the other hand particularly when he sees the real
simulator instead of a 3D representation.

For the statistical study, we used the Student test (paired t-test) after validation by the Bartlett test that the condition
of homoscedasticity is verified.

When analysing the data, a participant's results were discarded. Indeed, following a tracking problem, the person
could not perform the test in good conditions and the results were skewed. We conducted our analysis on 9 of the
10 participants.

While applying the student test on our various tests, we notice that the p-value is very low (p <107%) on different
statistical evaluations. This shows us that we do have a significant difference in the different studies. The VR
environment present in the MR and the weight of the bar did not interfere with the participants in completing the
task. This proves that MR is an interesting approach to VR when it comes to training on tools that require some
expertise and low execution times as proved the author in (Grabowski, 2015) who showed that engaging the sense
of touch can increase subjectively perceived realism of simulation by a factor of 2.

5.3 Limitations

Our study demonstrated that the MR approach for training was more relevant than a VR approach. Yet, our study
shows some limitations in regard to the limited number of participants (10 participants, 9 included in the study),
their absence of pose estimations and the fact that they are not experts in the assignment and the adaptation time
is longer. Also, we worked with young participants who were more or less comfortable with the use of HMD while
construction workers are more used to the use of the crowbar in real situations. Therefore, a study conducted with
the latter could show interesting results and thus analyse, from a more expert point of view, the MR approach.

From a hardware point of view, we encountered some tracking and calibration problems with some sensors. This
sometimes led to errors, and a time of adaptation for the participants.

5.4 Future works

The next step of the project is to improve the tracking system of the crowbar and the robotic platform in the virtual
environment. We will also perform tests on a larger sample of people and integrate experts in handling the
formwork. Finally, in future works a system of video acquisition following the movements and postures of the
trainee will be added to the Virtual Compagnon platform in order to analyse his/her gesture and efforts during the
manipulation of the formwork. For this, we will work in addition to the PM mode with the other modes (AM and
RM) to evaluate the behaviour of trainee in different situations.

6. CONCLUSION

In this article, we introduced first functionalities of Virtual Compagnon platform, a MR solution that gathers a VR
headset for visual and auditory immersion and a robotic platform for strength feedback. This solution is dedicated
to the training of construction workers on a tool frequently used on construction sites; the formwork panel and
more specifically the movement of the formwork thanks to the crowbar. The platform is configured to reproduce
the effort felt when using the bar. The shift observed on the platform is retransmitted in the virtual environment in
order to obtain a 3D representation of the formwork.

To show the interest of using a MR solution, we conducted a test with 10 novices from LISV. These tests showed
the contribution of the MR to the VR, revealing a statistically significant result when comparing the time devoted
to the execution of the task in the placement of the crowbar between the VR and the MR, and between “Real
Situation” and MR, a statistically significant result when comparing the distance raised between “Real Situation”
and MR and a statistically significant result when comparing the number of errors between VR and MR.

For the next version, we will improve the bar tracking system and the platform that has caused some
desynchronizations.

Also, we will conduct tests with experts in the field, increasing the number of participants.

Finally, Virtual Compagnon allows to reproduce the gesture of the crowbar use. In future works, we will add a
video capture system to study and evaluate the gesture and posture of the trainee during the execution of the task,
in order to train him to position himself well.
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THE EFFECTS OF HAZARD LOCATION ON USER SAFETY
BEHAVIORS IN A VR CONSTRUCTION SIMULATOR

Xueqing Lu & Steven Davis
University of New South Wales, Australia

ABSTRACT:

Safety decisions made by construction workers on-site directly affect the rate of accidents and injuries. This study
investigates whether the location of hazards influence people’s noticing of the hazards. Studying the relationship
between hazards and safety behaviors contributes to construction safety management in terms of site safety design.
Virtual reality (VR) simulators have been created for training workers in site safety.

Eye-tracking technology is used to study how eye-catching different hazards are. To achieve high accuracy on
tracking eye movements and create highly immersive experiences, the virtual environments are displayed using a
VR headset with built-in eye-tracking. It is found that the hazards above eye level are less likely to be noticed. The
results help to establish the fundamental design principles of VR construction simulators for training purposes.
Future study will combine eye-tracking technology with brainwave measurements to study the brain’s reaction to
different stimuli.

KEYWORDS: Hints, Construction Safety, Virtual Reality

1. INTRODUCTION

The construction industry has high injury and fatality rates. Unsafe behaviors of construction workers may lead to
accidents. Thus, it is important to train people to make safe decisions on construction sites. Virtual reality (VR)
simulators have been created for training workers in site safety. Using VR for construction education avoids people
being exposed to real dangers (Filigenzi et al., 2000), but there have not been any guidelines on what should be
added to VR simulators for training purposes.

Previous research found that virtual construction simulators involving unsupervised interaction should be designed
with sounds and their corresponding visual objects, without priming factors, and should contain “traps” that
highlight unsafe behavior by ensuring that the trainees will always experience the negative consequences of unsafe
decisions (Lu and Davis, 2018). To prevent unsafe behavior on construction sites, barriers should be set up, safety
warnings should be displayed near hazards and safety management personnel should be present (Lingard and
Rowlinson, 2005). However, sometimes people still ignore these protections and act unsafely. Therefore, to
discourage these human errors, safety training in VR simulators is essential because trainees experience
appropriate consequences after making mistakes in a virtual environment (VE) without being physically injured.

However, it is still unknown how people react to different cues in VR simulators. The most common accidents on
construction sites are caused by falling from height or falling objects (Helander, 1991). Therefore, this study will
investigate how the location of hazards influences whether or not particular hazards are noticed. Hazards that are
not noticed should have extra effort applied to make them salient, or to protect workers from them. This would
also help to establish the fundamental design principles of VR construction simulators for training purposes.

This requires eye tracking of VR users to determine what they see. To achieve high accuracy on tracking eye
movements and create a highly immersive environment, the virtual environments will be displayed using a VR
headset.

The hypotheses tested by this study are:

1. Hazards on the ground are more likely to be noticed than those above eye level in the virtual construction
site.
2. Being “injured” in a VR construction simulator will subsequently make people act more safely.
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2. BACKGROUND

Traditional methods that have been used in education and training involve lecture/discussions, demonstrations,
conferences, simulation, videotapes, programmed instruction, and interactive video (Xie et al., 2006). Traditional
construction training is usually delivered in the classroom, on-the-job, by interactive videos or by hands-on
instruction (Stromme, 2011). However, with the fact that people get tired of the traditional training methods, more
realistic and interesting methods are desired (Filigenzi et al., 2000). Following the existence of the World Wide
Web, and with the advancement of computer technology, e-learning has become a widely used method for
construction training. Ho and Kuo (2010) defined e-learning as computer-aided or internet-based learning and
includes remote learning and on-line learning modes. It not only reduces the cost of construction training, but also
provides a flexible learning environment (Ho and Dzeng, 2010).

Zhao and Lucas (2015) suggested a pyramid of learning effectiveness for construction safety training, from where
it could be seen that ideally, by simulating a real practice or going through the real-life task/experience, trainees
can remember more than 75% of the learning content (Fig. 1).

Fig. 1: Pyramid of learning effectiveness (Zhao and Lucas, 2015)

However, on the job training is often time and resource consuming, and the opportunity of being involved in real-
life tasks is also limited for trainees. Therefore, computer software has started to play an important role in
modelling and simulating real world processes (Kellner et al., 1999). Although software simulation modelling can
help people to predict the result of an activity, people do not feel like they are performing a real task, for the reason
that 2D displays lack immersion (Sharples et al., 2008).

In the last few decades, a new technology, virtual reality (VR) simulation, has been used as a training tool.
Kinateder et al. (2014), and Riippel and Schatz (2011) have studied fire safety behaviors in VR. Using VR for
construction education avoids people being exposed to real dangers (Filigenzi et al., 2000), but there is also the
challenge of ensuring that the trainees take the consequences seriously in a virtual world, and that they learn from
the VE.

Several researchers have compared the efficiency of training with VR and conventional training methods. Ausburn
and Ausburn (2004) pointed out that VR should not aim to replace conventional training methods but to play a
supplementary role. It appears that students are motivated by VR but they also prefer live instruction where they
can ask questions and receive feedback. Tate et al. (1997) studied the supplementary effect on learning by adding
VR training to traditional firefighting training. The trainees made fewer mistakes and finished faster after training
in the VR simulator than those who only went through traditional training.

3. STUDY METHODS

This study investigates whether the location of hazards affect whether people notice them. The virtual environment
used in the study contains different hazards:
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Falling objects from a scissors lift

Falling objects from a crane

Falling soil from an excavator into an excavation
Moving trench box lifted by a truck crane

A reversing truck

Electric shock from electric cables lying in water

A e

The first three hazards are above eye level. However, the equipment related to each of these three hazards is placed
on the ground. The trench box is lifted at/above eye level. A reversing truck is at/below eye level, and the electrical
cables are on the ground. This choice of hazards aims to investigate whether people look up when they are
immersed in a virtual environment.

A FOVE eye tracking headset was used in the study to show the point where people are looking at any particular
time. This can then be linked with what the participant subsequently does in the simulation. The virtual
environment was run on a Dell Alienware personal computer and an Xbox controller was used for user input.

3.1 Test procedure

5 PhD students from the School of Civil and Environmental Engineering (3 males and 2 females) were invited to
test the headset and environment.

They were asked to sign a consent form before the experiment introducing the aim, requirements, potential risks
and benefits of the experiment. Since it is common that users feel sick in VR environment, they were told that once
they feel any sickness, they are free to quit the experiment or, if they prefer, to continue participating using a 2D
monitor.

The investigator introduced the user interface to the participants and briefed them that this experiment was to teach
people how to build a scaffold and their tasks were searching for the materials needed. They were told that the eye
tracking device was used to study how people look for things. The aim of this briefing that it was not about safety
was to distract participants from looking for hazards so that they would act normally as construction workers.

The participants started the test after the briefing. The screen was recorded during the test.

They started the test standing outside the construction site, and were told to find a blackboard (as shown in Fig. 2)
to activate the task. As the eye tracking loses accuracy during physical movement such as head turning, a relatively
small “Hint” button was added to the blackboard. Participants need to gaze at the button and press a key on the
controller to activate the hints, which then activated NPCs who can tell them where the materials are. Pressing the
key when the gaze point was outside the button, hints wouldn’t be activated. Therefore, the participants would
need to periodically correct the gaze point with another key. Gaze point correction can be used any time but adding
the “Hint” button was to make sure that gaze point was accurate enough at the beginning of each task (about every
2 minutes).

Fig. 2: Quest blackboard

After the test, participants were asked to complete a questionnaire and were debriefed that the experiment was
actually about safety and testing whether people can notice the hazards, rather than about searching for objects.
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4. RESULTS

There were 10 tasks in the complete experiment. Among the 5 participants, only one of them finished the whole
experiment with the VR headset on for the whole time. One participant quit the experiment after the first task
because of dizziness. One student took off the headset after the first task because of dizziness, and then finished
the next 6 tasks using a 2D display. The other two students switched to the 2D display after the 5 task and finished
the experiment.

4.1 Case study

The data collected from the participant who completed the experiment in VR headset will be discussed below as a
case study.

The participant is a male PhD student with a Bachelor in Civil Engineering. He has two month’s construction
industry work experience and 2 years of first person computer game experience. However, he has not played first
person computer games for 2 years.

4.1.1  Answers from questionnaire

1. What do you think of the level of difficulty of the environments?
Easy (Boring)

The tasks were activating quests, find the objects on the map and collect the object. The tasks themselves are not
difficult. However, if a participant is not familiar with the user interface or feeling uncomfortable from wearing
the VR headset, they may perceive more difficulties.

2. How similar did the virtual world feel to the real world?
Moderate

3.  How much do you think human activities in the virtual world are similar to that of the real world?
Very much

In this test environment, the activities that the avatar can do include: walking, turning around, jumping, interacting
with the quests, interacting with NPC (find the NPC and renew the hints on the map), interacting with the
environment (being injured and collecting items). The human activities may also include colliding with objects.

According to all the feedback, the participants who thought that the human activities in the VE are very similar to
that of the real world also thought that the tasks were easy. Future studies can investigate if the user interface and
mechanics influence users’ evaluation of the difficulties of the tasks.

4. Do you agree that virtual reality is a helpful tool for safety training?
Strongly agree
What improvement could be done with the virtual environment?
Improvement on head tracking sensitivity.

The eye tracking lost accuracy if the headset slides on user’s face, which can be caused by head movements.
Therefore, a correction function must be added to the test environment. However, doing a correction every minute
would also annoy users.

5. Please choose the risks that you perceived when you were doing the tasks.
a. Falling objects from a scissors lift

b. Falling objects from a crane X
c. Falling soil from an excavator to an excavation

d. Moving trench box lifted by a truck crane

e. Areversing truck X
f.  Electric shock from water and electric cables X

6. Please choose the hazard that you think other students may be injured from.

a. Falling objects from a scissors lift

b. Falling objects from a crane X
c. Falling soil from an excavator to an excavation

d. Moving trench box lifted by a truck crane X
e. Areversing truck X
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f.  Electric shock from water and electric cables X

The purpose of asking the participants to predict other students’ performance instead of asking what hazards they
will be able to avoid next time is to avoid the Hawthorne Effect. Predicting what hazards other students may be
injured from reflects what hazards gave the participants themselves deep impression.

7.  What do you think of learning with VR compared to traditional learning methods? (video/fieldtrip)
1t’s a form of visual learning which helps students to better visualize the theoretical knowledge, as it feels
more relatable to real world experience, putting theoretical work into practice.

4.1.2 Observations from the test

1. The participant was injured from:

a. Falling objects from a scissors lift X
b. Falling objects from a crane X
c. Falling soil from an excavator to an excavation X
d. Moving trench box lifted by a truck crane

e. Areversing truck X
f.  Electric shock from water and electric cables X

2. Each time the participant was injured, he started to look for the hazards, and avoided them next time he
walked past (Fig. 3).

(a) (b)

() (d)

Fig. 3: (a) looking at the crane after being injured (b) injured by the reversing truck (c) looking at the truck after
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being injured (d) walking around the area behind the truck to collect the standard

3. The participant gazed at the excavator for one second when first walking past, but then did not remember
that the excavator was above him after he walked into the excavation, leading to “injury”. Future work
will involve measuring brainwaves to determine the level of concentration when looking at such objects.

(a) (b)

Fig. 4: (a) looking at the excavator (b) walking in the excavation

4.2 Quantitative analysis

The following section aggregates the results from all 5 participants.

4.2.1 Injuries

Among all the tasks that have been finished with VR headset display, the number of injuries were:

Table 1: Injuries

Hazard Number of Participant Injury Rank
Accidents Sample Size Rate
Falling objects from a scissors lift 3 4 75% 3
Falling objects from a crane 10 5 200% 1
Falling soil from an excavator into an excavation 2 4 50% 5
Moving trench box lifted by a truck crane 4 5 80% 2
A reversing truck 2 4 50% 5
Electric shock from water and electric cables 3 4 75% 3

It can be seen from Table 1 that objects falling from a crane has a much higher injury rate than the others. There
are three main reasons:

1. This hazard was placed near one of the entrances of the building. The NPC was outside the building near
this entrance and the object to be found was inside the building near this entrance. The falling objects
were quite high. When the participants were focusing on their task searching for the materials on the floor,
they did not devote much attention to the hazards around.

2. Even though they have been injured from the falling objects, most of them still used this entrance hoping
that the accident before would not happen again. Only one participant started to look for other entrances
after being injured.
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3. The other entrance of the building is far away from the blackboard, and an injury only freezes the player
for 10 seconds. Therefore, to save time, two participants decided to let their VR avatar be hit by the falling
objects instead of spending more time using the safer route. This indicates that they were not seeing the
avatar as themselves. However, this only happened after they switched to the 2D display.

4.2.2  Perceived hazards
The participants were asked to select the risks that they perceive while doing the tasks. (Table 2)

Table 2: Perceived hazards

Hazard Number of Participant Perceived Rank
Risks Sample Size rate
Falling objects from a scissors lift 2 4 50% 4
Falling objects from a crane 3 5 60% 3
Falling soil from an excavator to an excavation 1 4 25% 6
Moving trench box lifted by a truck crane 2 5 40% 5
A reversing truck 4 4 100% 1
Electric shock from water and electric cables 4 4 100% 1

It is obvious that hazards on the ground were easier for the participants to identify. An average of 43.75% of the
first four hazards (above eye level) in Table 2 were identified, while the last two hazards (on the ground) were both
100% identified.

4.2.3  Prediction from participants

The purpose of asking the participants to predict others’ injuries is to study whether the hazards that people think
to be most unnoticeable match the reality.

Table 3: The hazards that the participants think other people may be injured from

Hazard Number of Hazards Rate Rank

Falling objects from a scissors lift 5 100% 1
Falling objects from a crane 3 60% 3
Falling soil from an excavator to an excavation 2 40% 6
Moving trench box lifted by a truck crane 3 60% 3
A reversing truck 4 80% 2
Electric shock from water and electric cables 3 60% 3

Interestingly, the hazard that was predicted to have the highest injury rate (Falling objects from a scissors lift) in
Table 3 has 75% injury rate (rank No. 3) and 50% perceiving rate (rank No. 5 together with excavator).

It was predicted that the first four hazards that were above eye level would have an average of 65% chance of
causing injuries, and the hazards would have an average of 70%. However, in reality, the first four hazards caused
more injuries and were less likely to be identified.

4.3 Other comments

The participants also gave some feedback on training with VR vs. traditional training methods. They think that
learning with VR has lower risk and is more convenient, also it saves time and has higher efficiency compared
with traditional training methods. However, one participant also mentioned that it was not comfortable wearing
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the headset because of the weight and dizziness.

Participants without first person shooter (FPS) game experience felt different levels of dizziness.

5. DISCUSSION AND LIMITATIONS

From the results above, it can be seen that hazards on the ground are easier to be noticed than hazards at/above
eye level. Even though the equipment/vehicles that are related to the hazards are on the ground, the participants
still did not relate them to possible safety issues. Therefore, visual hints should be placed at ground level to attract
their eyes, and salient sound should be added to where the hazards are located to help people identify their locations.

Moreover, looking at a direction does not necessarily mean that people have seen the object in that direction.
Therefore, brainwaves should be measured to study whether people have seen a hint and thought about the hint.

Learning from “injuries” in the VR simulator helps people to act more safely in the virtual construction site when
they are immersed using a headset. However, if the users are not immersed, they do not take the injuries seriously
and use the shortcuts.

VR sickness is a hindrance to experiments. Usually first-time users start to feel sick after one or two minutes and
take off their headset after 10 minutes, especially if they turn around a lot. Using hand held controllers to turn
causes more dizziness than turning controlled by head tracking. Most VR simulators use “teleport” as the solution
to avoid turning, however it is not suitable in this simulator, because teleport to the destination may jump over the
hazards. Therefore, in the future experiment, the rotation input method will change from rotating while pushing
the thumb stick to turning 30 degrees every time the thumb stick is pushed.

Limitations of this study include:

1. Itis based on a small sample size.

2. Dizziness caused a large proportion of participants quit using the VR headset.

3. The immersion of the participants reduced after switching to the 2D display, which may have caused an
increase in unsafe behaviors.

4. People may behave differently on real construction sites compared with inside virtual simulators.

6. CONCLUSIONS

The conclusions that can be drawn from this study are:

1. Hazards on the ground are more likely to be noticed than those above eye level.
2. The effect on safety behavior after being “injured” in a VR construction simulator depends upon the level
of immersion.

This study provides fundamental knowledge of how people identify hazards. Future study will measure brainwaves
together with eye tracking technology to further explore users’ mental activities during the tasks and test what type
of hints are most eye-catching.
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ABSTRACT: For safety on construction sites, it is important to track the location, posture and movement of
construction equipment (e.g. excavators, trucks, cranes, and bulldozers). Currently with the aid of surveillance
cameras on construction sites, computer vision techniques can be applied to process the captured videos and
images, which can be used to identify the site conditions and potential hazards. Previous research studies have
attempted to identify and locate different kinds of construction equipment on construction sites based on
surveillance camera videos using computer vision techniques. However, there is a lack of research studies that
automatically identify the posture and movement of on-site construction equipment, which would also affect the
safety condition of construction sites and the utilization of the equipment itself. This paper presents a methodology
framework based on computer vision techniques that can automatically identify the posture of construction
equipment from videos captured on construction sites. First, surveillance camera videos are used to build an image
library of different construction equipment. Meanwhile, the posture of construction equipment is defined by its
skeleton in this built image library. Based on the proposed image library, a computer vision technique namely
Convolutional Neural Network is leveraged and modified to get the posture of a construction equipment. A
demonstration example is presented to illustrate and evaluate the developed framework.

KEYWORDS: Convolutional Neural Network (CNN), Construction equipment, Posture estimation, Computer
vision, Safety monitoring.

1. INTRODUCTION

The construction industry is one of the most hazardous industries, according to the report of National Census of
Fatal Occupational Injuries (2016) in the United States. Due to the high on-site accident rate, construction safety
has attracted increasing attention in recent years (Zhou, Goh and Li, 2015). As a key component on construction
sites, construction equipment (e.g. excavators, trucks, cranes and bulldozers), have great influence on construction
safety. The safety issues related to construction equipment include transportation incidents and interaction with
other objects on construction site. Those issues are mainly resulted from the dynamic location, posture and
movement of construction equipment during construction work. Therefore, it is necessary to track the location,
posture and movement of construction equipment so as to monitor their working state and avoid the occurrence of
dangerous conditions in advance. Based on the extensive installation of surveillance cameras on construction sites,
videos and images could be easily captured with the information of site environment and construction working
state. Currently, most of the site managers still watch the videos to track motion of construction equipment and
evaluate risks manually, which is time-consuming and not accurate.

With the large number of videos captured from surveillance cameras, computer vision techniques provide good
means to process video frames and achieve automatic monitoring. Previous studies have attempted to identify and
locate various kinds of construction equipment using computer vision techniques (Kim ef al., 2018). However,
both position and posture of construction equipment would change during on-site activities, which would have
influences on the safety condition. There are only few researches estimating the postures of the arm and boom of
excavators using conventional computer vision techniques (Rezazadeh Azar and McCabe, 2012a; Soltani, Zhu and
Hammad, 2017). The overall posture estimation of construction equipment still needs to be studied.
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Currently, deep learning techniques such as convolutional neural network (CNN) models have achieved good
performance for estimating human posture after trained with human posture dataset annotated by keypoints
(Charles et al., 2015). CNNs have also been utilized for identifying and locating construction equipment and
achieved high accuracy. However, the posture estimation of construction equipment is still lacking. Therefore, this
research proposed a CNN-based approach for automatically estimating the overall posture of construction
equipment from videos captured on construction sites. In this study, an image library with 1,090 images of different
construction equipment is built by extracting frame images every 10 seconds from surveillance camera videos.
The videos are taken under different situations, such as from different points of view to the construction equipment,
in different weather condition, and at different working time (daytime and night). Meanwhile, the location of
construction equipment is known, and the posture of construction equipment is defined by its skeleton using
keypoints annotation. With the proposed image library and posture annotations, the keypoints of equipment
skeleton can be identified using the constructed CNN model.

The rest of this paper is outlined as follows. Related works on the applications of CNN on construction and posture
estimation of construction equipment are introduced in Section 2. Section 3 includes details of the proposed
methodology. The posture estimation of excavator is used to illustrate and evaluate the proposed methodology in
Section 4. Section 5 concludes the paper.

2. RELATED WORK
2.1 Motion Tracking of Construction Equipment

There are many methods developed for motion tracking of construction equipment. Various sensors are usually
applied to monitor positions and motions of construction equipment on site. For example, Radio Frequency
Identification (RFID) (Chae and Yoshida, 2010) and Ultra Wideband System (UWB) (Cheng et al., 2011) have
been utilized for real-time tracking the location of construction equipment. In addition, some researchers used
angular and linear displacement sensors to estimate the posture of construction equipment (e.g. crane) with low
degree of freedom (Li and Liu, 2012). Although sensors could achieve high precision in tracking equipment and
estimating their motion, numerous and complicated installations on construction equipment make this technique
difficult to be applied widely. Another common practice is monitoring equipment’s motion by watching videos
and images from surveillance cameras, which are essential facilities on construction sites. Due to the low efficiency
of manual observation and evaluation, conventional computer vision techniques such as background subtraction,
support vector machines (SVMs), and k-means clustering were studied to track the motion of construction
equipment (Rezazadeh Azar and McCabe, 2012b). However, in those studies, researchers need to carefully select
handcrafted features for interpreting videos and tracking equipment, which affect the accuracy of the tracking
results. Compared to conventional techniques, CNN model has achieved promising performance in various
computer vision tasks such as image classification and object detection. In one CNN model, filters on a stack of
convolutional layers, pooling layers and fully connected layers are applied to extract different features and the
filter weights are optimized automatically during the training, which is more accurate and efficient. Although
CNNs are employed in some studies to track motion of construction equipment and got high accuracy (Soltani,
Zhu and Hammad, 2017), they could only classify the type and get the location of construction equipment. The
application of CNNs for tracking movement and posture of construction equipment is still in its infancy stage.

2.2 The Applications of Computer Vision Techniques on Construction Sites

Before utilizing deep learning methods such as CNNs, there have been applications of conventional computer
vision techniques for attacking issues on construction sites. For example, researchers have detected workers and
equipment through combining histogram of gradient (HOG) and SVMs to process RGB images captured from
construction sites (Golparvar-Fard, Heydarian and Niebles, 2013). Recently, Soltani et al. (2017) evaluated the
performance of a CNN model for on-site equipment detection with a dataset containing both real and synthetic
images of construction equipment. Fang et al. (2018) employed CNN to detect safe harness to prevent falling-
from-heights issues. Kim et al. (2018) combined region-based convolutional neural network (RCNN) and transfer
learning to build a model for detecting construction equipment with good performance. Based on detection results,
locations of construction-related entities on construction sites could be obtained by object matching (Lee, Park and
Brilakis, 2016). In addition to location information, the posture of workers and construction equipment also
influence safety on construction sites. Thus, some researchers have estimated overall posture of workers (Yan et
al., 2017) and partial posture of the excavator boom and arm (Soltani, Zhu and Hammad, 2017) with location
information. However, there is a lack of research on detecting the overall posture of construction equipment, which
is important for identifying the working status as well as the interactions between equipment and the environment.
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3. METHODOLOGY

In this study, an approach is proposed to track the posture of construction equipment, through estimating keypoints
of the equipment skeleton using a CNN model. Based on known location of construction equipment, a CNN model
is leveraged and modified for estimating posture of construction equipment through detecting keypoints. The
overall workflow of the proposed framework is shown in Fig. 1. Firstly, image library of construction equipment
is generated and keypoints of equipment skeleton are defined. Second, the ground-truth labels of keypoints are
created for model training using Human Annotation Tool (Lubomir and Jitendra, 2011). The location of
construction equipment is determined in each training or testing image. With known location, the created image
library and ground-truth labels are used for training the proposed model. Using the weights acquired from model
training, keypoints of construction equipment in an image are predicted. In the end, the postures of the equipment
are estimated by connecting keypoints to generate the skeleton.

Fig. 1: Overall workflow of the proposed approach.

3.1 The Developed Posture Estimation Model

The overall architecture of the developed CNN model(Bouvrie, 2006) is shown in Fig. 2. The developed model
contains 8 layers with weights, among which the first five layers are convolutional, and the remaining layers are
two dense (fully-connected) layers and output dense layer. Each convolutional layer consists of several
convolutional filters, and the parameters of each convolutional filter are optimized by a back-propagation
algorithm. The purpose of the convolution operation is to extract different features of the input image. One
convolutional layer may only extract some low-level such as edges, lines and angles. More layers of convolution
can extract more complex features from low-level features. In the proposed model, five convolutional layers are
used for extracting different levels of features from the input image through different sizes of kernels and filters.
Pooling layer is to abstract the original features extracted from the input image, thereby greatly reducing
parameters needed by the training model. In the proposed model, max pooling is used for pooling layer, which
divides the input image or feature map into several rectangular areas and outputs the maximum value for each sub
area. Using max pooling, the model only focuses on the most important features of the input image or feature map,
which increases the efficiency of image processing and decreases the total number of required parameters. Dense
(also named fully connected) layer maps the learned features to the given labels. Before the last dense layer, there
is a dropout layer for avoiding overfitting. The output of the last fully-connected layer is fed to 12-way linear
function, which predicts the coordinates of 6 keypoints of an excavator. The first two convolutional layers filter
the 224x224 input image with 32 kernels of size 3x3. The following two convolutional layers use 64 kernels of
size 3x3. And 128 kernels of size 3x3 are used for the final convolutional layer. The kernel stride in each
convolutional layer is 1. Each fully-connected layer has 1024 neurons.

Fig. 2: Architecture of the improved CNN model for excavator keypoints estimation.
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During the training of a CNN model, the overfitting problem should be considered. Dropout layer (Srivastava et
al., 2014) abandons the output of each hidden neuron with a probability of 50%. A certain set of neurons is not
considered during a particular forward pass and do not participate in the corresponding backward propagation
during the whole training process of the proposed architecture. Hence, dropout layer prevents co-adaptations
among neurons and using dropout layer forces the developed model to learn more robust features from fed images.
Therefore, a dropout layer is implemented between two fully connected layers in the model architecture proposed
in this research.

3.2 The Model Training Process
3.2.1 Image library generation

In the proposed approach, images required for model training are captured from available videos by every 10
seconds. Considering the similarity between extracted frames from the same video, histogram matching algorithm
(Russakovsky et al., 2015) is used to eliminate relatively duplicated images. After calculating gray histograms of
all extracted frames from one video, the probability distribution of gray values in each extracted frame could be
obtained. After that, the similarities among extracted frames are calculated and compared by histogram matching
algorithm through matching the probability distribution of gray values. If the matching result indicates two frames
are similar to each other, the previous extracted frame would be saved, and the latest extracted frame would be
deleted. Some example images of image library are shown in Fig. 3.

Fig. 3: Example images in the generated image library.

3.2.2  Keypoint definition and annotation

To track posture of equipment such as excavators by tracking their skeleton from images using deep learning, it is
necessary to define the keypoints to get the skeleton of an excavator. Therefore, 6 keypoints of excavator were
selected and defined as shown by the dark dots in Fig. 4: (1) Body end: it is the point of boundary of equipment
and the surroundings; (2) Body boom: it is the interaction point of boom and excavator body; (3) Boom arm: it
is the joint of boom and arm; (4) Arm_bucket: it is the joint of bucket and arm; (5) Left_bucket end: it is the upper
left corner of excavator bucket at the viewpoint from body to bucket ; (6) Right bucket end: it is the upper right
corner of excavator bucket at the viewpoint from body to bucket. Through connecting the defined 6 keypoints in
sequence, the skeleton of an excavator is determined as the orange lines show. The overall posture of an excavator
could be estimated, and the facing direction of bucket could be known.

After keypoints definition, the coordinates of those keypoints are required to create the ground-truth labels for
deep learning model training. The ground-truth labels containing the information of keypoints coordinates are
created by a keypoints annotation tool named The Human Annotation Tool (Lubomir and Jitendra, 2011), which
is commonly used for human keypoints annotation and could be used for equipment key point annotation. For each
keypoint, the annotation is (X, y, v). X and y are lateral and vertical coordinates of the keypoint while v represents
visibility of the keypoint. v=1 if the keypoint is visible; v=0, otherwise. The created ground-truths are saved in
XML format.
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Fig. 4: Keypoints definition of an excavator.

3.23 Model training

The model is trained with a batch size of 64 images and a momentum of 0.9. During each training iteration, 64
image are randomly selected and fed into the proposed network which can improve the training efficiency as well
as reduce the computation cost. All the weights in the proposed model architecture are initialized by glorot uniform
initialization (Glorot and Bengio, 2010), which draws samples in a uniform distribution. The neuron biases in the
convolutional layers and dense are initialized with 0. The activation function for each neuron is a rectified linear
unit (ReLU) method. Euclidean distance is adopted to calculate loss function during training because this research
mainly concerns about the position difference between prediction and ground-truth of keypoint. During training,
stochastic gradient descent (SGD) is used as gradient descent optimizer with decreasing learning rate changing
with the number of network epochs. The network is trained for 200 epochs on the images of the training set. After
200 epochs training, the model weights with the best overall accuracy on the validation set will be saved and
utilized for testing.

3.2.4 Model evaluation

The accuracy of the pose estimation model is evaluated based on the probability of a correct pose (PCP), which
measures the percentage of correctly predicted keypoint (Charles ef al., 2015). An estimated keypoint is deemed
correctly located if the distance between this point and the ground-truth point is less than the defined threshold.
The overall accuracy is calculated as the percentage of correctly estimated keypoints over the total amount of
points, as shown in equations (1) and (2),

Result(r) = {1, d < threshold
|0, d=threshold (1
A ! Z Result(r)
ccuracy = — esult(r
¥ @

r€{0,1,2,...,n}

where 7 indicatesthe rt" estimated keypoint of all the test images; d represents the distance between predicted
position and ground truth of r*"* keypoint; and n is the total number of estimated keypoints of all the test images.

4. EXPERIMENT

The proposed approach aims to automatically identify the posture of excavators on construction sites through
detecting 6 keypoints of excavators as defined in Section 3.2.2 based on the images captured from on-site
surveillance videos. Experiments are conducted to validate the applicability of the proposed approach.
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4.1 Experiment Setup

Available image library used in this research has a total of 1,090 images of excavator captured from the videos
available in Youku (Koo, 2006). With the availability of on-site surveillance videos, images required for training
the model in this study are captured from those videos by every 10 seconds. At first, 4,800 images of excavators
are obtained. After deleting duplicates by histogram matching algorithm, there are 1,090 images in total remained
and annotated in the image library for the experiment, 80% (872 images) of which are used as the training set, 5%
(54 images) are used as the validation set, and 15% (164 images) are used as the test set. Experiments are conducted
by the proposed model based on Keras (Keras Documentation, no date) and TensorFlow (Abadi et al., 2016),
which provide packages to build deep learning models. The experimental environment is Ubuntu 16.04 operating
system and Intel Core 17-4790 CPU.

4.2 Experiment Result and Discussion

The developed CNN-based posture estimation model is firstly trained with the training dataset, after which the
model with the highest overall accuracy on validation set is saved and applied for detecting the posture of
construction equipment. In the end, the performance of the proposed approach is evaluated on the testing set (164
images in total). The examples of experiment results are shown in Fig.5. Obviously, 6 keypoints are well estimated
by the proposed model and they are annotated by black dots in each test image from different view. Connecting 6
keypoints with white lines, the skeleton and the overall posture of an excavator in the given test image could be
obtained. Through the angles of the excavator skeleton, more information about the excavator such as the working
state, working area and influential area of the excavator can be obtained, which are important for understanding
the on-site safety condition.

Fig. 5: Examples of construction equipment posture estimation results.

Based on the testing results, the overall accuracy and the accuracy of each keypoint in test set are calculated
according to equations (1) and (2). As illustrated in Fig. 6, the overall accuracy of excavator posture estimation
increases with larger threshold. It gets 71.82% at threshold of 20 pixels. Accuracies varied in different keypoints,
as shown in Fig. 7. For example, when threshold is 20 pixels, the accuracy of body boom keypoint, boom arm
keypoint, and body end keypoint are 83.64%, 80.61% and 81.21%, respectively. The experiment result indicates
that most of keypoints on excavator are correctly detected and the overall posture could be determined. Therefore,
this framework has the potential to estimate overall posture of construction equipment.
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Fig. 7: Accuracy of each keypoint on excavator.

Although the framework can estimate overall posture of construction equipment, there are still keypoints not
detected correctly as shown in Fig. 8. There are some potential causes of errors. Firstly, occlusion is a main cause
for errors, as shown in Fig. 8 (a) and (b). Some keypoints (e.g. arm_bucket keypoint, left bucket end and
right bucket end) are often occluded by soil or rocks during working period of excavators, which makes it hard
to estimate these keypoints. When the equipment is observed from front view or back view, it is also difficult to
estimate the posture of occluded part without enough image features. In addition, color and illumination of images
influence the accuracy, as shown in Fig. 8 (¢) and (d). The color of excavator body is often similar to the working
environment and some images are captured at night, which increases the difficulties in distinguishing keypoints
from working environment. Moreover, similarity between keypoints would lead to errors. For example, the
proposed model sometimes makes mistakes when estimating left bucket end and right bucket end of excavators,
which are similar with each other. To improve the accuracy of the proposed model and to address some of the
limitations mentioned above, the whole construction site should be monitored by placing enough cameras at
appropriate positions. In this way, a richer image library could be obtained and the construction equipment could
be observed from different viewpoints.
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(a) (b) (c) (d)

Fig. 8: Examples of inaccurate estimation results. (a) shows the inaccurate estimation result when excavator is
observed from front view and most of its keypoints are occluded by the excavator body; (b) shows the inaccurate
estimation of left_bucket end and right bucket end when the bucket is occluded by soil; (c) presents the case that
the excavator body and its working environment have similar color; (d) presents the inaccurate estimation case
when videos captured at night and the illumination condition is poor.

5. CONCLUSION

Construction equipment (e.g. excavators, trucks, cranes and bulldozers) is a key component on construction site.
Transportation incidents and attack incidents are often caused by the motion of construction equipment. It indicates
that the location, posture and movement of construction equipment would have great influence on construction
safety issues. Therefore, it is important to monitor the location, posture and movement of construction equipment
during their working process so as to avoid potential dangers. With the widely installation of on-site surveillance
cameras, it is convenient to monitor construction equipment through processing video frames without installing
sensors on construction equipment. Compared with manual processing on the on-site videos, computer vision-
based approaches can be applied for more efficient video interpretation. Additionally, the performance of CNNs
in other tasks indicates their potentials for automatic processing videos captured from surveillance cameras on
construction sites, such as to track location, posture and movement of construction equipment.

In this research, a CNN-based approach is proposed for automatically identifying the overall posture of a
construction equipment from images captured from surveillance cameras on different construction sites. Based on
the 2-dimensional RGB images, the proposed approach estimates the overall posture of a given construction
equipment from different viewpoints. The overall accuracy of the proposed approach reaches 71.82% at a threshold
of 20 pixels when identifying postures of construction equipment. Compared with conventional methods, the
proposed approach can get rid of sensor installation on construction equipment, as well as reduce costs of time and
workforce for monitoring site conditions. In addition, the proposed method estimates overall posture of
construction equipment instead of merely focusing on certain special parts, which offers more information for
construction safety analysis. In the future, the causes for the bad estimation will be explored and the proposed
model will be improved.
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DEVELOPMENT OF HUMAN POSE USING HYBRID MOTION
TRACKING SYSTEM
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ABSTRACT: In modular construction, especially in a factory, awkward and repetitive motions of the workers are
frequently occurred. These motions may cause the injuries and accidents which lead to safety and productivity
reduction. To identify and reduce these motions for safety and productivity improvement, factory managers utilize
ergonomic risk assessment which requires body joint angles, limb length etc. as inputs. Human motion capture
systems (HMPS) have been approved to support this risk assessment. However, the existing HMPS have not been
effectively applied due to the challenges like occlusion, lack of accuracy and complex environment. To address
these limitations, this paper proposes a methodology which consists of (1) the detection of 2D body joint locations;
(2) the detection of 2D body parts; (3) the refinement of 2D body joint locations by using results of 2D body parts
detection; and (4) the estimation of 3D body pose and shape using a parameterized 3D body shape model SMPL
and the refined 2D joint locations. The preliminary experimental results indicate the detection of 2D body parts
can effectively serve as a reference information to improve both the accuracy of 2D joint detection, and of 3D body
pose and shape.

KEYWORDS: 2D body joints; 3D Human Pose; Optimization; Safety Management.

1. INTRODUCTION

Unsafe or non-productive motions of workers occur frequently in the construction field and these motions are
harmful to human health, because they are the cause of physical fatigue and musculoskeletal disorders, and even
might lead to the accidents in the workplace. Taking the province of Alberta in Canada as an example (WCB,
2016), Table 1 effectively illustrates the seriousness of the unsafe motions. In 2016, unsafe motions were the most
common cause for both lost-time and disabling injury claims in Alberta. They accounted for 42.1 per cent of the
lost-time claims and 46.3 per cent of the disabling injury claims.

Table 1: Types of injuries and diseases, 2016 (data were adapted from (WCB, 2016))

Types of injuries and diseases Lost-Time Claims % Disabling injury Claims %
Unsafe Motions 9,953 42.10% 20,635 46.30%
Overexertion 5,112 21.60% 10,568 23.70%
Bodily Reaction 3,005 12.70% 5,903 13.30%
Repetitive Motion 771 3.30% 1,980 4.40%
Other Bodily Reaction/Exertion 1,065 4.50% 2,184 4.90%
Contact with Objects or Equipment 5,021 21.20% 10,972 24.60%
Falls 4,517 19.10% 7,323 16.40%
Others 4,518 17.5% 5613 12.6%
Total 23,649 100% 44,543 100%

Ergonomic assessment is helpful to reduce the occurrence of unsafe motions and it is often conducted when an
individual is experiencing pain or discomfort with his or her job demands (Mattison, 2016). The assessment can
analyze current working conditions to identify unsafe motions. Also, it could recommend the proposed technical
design of workplaces and working methods. Therefore, it becomes critical to create a system offering accurate and
effective data of the anthropometry to meet the requirements on ergonomic assessment.

Most human motion capture system (HMPS) can generate the motion capture data such as the angles of the joints,
their degrees of freedom and limb length that are commonly used in the ergonomic assessment (Kale et al, 2016).
Existing HMPS can be divided into four categories: magnetic, inertial, mechanical and optical system (Han et al,
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2013). Magnetic systems calculate the position and orientation of joints by the relative magnetic flux of three
orthogonal coils on both the transmitter and receivers. Inertial systems mainly rely on the miniature inertial sensors
to capture the motion data. Mechanical systems are often referred to as exoskeleton motion capture systems which
directly track body joint angles through the sensors attached to the body. All the three systems require the
sensors/markers attached on the workers physically to obtain motion data. Also, most of the auxiliary equipment
used in these systems for motion data transmission, analysis and/or visualization is expensive and not portable. As
a result, they may provide more accurate motion data but significantly interrupt workers’ motions during task
operation. Due to this reason, most workers are not willing to be tagged by wearing the sensors or markers, which
limits the practical use of these systems in construction workplace. Compared with the magnetic, inertial, and
mechanical systems, optical HMPS do not need to attach any markers or sensors on the workers’ human bodies.
They are more efficient and economic which have been rapidly developed in recent years (Chen et al, 2013).
However, the accuracy of the motion data must be improved, due to the challenges of the variation of body poses,
complicated background, occlusion and depth ambiguities.

The aim of this research is to improve the accuracy of both 2D and 3D human pose generation given the videos
captured by one single camera. The effectiveness of 3D human modelling for ergonomic analysis has been proved
by previous works (Golabchi et al 2015; Li et al 2017). Considering the accuracy of 3D model generation is highly
dependent upon the accuracy of 2D pose generation, this paper proposes a hybrid method to improve the 2D pose
estimation at first and then generate the corresponding 3D pose. The proposed methodology consists of three stages:
(1) tracking the worker in the videos. The tracking results are extracted to detect his or her body parts and initial
2D pose; (2) refining the 2D initial pose based on the detection result of the body parts. A parameterized 3D body
model is further fitted to the joints in the refined 2D pose; (3) the final 3D human pose and shape of the worker
could be obtained. The proposed method has been implemented in the Python 2.7 environments. The tests were
conducted on a 20 second video clip collected in a workshop in Alberta. The preliminary results showed that the
proposed method could improve the accuracy of locating worker head and shoulders by 2% and 10% and help to
generate more realistic 3D human poses.

2. BACKGROUND

Optical HMPS currently focused on the generation of 2D and 3D human poses from images and videos. Below
are detailed descriptions of existing 2D and 3D human pose generation methods, which this research study was
built upon.

2.1 2D human pose generation

Pose estimation from a single-color camera has been widely researched. Historically, early work focused on using
pictorial structural model such as deformable parts model DPM (Felzenszwalb et al, 2010), to break down the
whole body into local body parts and infer their final poses based on spatial relationships and constraints
(Pishchulin et al, 2013). The early work did not show promising results. The 2D pose estimation has been
significantly developed after the introduction of DeepPose (Toshev A et al, 2014). It is the first deep network used
to directly provide the X, y coordinates of the joints through regression. However, the regression methods have two
primary limitations. First, their accuracy is low especially when the human body has a large deformation (Newell
et al, 2016). Also, it is difficult to extend the methods to get the poses of multiple persons presented in the videos.
In 2015, Pfister et al. (2015) presented a novel method, Flow ConvNets, which can regress heatmaps indicating a
per-pixel likelihood for each key joint location on the human skeleton. The method significantly improved the
performance of 2D human pose generation, compared with the results from the regression methods. However, the
method was limited to estimating the pose of the upper body only.

After that, two major research studies, the convolutional pose machines (CPM method) and stacked hourglass
method (Newell et al, 2016) were introduced to address the limitation of Flow ConvNets. The CPM (Wei et al,
2016) proves that sequential CNN is capable of learning a spatial model for pose by communicating increasingly
refined uncertainty-preserving beliefs between stages in the network. But it requires a huge amount of training
data to achieve good estimation results. In the hourglass method, the network structure is like an hourglass,
repeatedly using top-down to bottom-up to infer the location of the human body. Every top-down to bottom-up
structure is an hourglass module.

However, the methods above could be applied only to single-person pose estimation. For multi-person pose
estimation, DeepCut (Pishchulin et al, 2016) achieved state-of-the-art results for both single person and multi
person pose estimation. It adopted the top-down approach, first finding out and clustering all candidate joint points
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of an image and then determining which joint point belongs to which person by an optimization formula. The
computation cost is huge in DeepCut since it uses the adaptive fast R-CNN for human detection and Integer Linear
Program (/LP) at the same time. So, its accelerated version, DeeperCut (Insafutdinov et al, 2016) was introduced
to adapt the newly proposed residual net for body part extraction, and achieved higher accuracy.

In addition to the top-down approach, the bottom-up approach is another way to detect multi-person’s pose. Typical
work is Part Affinity Fields (PAF) (Cao et al, 2017). The PAF method can achieve high accuracy and real time
performance (approximately Sms per image); but it might fail when the image only contains one person, as shown
in Fig.1. The reason is that the PAF used a greedy search algorithm to detect candidate body joints. As a result,
non-joint points are considered as joints by mistake.

Figure 1 Comparison between PAF (left) and DeeperCut (right)
2.2 3D human pose generation

In the field of 3D human pose generation, there are mainly two categories (1) depth-based approach using RGB-
D cameras; and (2) RGB-based approach using multiple or single color cameras. The RGB-D cameras can generate
depth images which infer point cloud to estimate 3D pose. The value of each pixel in a depth image indicates the
calibrated distance between the camera and the scene. Although depth images can significantly simplify 3D pose
estimation process and lead to robust solutions (Xia et al 2012; Buys et al 2014), they have the limited scope of
applications. RGB-D cameras often fail in situations such as the human are obscured in the scene or the shooting
distance is far. For example, the most popular depth camera Kinect will produce holes in the depth images when
the shooting area cannot be seen by both the projector and RGB camera.

So far, the RGB-based approach is still one of the promising and popular research directions. The approach could
be divided into multi-view methods and monocular methods depending on the number of color cameras adopted.
Multi-view methods were inspired by human vision which infers 3D human pose from two (or more) different
views of RGB cameras (Trucco and Verri, 1998). The main mechanism behind is always to obtain the 2D pose in
each view of the cameras at first, and then reconstruct the 3D skeletal pose from the 2D poses in different views
(Han and Lee 2013; Hofmann and Gavrila 2009). Recently, research efforts (e.g. some papers (Stoll et al, 2011)
(Rhodin et al, 2015) were even made to optimize the online 3D pose reconstruction process by shifting its
computational pressure into the off-line stage. This way, the high computational cost in the methods could be saved.
However, the accuracy of the multi-view methods is still not high and affected by the factors, such as
environmental illumination changes, camera installation positions and cameral calibration precision.

3D human pose generation using monocular RGB camera is a much harder challenge but has developed rapidly in
recent years. Researchers tried to obtain the 3D pose by creating the relationship of selected features (like 2D
silhouette) and 3D skeletal pose (Atrevi et al, 2017). More advanced methods were built on deep learning, such as
Vnect (Mehta et al, 2017) and Hourglass (Newell et al, 2016). The former regressed 2D and 3D poses jointly by a
new CNN-based pose prior with Kinematic skeleton fitting. The latter generated the 3D pose using its special
“stacked hourglass” network based on the successive steps of pooling and up-sampling (Newell et al, 2016). Both
methods resulted in remarkable achievements, but they can only get the skeletal 3D pose of human. Instead,
Federica et al. (2016) described the first way to automatically estimate the 3D pose of the human body as well as
its 3D shape from a single unconstrained image.

3. OBJECTIVE AND METHODOLOGY

The main objective of this paper is to improve the accuracy of both 2D and 3D human pose generation given the
videos captured by monocular camera. A hybrid method has been introduced to achieve this objective which
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combines the 2D pose detection method with the 2D body part detection method. To be more precise, the results
of 2D body part detection are utilized to improve the 2D initial detected pose and then the 3D human pose can be
improved since the accuracy of the 3D pose is highly relied on the accuracy of the 2D pose. The results of the
experiment in the paper can verify the feasibility of the hybrid method.

The methodology proposed in this paper can be divided into three stages: preprocessing, refinement and fitting.
The preprocessing stage is only responsible for tracking the human in the video. After the human has been tracked
in the video, there are five steps to obtain the final 3D human pose and shape (see Fig. 2). The first four steps
belong to the refinement stage. In the first step, the initial body pose is predicted by Deepercut (Insafutdinov et al,
2016); and the body parts are detected by Deeplab v2 (Chen et al, 2016) in the second step. The third step utilizes
the heatmap produced in Deepercut to identify the reliable part detection results. Then the reliable parts in turn are
used to refine the initial pose (notice the change in position of head and shoulder joint in Fig. 2). The refined 2D
pose with its joint information is further used to infer the corresponding 3D pose and shape in the last step which
belongs to the fitting stage. Below is the detailed description of each stage.

Figure 2 System overview

The task of preprocessing stage, human tracking, is popular in the field of human pose estimation with videos.
This step is indispensable due to the following reasons:(1) most of the CNN networks for 2D pose estimation
require that the size of the input image is not too large; (2) original image always contains plenty irrelevant
background information which can distract the pose detection result; (3) processing larger images demands higher
computer memory and computational power. This paper adopts the CNN-based network MDNet (Nam and Han ,
2016) because of its high-performance on human-tracking task (Kristan et al, 2013).

The original video frames are cropped according to the bounding boxes which are the outputs of MDNet that can
denote human location on each video frame. It is essential to resize the cropped images to a suitable and unified
size before implementing the 2D pose estimation. This is because the accuracy of the pose estimation can be
affected by the size of the input images. The previous work (Chen et al, 2017) denoted that the 2D pose estimation
result will be the best when the ratio of the image height over width is around 4 over 3. Furthermore, Pishchulin
et al. (2016) found that scaling images to a standing height of 340 pixel performs best. In this paper, the human
tracking results are resized at 340 (height) by 255 (width) based on these two criteria.

In the refinement stage, the first step is to obtain the initial body pose that composed of 14 body joints. The initial
pose is achieved by Deepercut (Insafutdinov et al, 2016) which is a CNN-based network and can perform well in
both single-person and multi-person pose estimation. Deepercut is capable of producing the heatmap for each joint
to indicate the target joint based on the reliable probability of each pixel in an image (see Fig. 3). In the Fig. 3, left
is an example image with the detected joints denoted by assorted colors; on the right are heatmaps for 14 joints.
First row includes the heatmap for right ankle/knee/hip, left hip/knee/ankle and right wrist and second row has the
heatmap for right elbow/shoulder, left shoulder/elbow/wrist, neck and head respectively. The heatmaps will be
used to evaluate whether the part detection results (generated in next step) are reliable and which detected part can
be used to refine the initial pose.
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Figure 3 An example image for initial pose and the heatmaps for its 14 joints

In order to get human body parts in the second step, the method mainly relies on Deeplab v2 (Chen et al, 2016)
for semantic segmentation performed on the human tracking results. It achieved 87.4% accuracy on person
segmentation in PASCAL VOC Challenge (Everingham et al, 2015). One modification made here is to merge the
24 detailed human part annotations in the Pascal-Person-Part dataset (Chen et al, 2014) into 6-part classes which
are head, torso, upper/lower arm and upper/lower leg in Deeplab v2.

Next step is to evaluate the result of part detection by the heatmaps produced in the Deepercut network. The value
of each pixel on the heatmap varies from zero to one. The higher the value of the pixel, the more likely the pixel
is the joint point. Here, the detected part can be regarded reliable when its region contains the pixel with a high
value (larger than 0.2 in this study) on the corresponding joint heatmap. For instance, if one head part detected
contains a pixel with the value higher than 0.2 in the head heatmap, that head part is reliable to refine the head
joint later. The evaluation of other parts detection can be implemented in the same way. The value 0.2 is selected,
since it is the maximum probability in the heatmap of most occluded joints and the near-minimum value in the
bright area of the well-detected joints’ heatmap (see Fig.3).

The last step in the refinement stage is to refine the initial pose based on the reliable part detection result. In the
DeeperCut (Insafutdinov et al, 2016), the pixel with the highest confidence value in the heatmap is selected as
final joint point. In fact, this criterion may not always be correct. For example, the detection of the left shoulder
joint is wrong in the Fig.3, due to the reason that the pixel with the highest confidence value in the left shoulder’s
heatmap locates in the right shoulder part. Although the pixel in the real position of the left shoulder has a high
value in heatmap as well, the pixel is not be selected. This mistake results in a bad 2D pose. Therefore, the
refinement is necessary to address this issue.

The refinement for joints is built on a case-by-case basis. Take the head joint as an example. If the initial detected
head joint is not in the reliable head part region, then the pixel with the highest confidence value in the head part
region should be selected as the head joint. If the detected head joint locates on the head part region, the height
and the width of the head part region should be compared in next step. It is because that the refinement will be
processed in the condition that the direction of the head is vertical which means the height of the head part should
be larger than the width of the head part. If the height of the head part is larger than the width of the head part, the
pixel with the highest confidence value in the top % of the head part region is selected as the head joint. The
corresponding refinement process for the header is illustrated in Fig. 4.

Figure 4 Workflow of head location improvement

As for the joints of the shoulder, the number of the reliable upper arm part should be firstly checked. If there is
only one reliable upper arm part, then the part should be checked whether belongs to the left arm or the right arm.

73



Proceedings of the 18th International Conference on Construction Applications of Virtual Reality (CONVR2018)

If the part only has the pixel with the highest value in the left shoulder’s heatmap, the part is identified as the left
upper arm. Then the pixel with the highest confidence value in the part region will be selected as the left shoulder
joint. The right shoulder joint can be refined in the same way when the part is identified as the right upper arm. If
there are two reliable upper arm parts and one shoulder joint is in one part while another shoulder joint is not in
both parts, the pixel with the highest confidence value in the no-joint part region is selected as the second shoulder
joint. If there are two reliable upper arm parts and two shoulder joints are in the same part, the shoulder joint with
lower confidence value in its heatmap is modified and the pixel with the highest confidence value in the no-joint
region is selected as this shoulder joint. The corresponding process for the shoulder refinement is illustrated in Fig.
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Figure 5 Workflow of shoulder location improvement

The refined 2D joints are further used to obtain the 3D human body pose and shape in the final fitting stage. The
fitting relies on the 3D generative Skinned Multi-Person Linear (SMPL) model created by Loper (2015). The 3D
SMPL model is a skinned vertex-based model that accurately represents a wide variety of body joints and shapes
in natural human poses (Loper, 2015). Following the workflow of Bogo et al. (2016), the purpose of the fitting is
to reduce the error between the projected 3D SMPL joints and the 2D joints refined in the previous step. This way,
the 3D pose and shape that optimally match the refined 2D joints are obtained.

4. IMPLEMENTATION AND RESULTS

The proposed method has been implemented in the Python 2.7 environments. It was tested on a 20-second video
clip (300 frames). The test video was recorded in the Fortis LGS Structures Inc. which has adopted a modular
construction method for constructing using light gauge steel material. The production line in the Fortis consists of
four stations: (1) assembly table in which all the raw light gauge steel materials are classified and assembled; (2)
framing table in which the light gauge steel materials are collected as wall components; (3) sheathing table in
which the drywall is sheathed to the wall frames and (4) panel racks is responsible for hanging the sheathed walls
on the racks to facilitate subsequent processing. The test video is mainly recorded around the sheathing table due
to the third station is the bottleneck which may delay the whole production line according to the diagnose (Youyi
et al, 2016). Moreover, the 20-second video clip should be considered as typical and representative since it contains
the most common motions of worker in the modular factory. The Fig. 6 shows the preliminary test results based
on the video clip, including 2D refined body pose and 3D generated model.

Figure 6 The final pose of 32™, 105", 120" and 282" frame respectively with their corresponding 3D model
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According to the test results, it was found that the refinement step played an important role on the correctness of
the final 3D pose/shape generation. Fig. 7 shows some examples for the initial 2D pose generation results as well
as the refined 2D pose results. The corresponding 3D models generated by the initial 2D pose results and the
refined 2D pose results are also shown in the figure to do the comparison. The method generating the initial pose
can give the accuracy rate 90% for the head detection and give the accuracy rate 96.4% for the shoulder detection.
After introducing the hybrid method, the accuracy rate for the head detection improves to 100% while the accuracy
for the shoulder detection improves to 98.2%. Almost all the refined 2D pose can obtain a better 3D pose afterwards.
Also, based on the criterion to verify the reliability of parts presented in this paper, the part detection result of
deeplab v2 has 14.8% failure rate which may influence the refinement results.

Figure 6 The comparison of initial and refined 2D & 3D detection results

5. CONCLUSION

This paper aims to improve the 2D and 3D human pose generation to offer more accurate data (e.g. joint angles)
for ergonomic analysis. By doing this the unsafe motions of the worker can be reduced. A hybrid method has been
proposed to improve the 2D pose detection and further improve the 3D pose generation. The human has bee n
tracked in the video at first. The tracking results are extracted to detect human body parts and the initial 2D pose.
Then, the 2D initial pose is refined based on the detection of the body parts. A parameterized 3D body model is
further fitted to the refined pose to obtain the 3D body pose and shape. The method has achieved good results. For
instance, the accuracy of the head detection has been improved from 90% to 100% while the accuracy of the
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shoulder joints detection has been improved from 96.4% to 98.2%. Almost all the refined 2D pose can obtain a
better 3D pose afterwards. However, there are two main limitations to this method: (1) the accuracy of the body
part detection is a premise to do the refinement on the initial pose, but the body part detection still have a 14.8%
failure rate; (2) the body part detection cannot distinguish the left and right body part of the human which makes
the refinement difficult to perform when the left and right body part is connected. Also, the future work should
consider to directly optimize the 3D body pose. The extra features like silhouette can be used to search the best
3D pose in addition to the joints information.
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ABSTRACT: Mixed, augmented, and virtual reality technologies have been steadily gaining attention in the
construction industry. These have been used in applications such as: assembly; site monitoring and
documentation; hazard avoidance; training platforms; and improving collaboration. When the terms ‘mixed
reality’, ‘augmented reality’, and ‘virtual reality’ were initially defined by researchers, they were effective at
describing these unique visualization experiences. Now, with the plethora of technologies and use-cases studied
that support very different experiences for users, the traditional definitions may not be sufficient for defining a
user experience in order to be adequately understood by readers of the research. Therefore, this paper conducts a
meta-analysis on construction research published in the last 10 years that is related to mixed-, augmented-, and
virtual-reality. In order to illustrate the general trends in terminology usage, the authors identify the specific
definitions cited among the publications as well as the specific visualization experiences reported in the works.
Once all data is collected, results are organized to show trends, commonly cited definitions for different
interpretations of the various visualization technologies, and aspects where there is not consensus among the
research community. The contribution of this work is in demonstrating, through a structured meta-analysis,
opportunities for clarification of critical research terms that are not currently agreed upon among the research
community. These findings may help future researchers to more clearly articulate their research in order to present
their findings with less chance for misinterpretation by readers.

KEYWORDS: Augmented Reality, Virtual Reality, Mixed Reality, Meta-Analysis.

1. INTRODUCTION

Mixed, Augmented, and Virtual Reality (MR, AR and VR) have gained attention from various industries due to
the development of new platforms and steady decrease in hardware prices (Cakmakei and Rolland, 2006; Ricci et
al., 2015). Although the entertainment, healthcare, marketing and education industries have embraced the
technologies at faster rates (Wang et al., 2014; Kade et al., 2015), the Architecture, Engineering and Construction
(AEC) industries are increasingly interested in advanced visualization technologies, creating a trend in
visualization research (Rankohi and Waugh, 2013).

Recent research has illustrated various high-potential AR/MR/VR use-cases to support different construction
processes. Kunz enabled designers to walk through a virtual factory using VR to check for mistakes before
construction starts (Kunz et al., 2016). E1 Ammari utilized MR to enable users to access maintenance information
during maintenance operations (Ammari and Hammad, 2014). Schall developed an AR system to aid field workers
in the visualization of underground infrastructure during excavation tasks (Schall et al., 2009). These use-cases
illustrate both the potential for these visualization technologies to benefit the AEC realm, and also the interest
among researchers to explore these different visualization tools.

When the terms AR, VR and MR were originally defined, the definitions aimed to explain these technologies based
on the levels of “virtuality” or “reality” incorporated into the experiences (Milgram and Kishino, 1994). With the
increasing availability of new technologies that enable different types of virtual and physical interactions with
virtual content, it becomes difficult to understand the experience the term is referring to. While the recognition of
this lack of agreement in terminology may seem apparent based on a cursory review of AR/MR/VR literature,
there is not a current understanding of the trends in usage of these terms as it relates to specific applications. As a
result, there is not a consensus of what these terms mean among scholars. This poses a major potential challenge
when future researchers read findings reported in publications and interpret the claims differently, and use these
different interpretations to guide future research.

To understand the current terminology usage trends, this work conducts an analysis of AR/MR/VR literature in the
construction domain within the last 10 years. This paper aims to identify the most cited work referenced to define
AR/MR/VR and also to understand the different interpretations of the terminology being used. The findings will
illustrate general trends in terminology usage among the building construction research community and highlight
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the necessity to adopt a more specific nomenclature that may reduce the possibility for misinterpretation by
subsequent researchers.

2. BACKGROUND

The term Virtual Reality (VR) was first published in the late 1980s by Jaron Laneir, the CEO of VPL research, a
VR equipment manufacturing company (Steuer, 1992). The term Augmented Reality (AR) was coined in the
1990’s by Caudell and Mizell (Caudell and Mizell, 1992). Both terms have been used extensively in taxonomies
after they were coined.

Milgram and Kishino developed a taxonomy of AR/MR/VR technologies by using a virtual spectrum (Milgram
and Kishino, 1994). The spectrum extends from the real environment on one end to an entirely synthetic
environment on the other (Milgram and Kishino, 1994). In between, neither complete reality nor complete
synthetic immersion exist, but a combination of both where Mixed Reality is defined (Milgram and Kishino, 1994).
Augmented Reality is a subset of Mixed Reality which represents any case of a virtual environment being overlaid
on a real environment (Milgram and Kishino, 1994). Azuma defines AR as a supplement to reality that allows the
user to see the real world, with virtual objects superimposed upon or composited with the real world (Azuma,
1997).

In the AEC industry, numerous taxonomies of classifying AR/MR/VR systems according functionality and tasks
have been created. Duston developed a hierarchical methodology to relate MR systems to AEC tasks (Dunston
and Wang, 2011). Li built a taxonomy organized by technology characteristics, application domains, safety
enhancement mechanisms, and safety assessment and evaluation (Li ef al., 2018). The taxonomy was developed
to identify trends and implementation potential in construction safety (Li ef al., 2018). Rankohi classified journals
about augmented reality research according to research methodology, industry sector, target audience, project
phase application area, technology used, state of technology maturity, and target audience to evaluate the state of
augmented reality research and identify emerging trends (Rankohi and Waugh, 2013). Although taxonomies
regarding functionality, output and input, and industry phases have been proposed in the AEC, taxonomies of the
terminology itself do not exist.

3. METHODOLOGY

The aim of this research is to highlight the current trends in AR/MR/VR terminology usage among researchers in
the AEC domain. This aim is accomplished by both: identifying trends among research literature that cite specific
papers to define the targeted terms; and also identifying examples of papers that interpret these terms differently
to illustrate potential variations in current understandings of the terms. To provide these targeted insights, this
paper presents a detailed meta-analysis of research publications from the AEC realm in the past 10 years.

3.1 Journal Selection

Databases and search engines were used to identify relevant publications for this analysis. These include: Google
Scholar, Science Direct, IEEE Xplore and American Society of Civil Engineers (ASCE). Table 1 shows the
keyword combinations used to extract journals that fit the research scope.

Table 1: Keyword Entries

Keywords

Combinationl:  (“Mixed Reality” OR “Augmented Reality” OR “Virtual Reality”’) AND “AEC”

Combination 2:  (“Mixed Reality” OR “Augmented Reality” OR “Virtual Reality”’) AND
“Construction”

Only papers that contained advancements using one of the targeted visualization technologies were considered for
this analysis. In total, 100 journals were initially identified in this process. Journals related to AR/VR/MR
technologies increased at a greater rate after 2008 (Li ef al., 2018). Therefore, a ten-year time frame was selected
to explore the recent surge in publications. The selected ten-year time frame resulted in the inclusion of 80
publications for analysis.
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3.2 Data Extractions

A literature review of the selected articles was conducted. From each article, five data points were extracted:
Technology Terminology, AEC Use, Definition Used, Display Device and Publishing Year. Technology
Terminology refers to the terms chosen by the author to specify the function of the system he or she used: AR, VR,
MR or other. The AEC Use column specifies to which of the AEC industry categories it provides a contribution.
Definition Used refers to the type of definition the authors used to introduce the technology: (1) No definition,
meaning the author considered the technology used self-descriptive, (2) Own definition, which refers to a
definition coined by the author, or (3) Others definition, which refers to some citation of other work. Display
Device refers to the hardware or setup being used in the article. Finally, Publishing Year refers to the year the
article was published.

3.3 Data Analysis

The data was stored in a database to enable statistical and graphical analysis. Descriptive statistics were provided,
and advanced filtering was used to extract trends and meaningful relationships between the enlisted variables.
Specifically, the researchers were interested in capturing trends of defining the technology used. Many papers cited
other work to define the technology, so a secondary analysis on the referred work was subsequently done. The
traced number of citations in our sample was also compared to the total number of citations of these articles. To
highlight the difference between current nomenclature used and modern technology and devices, the researchers
also identified a number of papers that use the same terminology for different applications, and similar applications
being referred to by different terminology.

4. RESULTS
4.1.1 Defining AR/MR/VR

The “Citied Definitions” category represents 30% of the sample. The publications that did not include a definition
of AR/MR/VR consisted of 53% of the sample, whereas 17% used their own definition. Figure 1 illustrates the
percentage of publications in each category.

= No Defintion
= Own Defintion

Citied Defintion

Fig. 1: Distribution of Types of Definition Used in Publications

Four journal papers were cited most frequently: Azuma (Azuma, 1997), Milgram (Milgram and Kishino, 1994),
Krevelen (D.W.F. van Krevelen and R. Poelman, 2010), and Benford (Benford et al., 1998). Figure 2 summarizes
the number of citations of each definition in this AEC sample and in total.

80



Proceedings of the 18th International Conference on Construction Applications of Virtual Reality (CONVR2018)

9000 14
7649 12
8000 12
7000
10
6000
5000 7 8
4000 3373 6
3000
4
2000 2
922 1 2
1000 - 271
0 N
Azuma Milgram D.W.F. van Krevelen Benford

Google Scholar Citations B Sample Citations

Fig. 2: Total Citations vs Sample Citations

The most citied publications in our sample belonged to Milgram and Kishino an Azuma (Milgram and Kishino,
1994; Azuma, 1997). The number of citations present in our sample was found to be proportional to the total
number of citations these publications have. While there appears to be several sources that are frequently cited
when defining AR/MR/VR, only two account for the vast majority of citations (90% of the total). This potentially
indicates that, while there may be some differences in definitions of AR/MR/VR, the research community
generally has reached a consensus in terms of the papers cited. Perhaps a challenge related to true consensus relates
to the fact that 70% of papers do not provide a definition or they use their own definition. This poses a further
challenge to reaching consistent definitions of these terms.

4.1.2 Most common AR/MR/VR terminology with different implementation

The term Augmented Reality was used frequently in many of the publications in the sample. The same terminology
was used to describe different implementations. Generally, there was consensus that AR referred to somehow
overlaying virtual objects onto a user’s view of the real world, but the ways in which this was achieved were very
different. For example, some studies leveraged smartphones or tablet computers to overlay virtual objects using a
marker-less approach (Schall et al., 2009; Park and Kim, 2013; Zollmann, Hoppe and Kluckner, 2014; Meza, Turk
and Dolenc, 2015; Yokoi et al., 2015; Hedley, 2017). This type of AR environment can enable users to freely move
in a space while holding the mobile computing device to see relevant virtual content without the need to constantly
view a fiducial marker for content tracking. Conversely, these approaches can potentially have challenges with
registering content exactly on top of the physical space when users are in environments that are challenging for
marker-less registration.

Other studies that explored “AR” used mobile computing devices through a marker-based approach (Diaconu,
Petruse and Brindasu, 2016). This strategy leverages printed fiducial markers that track placement of virtual
content in the physical environment. While these approaches can be good for registering content indoors, they
often require a user to keep the marker within the field of view of their mobile device’s camera, which can limit
mobility while exploring the AR environment.

Finally, additional studies explore “AR” through the use of head-mounted displays (HMD) (Lee and Akin, 2011;
Cirulis and Brigmanis, 2013; Dong, Feng and Kamat, 2013; Kuo, Jeng and Yang, 2013; Kim, Kim and Kim, 2017).
HMD’s can work with or without markers with the same benefits and limitations mentioned above, but they do
not require users to hold a computing device to experience AR. This can be especially necessary for applications
that require users to be able to use their hands in the AR environment.
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The different interpretations of AR are mentioned in this analysis not to suggest that any of the prior researchers
have misunderstood the definition of AR, but rather to illustrate the differences in understanding among the
research community. In all cases, the prior works do explore the use of these technologies to superimpose virtual
content onto a user’s physical view of a space. The challenge that arises when reading these papers is that they
achieve AR through very different means that impact the experiences and abilities of a user. To further illustrate
these different experiences, Figure 3 indicates three different use-cases commonly presented in the literature. All
use-cases use the same terminology to define the user experience, but it is evident that the abilities and functionality
afforded to the user through the different experiences vary substantially.

Fig. 3: Same Terminology and Different Implementation
4.1.3 Most common types of AR’/MR/VR implementations with different terminology

While there are instances of using similar terminology for seemingly different AR environments, the opposite is
also true. There are instances where various different terms were used to describe a seemingly similar visualization
environment. For example, Figure 4 illustrates several different publications and terms that were used to describe
instances when a user holds a mobile computing device to visualize virtual objects superimposed onto the real
environment. These different publications have used various terms to define them, as shown in Figure 4.

Fig. 4: Same Experience Using Different Terminology
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The use of different terminology should not be interpreted as an error on the part of the researchers identified. It is
likely that each use has some unique attributes that differentiate their targeted visualization experience from others’.
However, the challenge that arises from the difference in terminology is that readers of the published works may
not find the results of the works because of the different terms used when searching for publications. Conversely,
readers may assume that the environments are fundamentally different because of the terms used, when the
visualization experience described remains largely consistent among the different works. This creates a potential
challenge for readers when attempting to learn from prior works to guide the direction of future studies.

4.2 Trends

The researchers also examined the trends in the technology nomenclatures in the body of knowledge not limited
to construction. Specifically, the researchers identified four main publications that are typically cited to define the
technologies: Milgram and Kishino is typically used to define MR, while Azuma and Krevelan are used to define
AR. Figure 5 shows the progression of citations per year for each of the four publications.
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Fig. 5: Citations per Year

In general, the citations per year for the articles by Azuma and Kervelen increase at a faster rate compared to those
by Milgram and Kishino, which have stayed mostly constant. This trend does illustrate that, in general, AR
terminology is being adopted at a faster rate compared to MR terminology. However, it is also significant that most
cited papers refer to works that were done more than 20 years ago, and were written to define a primitive form of
the technology. On the other hand, when an article does not provide a definition at all, the understanding of the
experience will be up to the interpretation of the reader. A standardized, adaptive nomenclature may better describe
the different nuances of AR experiences better so the reader would better conceptualize the outcomes.

5. CONCLUSION

This paper presents the findings from a meta-analysis of peer-reviewed publications in the AEC realm that explored
AR/VR/MR over the last 10 years. The results indicate that there is a range of interpretations of definitions for
AR/VR/MR. For the works that elected to reference prior papers for defining AR/VR/MR, there is a general
consensus among the papers that are commonly selected for reference, with most papers citing Milgram and
Kishino (Milgram and Kishino, 1994) or Azuma (Azuma, 1997). For the majority of papers that did not specifically
reference prior papers to define AR/VR/MR, there is no direct evidence to indicate consensus in their
interpretations of the terms, but there are some commonalities in the definitions reported.
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Regarding the reported uses and definitions of AR/VR/MR, there appear to be variations in understanding among
the construction research community. This was evident by the different applications that appear to describe
different user experiences using the same terminology. Conversely, there were also many studies that reported
similar user experiences, but used different terminology to describe those experiences. The combination of these
findings suggests that the construction research community has not reached a consensus in the definitions and
applications of these terms.

The authors of this paper do not aim to suggest that any of the prior researchers have incorrectly described or
interpreted the definitions that they state. Instead the aim of this work is to demonstrate that these prior researchers
simply interpreted terms, or defined them, differently. While this is understandable, it poses a major challenge to
future researchers. Readers of these publications, who aim to conduct future research, will likely want to form an
understanding of the current literature to guide subsequent studies. If similar terms are used to describe different
use-cases, it is possible for these future researchers to extrapolate incorrectly on the prior findings. Conversely, if
readers see different terms used to describe similar use-cases, they may not interpret findings in conjunction with
one another, which may also hinder their understanding. The problem that can arise with both of these scenarios
is that future researchers may generate understandings based on their reading that will guide their work in
directions that have little or no theoretical basis. This can lead to ineffective research that fails to advance the field
of AEC visualization research.

The development and adoption of a new nomenclature by the AEC realm could potentially enable more granularity,
while identifying different visualization technologies. This research may act as a basis for future research to
develop this nomenclature to form a consistent method of defining visualization experiences. The authors suggest
that an ideal naming nomenclature would not replace the existing literature and understanding that exists related
to AR/VR/MR, but instead would complement it. Having an additional code or description that would help
researchers to understand the specific type of experience targeted could help authors to communicate their work
in a method that is less conducive to misinterpretation by readers. Furthermore, a consistent naming approach like
this would also enable researchers to use the specific code of interest when searching publication databases to
target specific implementation strategies in order to generate consistent understandings of the current body of
knowledge related to a given strategy.
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VISUALIZATION OF PHYSICAL BARRIER FOR WHEELCHAIR
USERS USING DEPTH IMAGING

Rio Takahashi, Shinnosuke Matsushita, Hiroshige Dan, and Yoshihiro Yasumuro
Kansai University, Japan

ABSTRACT: Recent years, Japan is facing the issue of rapid aging society. Apparently, the number of potential
wheelchair users is growing rapidly, as more and more seniors need long-term cares. The government has been
working on prevailing the barrier-free environment by establishing a law regarding promotion of smooth transfer
for elderly and physically disabled people. Barrier-free maps, for example, are prepared in many municipalities,
but they cover only existences of facilities, e.g., lifts, slopes, and handrails, in major public institutions. On the
other hand, they miss the details of physical barriers, such as bumps and width clearances on the path, needed for
the independent mobility of the wheelchair users. This paper addresses a method to find out physical barriers by
using a depth camera to visualize them efficiently through augmented reality, so the facility managers can easily
check and improve the environment by themselves. A depth camera acquires three-dimensional point cloud data in
the target space and checks the existence of interference between the environment and the volume of an actual
wheelchair would occupy to pass through. The proposed system robustly estimates the floor surface from the point
cloud by using RANSAC method. The verification of the achieved accuracy of the barrier check by the proposed
system, as well as the implementation scheme, are reported in the paper.

KEYWORDS: Wheelchair, Barrier-free, Depth Camera, Point Cloud, Augmented Reality, RANSAC

1. INTRODUCTION

In recent years, the declining birthrate and the aging of the society are accelerating rapidly in Japanese society, and
the proportion of elderly people in the national population continues to rise. As of October 2018, among the
population of 126.93 million people, the elderly population aged 65 years and over has a population of 34.59
million people and the elderly population in the total population is 27.3% (Cabinet Office, Government of Japan,
2017). In addition, the number of care recipients of elderly people is also on the rise, and it is reported as 569.1
million at the end of FY2013.

Wheelchairs are used not only for physically handicapped persons but also for care recipients as a means of daily
transportation. However, the users of the wheelchair easily feel physical barriers such as small steps, gaps and
small bumps on the street. With such obstacles, wheelchair users, especially elderly users, not only cannot move
around freely, but they may even face physical danger. Based on the background as stated above, the barrier-free
new law was enacted in 2006 in Japan. Additional improvements such as barrier-free toilets of railway stations and
public buildings, slopes, barrier-free maps, etc. have been advanced. Also, for many newly constructed buildings,
barrier-free designs are given in advance. Also, by providing information on the locations of restrooms equipped
to service the physically challenged as well as the location of uneven surfaces on pathways, barrier-free maps are
gradually becoming familiar as informative tools for elderly people and wheelchair users. In recent years, such
maps have been provided on the Web as well as in published form, such as incorporation into booklets. However,
the concept of barrier-free mapping is still in the development stage and oftentimes such maps are designed from
an administrator’s preconceptions rather than from a user’s viewpoint. Additionally, while the barrier-free
information on such maps is often expressed with specific pictograms designed by industrial standard bureaus or
ministries, there are also numerous unique pictograms created and used by local governments, and there has been
little effort to date to achieve uniformity. Furthermore, information regarding barrier information details and the
investigative methods used to confirm the validity of barrier-free maps differ from place to place. As a result, the
barrier-free maps themselves are not always trusted by their intended users.

Eventually, wheelchair users cannot really obtain detailed barrier information in everyday life environment. For
existing buildings and facilities, it is difficult to advance to barrier-free. One of the reasons is that there are many
physical barriers which are difficult to notice for non-handicapped persons. Also, it takes time and cost to
implement on-site verification to barrier-free. Therefore, in this research, we propose a system that visualizes
physical barriers for wheelchair users and enables barrier verification in real time. By facilitating the awareness of
the barrier to make it easier for facility managers to grasp and improve the actual condition current situation, for
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wheelchair users and healthy volunteers who will increase in the future.

2. RELATED WORK
2.1 Barrier-free Verification Technique

In the United States, for instance, the Americans with Disabilities Act (ADA) was established in 1990. This law
prohibits discrimination and ensures equal opportunity for persons with disabilities in employment, State and local
government services, public accommodations, commercial facilities, and transportation (ADA website). And for
ensuring the accessibility for disabled people, Accessibility Guideline (ADAAG) was implemented under ADA
(ADAAG website). Han et al. (Han et al. 2002) proposed to the performance-based approach for the wheelchair
accessible route analysis. The “performance-based” approach means that the model of a wheelchair moves
gradually in a 2D map virtually with considering the specification of a wheelchair. The authors use it as an
antonym of the “cord-based” approach, that is, enumerating accessible patterns like ADAAG (ADA Accessibility
Guideline). The accessibility for wheelchair users is one of the main themes of ADAAG. This performance-based
approach is very flexible and applicable to any environment. Moreover, Yasumuro et al. have proposed a method
for judging whether the given route is barrier-free or not (Yasumuro et al, 2013). Yasumuro et al. created a
three-dimensional (3D) model of the target space by acquiring the 3D coordinates of the real space, the distance
image, the trust image, and the freshness image by the 3D measurement camera and derived from the depth map
and the minimum trajectory of the wheelchair. The barrier verification is carried out by combining the smallest
trajectory model of the wheelchair and changing the color of the part where the model interference occurs.

Although a 3D model is constructed from a plurality of data obtained by taking a target area from multiple
angles with a three-dimensional measurement camera, it takes time and cost for creating such a 3D model of the
target environment. Therefore, it is necessary to have a system capable of immediately grasping the current
barrier information by performing real-time. In addition, it may be necessary to develop easy system tools so that
barriers can be validated not only by facility managers, carriers, but also by wheelchair users.

2.2 Objective

This paper focuses on the investigative methods used to detect barriers to wheelchair users. We begin by
acknowledging that administrators face difficulty in fully comprehending potential barriers in their facilities,
especially since many spaces are filled with a variety of objects with complicated 3D geometries, unless they
bring in an actual wheelchair and user into the space to physically verify accessibility (see Fig. 1). As a result,
one of the major difficulties involved with existing barriers is the labor cost related to identifying such barriers
and determining the degrees of difficulty they impose. Manual inspections are supposed to be conducted by the
care-managers or environmental welfare coordinators responsible for evaluating such barriers, and efforts are
expected towards the redesign and renovation of existing buildings and facilities into barrier-free environments.

Fig. 1: Example of on-site check for accessibility by a wheelchair user (Kumagaya City Homepage, Japan)

This paper proposes an effective method for investigating the existing physical barriers for wheelchair users that
utilize an TOF (time-of-flight) type of depth camera, which is capable of compiling depth image information on
physical locations. The contact-free and speedy measurement capabilities of depth cameras make it easy to
collect onsite information on geometric conditions, and then to virtually overlaying a wheelchair of real
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dimension on the spot. So, the 3D environmental conflictions can then be examined in various ways to detect
obstacles, and thus eliminate the need to actually bring a wheelchair and user to the target site, as Fig.2 shows an
ideal use case in the future.

Fig. 2: Schematic image easy-to-use barrier inspection tool

3. METHOD
3.1 Overview

In this research, we aim to visualize the possible physical barriers in AR (Augmented Reality) representation,
considering distance relationship between camera position and the physical space, together with actual size of a
wheelchair volume. In order to provide highly accurate barrier information visually and in real time, we use live
stream signal from depth camera. We also propose a barrier verification tool that can be used for mobile
terminals equipped with 3D sensing camera technology in order to make it easier for various users.

3.2 Process Chain

We set the floor surface from three-dimensional distance data by depth measurement by the depth camera and
realize interference judgment with wheelchair model range created from wheelchair dimensions. 3D point cloud
data is acquired as a distance from the camera in the object space using the depth camera, and a wheelchair
model is created on the estimated floor plane. The processing procedure of the system is as shown in Fig. 3. First
of all, as a wheelchair model based on the specification of the wheelchair, it is created as a wheelchair model,

Image frame ‘ N
om — 3D point cloud > &Q&ﬁgg
Depth camera .
Floor plane Normal
extraction estimation
¥ ¥
Volume model .| Alignto [ | ~Barrier
of Wheelchair 71 the normal indication

Fig. 3: Use of figures and graphics is encouraged. So is the use of color but make sure that they print well on black .

To allow wheelchair users free and unencumbered access, a certain amount of space is required for the user’s
body, hands, and arms when maneuvering the wheelchair. This requirement is in addition to the width of the
wheelchair base itself. Referring to the Japanese Industrial Standards (JIS) and ergonomic dimensions (Ministry
of NITI, Japan), for example, regulations call for pathway widths of more than 90 cm and doorway widths of
more than 80 cm in order to ensure wheelchair accessibility, and 130 cm in averaged height. In practice, turning
a wheelchair also requires a specific minimum space, and it is also important to consider normal two-way
pedestrian traffic in public spaces to ensure that sufficient space is available for passing when necessary.
Furthermore, it is necessary to ensure that pathway surfaces are sufficiently smooth, and that any slopes are
gradual, with specific design elements incorporated if there are differences in floor heights (Osaka Association of
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Architects & Building Engineers). In this paper, as the minimum clearance of a single wheelchair size, we settle
a cylindrical volume sizes as shown in Fig. 4.

As the way to handle the depth camera, we assume that the user looks at the wheelchair from the viewpoint of
the person who pushes the wheelchair from the behind. So, the depth camera is supposed to point the center
position on the floor area where a wheelchair would occupy. And as the user moves through the target area,
camera’s view volume sweeps the floor, acquiring 3D point cloud continuously.

Fig. 4: 3D wheelchair volume model, considering an ergonomic dimensions and industrial standards

3.3 Floor Plane Estimation

One of the key processes is to find the floor plane stably. In our method, since the user is supposed to maneuver
depth camera to trace the wheelchair’s path to examine, we set the sampling area of the depth data for
approximating the floor plane to the area surrounding the center of the depth image. The sampled points could be
the one within a certain radius (number of points) from the center of the depth image. When an outlier is
included in the sampled points, accurate plane approximation cannot be performed by the least-squares method.
So, we use RANSAC algorithm to select inlier points for estimating the floor plane robustly. The procedure is
shown in Fig. 5. First, we divide the sampled points into two group of » inlier points and m outlier points. And
plane approximation is performed on the inlier points by using the least squares method and calculate the normal
vector of the plane. Next, a randomly select single point from each of the inlier and outlier points is exchanged,
and plane approximation is performed on the inlier points using the least squares method. At this time, the
squared error is improved from the previous one, the groups of inliers and outliers are adopted, if not, the
exchange is canceled. By repeating this process, we can acquire the inlier points that support the identical floor
plane with the least error.

Initially group Plane fitting
Inlier & outlier to the initially
points Sampled points
¥
Randomly Plane fitting to R Compute
exchange the inlier poimts " normal and
inlier and outlier P fitting error
7
\ 4
Renew the inliers
Repeat N times |€ if the error is
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Fig. 5: Floor plane estimation with RANSAC

Since the field of view of the camera does not change, as shown in Fig. 6 (left), if the camera position is far, the
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sampling area for floor plane is also widely taken naturally. Then the outliers are likely to be included in the
sampled points and the error possibility increases. Therefore, we choose suitable physical sizes of the sampling
area relative to the distance between the camera and the floor. The physical distance between the camera and the
floor surface can be monitored by the range information that each pixel possesses in the depth images. We
prepared 5 different fixed sizes of sampling area according to the distance.

Fig. 6: Fixed sampling area size (right) for the floor plane estimation and range dependent area size (left).

4. IMPLEMENTATION
4.1 Setup and Functionality

In this research, assuming the barrier verification in the daily-life circumstances of wheelchair users, we
conducted experiments by using SwissRanger SR 4000 (176 x 144 pixels, Mesa Imaging) (R. Lange ,2001), a
near-infrared TOF type of depth camera. Depth information in pixel units was acquired in 60 Hz of frame rate.
Visual Studio 2010 (Microsoft Corporation) is used for developing software to implement the proposed method.
We also used the libraries, OpenCV for image processing and OpenGL for AR display. Using the depth camera
connected to a laptop PC as shown in Fig. 7 (left). Holding the camera and walk through the target space with
the camera facing the floor (Fig. 7 (right)).

As shown in Fig. 8, plane approximation excluding outliers by RANSAC realized stable floor estimation. The
left-hand side column shows the target scene within the field of view. The green cylinder depicts the volume
model of the wheelchair overlaid of the live information of the depth camera. The cylinder is supposed to be
placed on the floor plane aligning to the estimated normal vector. The yellow dots are the sampled 3D points as
inliers from the depth image of the captured scene. The 3D points within the inside of the cylinder are
highlighted in red color. As shown in the middle column in Fig. 8, sampled points on the legs of furniture and
electrical cables on the floor directly affect the normal estimation, and as a result, the cylinder is arranged with a
large inclination. In contrast, the sampled points in the right column are identified as outliers on the cables and
the legs of furniture, and the inliers are chosen to avoid them. As a result, a green cylinder is placed
perpendicular to the floor surface, and the points position higher than the floor are highlighted in red.
Consequently, 1-2 cm precision for the barrier detection is available.

Fig. 7: Device used for implementation
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Fig. 8: Effect of RANSAC

Fig. 9: Examples of physical barrier extraction

In an office room shown in Fig. 9, barrier check was performed continuously as the user walk along the narrow
path. In the right-hand side part of middle and right column in Fig. 9, the legs and corners of the furniture are
stably detected and highlighted, while the thin cables on the floors are neglected since their heights are less than
2 cm from the floor surface.

4.2 Case Study

We also conducted verification in an actual public space in a class room in our university, where several
wheelchair users of the students are using. As shown in the top row in Fig. 10, The authors checked the narrow
passage between the desk and the desk in the lecture room by our system. In this case, even if a wheelchair user
can pass, it was apparent that the passage was so narrow that the wheelchair can only advance in one direction,
so we reduced the diameter of the cylinder to the actual width (60cm) of the wheelchair. Although there was no
space margin at all, we found it was possible to pass through by a standard size of wheelchair eventually. We
confirmed that the accrual width of the passage was 58 cm.

Another target area in the same room is around the movable desks prepared for the wheelchair users as shown in
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the bottom row in Fig. 10. This desk is placed near the entrance door of the classroom and can be moved easily
while all the other desks are fixed on the floor. However, as depicted in the bottom right figure, as long as this
desk is not far apart from the entrance door, it turned out to be easy to become their obstacle. Moreover, since the
desk supports and legs are designed diagonally, depending on the orientation of the desk, it is complicated to
know which part between the desks and the wall will be an obstacle for the wheelchair. Our method is capable of
easily operating the wheelchair volume model on the spot, and interactive handling is useful to know the spatial
barriers in real-time.

Fig. 10: Examples of the results in physical barrier extraction in a class room

5. DISCUSSION

In this research, we could verify and visualize the presence or absence of the barrier in real time from arbitrary
viewpoint and direction through the proposed approach. Also, the rotation width and height of the wheelchair
can be changed during the verification, and the barrier can be visualized according to required clearances.
Although there is no color information in the spatial information that cannot be acquired with SR 4000, it was
possible to grasp the degree of barrier existence from multiple angles, and it can be confirmed while comparing
with the real space on the spot. Some more detailed information such as the extent of the margin between the
obstacle and the wheelchair model and the size of the depth width height of the detected barrier would be useful
to the user. Moreover, if it becomes possible to store and read the barrier information once obtained, it will be
possible to create a 3D barrier map by accumulating and aggregating the barrier information. Now we are trying
to implement our method on integrated small-sized devices, such as Google Tango platforms. (D. Keralia, 2014)

6. CONCLUSION

This paper addressed an AR system that can perform physical barrier verification in real time based on robust
floor detection with RANSAC for a live stream of 3D point clouds obtainable by a depth camera. The result
shows that it is possible to confirm the barrier without actually bringing a wheelchair to the target space. We
consider that it can contribute to the need to facilitate the confirmation of the barrier by shortening the time
required for the barrier verification for the wheelchair user and simplifying the work.

As a future work, we will acquire more detailed barrier information of detected barrier and the clearances from
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the point cloud. We are also considering a system reflecting the detailed map of barrier information and further
simplification of barrier verification by utilizing a smartphone device equipped with a depth camera, and making
application at a terminal which is familiar and close to the ordinary user.
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MARKERLESS AR APPROACH WITH LASER SCAN DATA
FOR VISUALISING INUNDATION PREDICTION
IN UNDERGROUND SPACES

Makoto Hirose, Hiroshige Dan, Satoshi Kubota, Taira Ozaki, Taisuke Ishigaki, and Yoshihiro Yasumuro
Kansai University, Japan

ABSTRACT: Recently, short-time heavy rainfalls have frequently occurred in Japan due to the global warming,
and the damages by the flood in the urban areas tend to increase. If rainfall per unit time exceeds the rainwater
drainage capacity of the sewage, inundation occurs readily even in urban areas, where large underground spaces
are used for parking lots, subway, shopping malls, etc. Therefore, people in underground spaces may have higher
risks of inundation, since they hardly notice the rapid change of the weather on the ground. There are many types
of research for analysis and simulation of the underground inundation risks. However, their results on
two-dimensional water-depth distribution are not sufficient to notify the people of the possible dangers for
individual locations. In this research, we propose a visualization system to interactively display the predicted
flooded damage through a mobile terminal of individual users on the spot. The predicted flood depth at an
arbitrary place can be visualized by positioning the user's terminal based on a viewpoint estimation technique with
the pre-scanned point cloud data by a laser scanner. The paper shows the applicability and practicality of our
proposed method based on experiments at an actual train station in an underground.

KEYWORDS: Inundation risk, Markerless Augmented reality, Point cloud, PnP problem

1. INTRODUCTION

Recently, risk of inundation in underground structures and malls have been increasing due to more and more
frequent localized heavy rainfalls around the city in Japan as shown in Fig. 1, due to the global warming and heat
island effects. Such heavy rainfalls often exceed drainage capacity of sewerage systems of the local area and lead
to damage of inundation above and/or under the floor flooding. On August 25, 2013, due to the local short-term
torrential rain in the vicinity of Osaka City, inland flooding occurred and damages by inundation above and under
the floor and roads were also covered with water. The same damage occurred near Nagoya City on September 4,
2013 of the following week. This means that modern pioneering cities in Japan have exposed vulnerability to water
disasters.

As a countermeasure against the current flood damage, the Ministry of Land, Infrastructure and Transport (MITI)
announces the water disaster prediction area when flooding happens. And flood hazard maps are promoted in each
municipality. However, this hazard map is only color-coded according to the predicted flooding depth distribution
on the plan view and is often difficult to understand the conditions of water depth. Eventually, the flood situation
that may occur in each place is hardly imagined by the citizens. Also, the information descriptions including many
kinds of legends tend to be complicated as well.

Therefore, measures against flooding under the ground due to inflows from the ground are still not sufficient. In

Fig. 1: Trends in the number of annual occurrences with an hourly precipitation of 80 mm or more
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fact, the Ministry of MITI conducted a survey on the use of hazard maps for ordinary people across the country in
2017. Those who answered that they had confirmed the disaster prevention situation with the hazard map were
31.2%, which is even less than half in total. The result shows that the hazard map is not familiar medium for
notifying water disaster information to the public.

This paper addresses to develop a system that functions as a display interface of hazard map by making interactive
visualization of predicted risk information of groundwater damage at mobile terminals for general users. In
cooperation with the existing flood simulation, we aim to visualize flood risk according to the standing position
and viewpoint of the user in a mobile terminal such as a smartphone and realize a technique useful for flood control
and evacuation preparation at the time of disaster.

2. RELATED WORK
2.1 Visualization of the Inundation Risk in the Underground Space

In order to estimate the underground flooding level caused by rainfalls relative to time and place, simulation of
inflow discharges by different profiles of short-time high intensity rainfall can be conducted, by using 1D-2D
urban flood model (Ishigaki et.al. 2011, 2013). Ishigaki et al. conducted highly accurate inundation analysis by
using roughness coefficients that are taken into consideration by examining the ground height, subsurface
structure, and usage form of space at various underground malls. It clarifies the inflow characteristics of
inundation flood water into the underground shopping area for each heavy rainfall scale. This result contributes
to the planning of flood control measures in the underground space as a particular dangerous area against urban
flooding. However, as shown in Fig. 2, the analysis result is displayed by coloring the flood depth on the map on
a time-by-hour basis, so it is difficult to understand the flood damage situation intuitively. Therefore, means for
displaying predicted inundation conditions in an easy-to-understand manner is necessary, so that each user in the
underground space including the facility managers and workers and visitors can take an appropriate initial action
at the time of a disaster.

Fig. 2: Examples of predicted inundation of underground shopping districts by heavy rain patterns

2.2 Visualization of Inundation Risk

AR (Augmented Reality) is one of the interactive visualization techniques, to add, reduce, or update information
related to the physical view of the users. In this technique, by superimposing characters, images, and CGs related
to what the user see through the camera view of the mobile terminal, the user can receive location-oriented
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information dynamically. As an advantage of AR display, it is possible to provide spatiotemporal information in
a reasonable and selective manner, according to the user’s location and the spontaneous searching behavior,
instead of stuffing and layout every information on a map.

Cad Center Co., Ltd. has been developing an application that can synthesize the contents of a hazard map into a
live-action image captured with a smartphone. Hazard information matching to the position of the user can also
be displayed by positioning with GPS. The user can be visually informed of the height of the assumed tsunami in
the hazard map, and it is also possible to help disaster prevention education and preparation for daily disaster
measures. However, the synthesized inundation information overlaid on the live-action photograph is an abstract
expression, and missing the intuitive water depth sensation. Besides, since the hazard information of the current
position is displayed by the GPS, which is not available in the underground space.

Fig. 3: Example of existing AR hazard map application for mobile terminals

Therefore, the authors have been studying suitable AR method for conveying the visual information of estimated
flooding risk in the underground space. We have been developed a framework that allows us to consider the
visual occlusion relationship between the water surface and the physical objects in order to represent the
flooding information naturally. Also, in order to acquire the user's position information independent of GPS,
position estimation is performed using natural feature points extracted from the image captured by the
camera-equipped mobile terminal. Utilizing dense point cloud data as information of real space, the position of
the user terminal can be estimated by associating data with feature points in the user input image, and AR display
is achieved as shown in Fig.4. (Hirose et al. 2017) However, the resultant AR representation contains unnatural
gaps between physical objects and the CG water surface. This is mainly caused by the errors in shapes of 3D

Fig. 4: An example results of AR representation by (Hirose 2017)
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models created from SfM data. Also, the overhead for loading 3D data was problematic for prompt use of the
system. Therefore, the authors are motivated to design a framework that the server side shares a heavy load and
performs AR image generation directly, so that terminal client is supposed to only browses it with low overhead.

3. METHOD
3.1 Overview

In this paper, we focus on not only offering visually perceptible risk of flooding but also reducing overhead in
AR display on mobile terminals. Based on the previous research, we draw a water surface on the 3D model of
the target space based on the actual measurement and carry out the visualization expression which makes the
predicted inundation situation easier to imagine. In this paper, the server-side performs this process instead of the
mobile terminal, and furthermore, 360-degree panoramic imaging processing is performed and distributed to the
user’s terminal through the low overhead of HTML-based browsing. By adopting such process configuration, the
mobile terminal can browse the appropriate flooding AR condition from the panoramic image by merely
designating the direction the user wants to see based on the built-in sensor of the gyroscope and the compass.

3.2 Process Chain

We render the virtual flooded water surface with CG reflecting the depth of flooding according to the estimated
user’s position and predicted inundation information in our foregoing research (Hirose 2017) and create a
360-degree panoramic image of the target space. We prepare a photo-realistic 3D model of the target space as
preparations based on on-site measurement in advance. Image of target space is captured comprehensively, and
3-dimensional restoration of the target space is performed by SfM, and a 3D model of the scene is generated.
This 3D model plays a role of expressing how the surface of the water wrapped around the feature in the targeted
local space. In other words, by showing the concealment relationship between the water surface and the local
object, it can be expected that the depth of flooding is expressed intuitively.

To create a panoramic image, the following process is performed. First of all, we specify the viewpoint with the
3D model in which the flooded surface is drawn with CG and generate an omnidirectional rendering image. By
performing rendering in the CG space, it is possible to prepare a flooded image actually occurring in the target
space.

A 360-degree panoramic image at an arbitrary user position can be generated by stitching multiple CG images
rendered by perspective projection with a proper field of view where optical distortion is inconspicuous. The
generated panorama image can be converted to HTML format by authoring software. By uploading HTML file
and linked panoramic image to the server, the user can also browse it on the mobile terminal as visualized risk of
estimated flooding condition.

Fig. 5: Process chain of the proposed method
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3.3 Panoramic Imaging

Image stitching technology has dramatically prevailed since technological features with excellent performance
have been proposed. (D. Gledhill 2003, M. Brown 2006) Even for photographs taken with a limited angle of
view, it is possible to generate images with a wide angle, even 360 degrees, by ensuring overlap and stitching
and merging the images together as shown in Fig.6. Meanwhile, specific cameras, such as Ricoh THETA, that
can shoot a 360-degree photo with one shot also appear in the market, environments where an interactive display
of images and viewpoints from arbitrary viewpoints are also made by sharing pictures and videos with SNS and
others. In this research, to augment the scenic view with flooding risk, we combine rendering a 360-degree
image from photo-realistic CG with overlaid flooding information and distributing it to the user via a
network-sharing mechanism so that the user can observe it on the terminal according to the viewing direction.

Various views in different directions viewed from an arbitrary viewpoint are generated by CG to create a
panoramic image centered on the viewpoint. By distributing the line of sight direction evenly using the polar
coordinate system, it is possible to set the view angle and overlap of each view image. As shown in the Fig. 7,
the line of sight direction is uniquely determined by specifying the inclination from the x axis direction as 8 and
the inclination from the x-y plane as ¢. An arbitrary rendered image can be created by specifying this visual line
direction as the center of the rendering image. The overlap of images can be changed according to the angular
interval between the rendering images in the line of sight direction and the set angle of view of the camera.

Fig. 6: Image stitching for making 360-degree panoramic image (selected from M. Brown 2006)

Fig. 7: View direction arrangement for making 360-degree panoramic image

4. IMPLEMENTATION

We chose a part of an actual railway station (Kandai-mae Station on the Hankyu Railway in Suita City, Japan) as
the underground target area and acquired 394 images by using a digital camera (GoPro Hero6). The image was
reconstructed three-dimensionally with SfM software Pix4D mapper (Pix4D Inc.). Also, in order to give the
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actual dimension to the reconstructed 3D shape of the inside of the station, this time we also use a terrestrial laser
scanner, Focus3D X330 (FARO Inc.) and scanned 3 shots to capture the scaling marker points (GCPs). 3D data
in the target space with actual size was acquired by integrating SfM data and the scanned data (Fig. 8). The
created 3D model is saved as a combination of obj file, mtl file and texture images. We used OpenGL to render
the scenery with specified view directions and field of view. In this paper, the horizontal field angle of the
camera is set to 80 deg, and the aspect ratio of the image is set to 4: 3. The viewing direction is made to be 30
deg at both the horizontal direction and the vertical direction so that about half of the image overlaps. We
rendered 35 CG images in total. The obtained rendering image group is joined by stitching software PTGui Pro
(product of New House Internet Services BV) as shown in Fig. 9. The panoramic image created by stitching is
represented by a forward-angle cylindrical projection method as shown in Fig. 10, and this image is converted to

HTML format by Panotour Pro 2.5 (Kolor Inc.) . By uploading the obtained HTML file to the server, the
panorama image can be viewed at each terminal. (Fig. 11, 12)

Fig. 8: image arrangement for making 360-degree panoramic image

Fig. 9: Stitching the Rendered Images

5. DISCUSSION

In this research, panoramic images with AR representation of flood risk can be created and referenced for
arbitrary viewpoints. It is necessary to prepare the laser scanned data of the site beforehand, but it is possible to
correctly express the situation in which flooded water wraps around the features such as walls and ticket gates.
The depth of flooding can also be changed quantitatively when rendering, and it can be expressed according to
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the predicted flooding depth which varies with rainfall and location. By storing 3D data of the site in the main
memory on the server side in advance, it is possible to reduce data communication to the terminal with the most
overhead; such as 2-3 minutes for millions of point cloud. On the client side, data access can be done only by
light HTML communication, and by holding the terminal in the direction the user wants to see, it is possible to
interactively view the inundation situation AR at a fast frame rate. The implementation is limited to only a small
area in the station so far. We are planning to try to apply our method to a larger scale of the 3D point cloud data
sets that should be handled for generic use in many underground constructions. As a future work for the context
of the system, spatial representations such as which water will flow from either side based on direction
information in the underground space, the creation of a virtual evacuation guidance indication, etc. can be
considered.

6. CONCLUSION

In this research, we propose a technique to visualize predicted inundation situation by panoramic image based on
3D data of 3D shape restoration of the target space. As a result, the general user can browse the panoramic image
at that point on the terminal by selecting an arbitrary viewpoint. This system performance will contribute to the
disclosure of the flood information analyzed in the past research. In the future, by harmonizing with the AR
system conducted in the previous study, based on the method of displaying a panoramic image matching the
arbitrary photographing viewpoint/direction from the photographed image of the user terminal and the
information of the flow rate obtained by the inundation analysis. We are planning to consider representation
methods closer to disaster information assumed in reality.

Fig. 10: Result of the stitching and developing for the 360-degree panoramic image

Fig. 11: Display results of the inundation image in 350-degree panorama,
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Fig. 12: Example of the display results on a smartphone
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PERFORMANCE EFFECTS OF USING MIXED REALITY FOR
ELECTRICAL POINT LAYOUT TASKS

Jad Chalhoub & Steven K. Ayer
Arizona State University

ABSTRACT: Although Building Information Modeling (BIM) is increasing in the industry, most office-to-site
design communication still happens using 2D paper plans. Mixed Reality (MR) may be able to deliver design
information to end users, but the degree to which it affects different construction applications is yet to be fully
investigated. Some theoretical classifications of construction activities suggest that composite tasks might benefit
from MR communication, but these theoretical claims have not been empirically validated. Point Layout is a
composite task that consists of finding and marking points of interest on the construction site. Point layout is
essential to multiple practices in construction, including electrical construction. This paper compares the effect of
using MR on the performance of a point layout task compared to using typical paper plans. Thirty-two current
electrical construction practitioners participated in the point layout task eight different times each, half of which
using MR and the second half using paper. The paper answers the following question: how is the precision and
performance of point layout process be affected by using MR instead of paper plans? The researchers observed
significantly faster point layout, but accuracy may be reduced using current technologies. The findings will
empirically validate the use of MR for some composite tasks, and enable researchers and practitioners to make
informed decisions when considering MR for a point layout tasks. Future work will further study the effect of
different complexity factors on the performance of MR for point layout tasks.

KEYWORDS: Mixed Reality, Augmented Reality, HoloLens, BIM

1. INTRODUCTION

Mixed Reality (MR) enables the viewing of both virtual and real content in the same view (Milgram and Kishino
1994). In the Architecture, Engineering and Construction (AEC) industry, MR can be used in conjunction with
Building Information Modeling (BIM) to visualize full scale models directly on construction sites. In recent years,
researchers identified many potential use cases for MR during the construction phase (Wang et al. 2014), planning
phase (Jiao et al. 2013) and in construction training (Wang and Dunston 2007).

Some other research classified all construction tasks based on their potential to use MR (Dunston and Wang 2011).
Point layout is a construction task currently dependent on the cognitive capabilities of practitioners to map plans to
their surroundings (Kwon et al. 2014), and is theorized to benefit from MR implementation. Moreover, a recent
study has shown that MR can enable significantly faster placement of assemblies on their final location on a
construction site (Chalhoub and Ayer 2018), reinforcing the potential of MR for positioning tasks. This paper
empirically validates the viability of using MR for electrical layout tasks and compares its performance to the
performance when using traditional paper plans. Specifically, this paper answers the following questions: how is
the precision and performance of the points layout process affected by the using MR compared to when using
paper? The findings contribute to the body of knowledge by providing guidelines on the use of this technology for
point layout tasks in construction and to guide developers towards other high-potential use cases of the technology.

2. BACKGROUND

After the economic crisis of 2008, many researchers have understood and anticipated a labor shortage in the
construction industry (Albattah et al. 2015a). Some US cities are already reporting shortage in workers in key
crafts (Albattah et al. 2015b). In turn, labor shortage leads to cost and schedule overruns (Toor and Ogunlana 2008).
As a response to these problems, researchers have proposed exploring new, innovative solutions to complete the
required work using less qualified or untrained labor (Karimi et al. 2016).

Building Information Modeling enables the creation of 3D information-rich models, allowing designers to
iteratively experiment with design concepts virtually before actual construction starts. Due to its many benefits,
BIM adoption in the industry continues to increase (McGraw-Hill Construction 2014). Research has focused on
extending the use of the intelligent models to the construction site. Currently, the majority of office-to-site
communication happens through paper plans, and onsite workers may have access to the 3D model through
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dedicated BIM stations or handheld devices (Murvold et al. 2016). However, both methods still rely on the user’s
capabilities of reinterpreting the design to the construction site. Due to recent technological advancements, MR has
become a stable and viable method of viewing virtual content at full scale, superimposed on real surfaces in the
user’s field of view.

Recently, efforts have been made by researchers to identify potential use cases for MR in the different construction
phases and applications. MR has been used to improve access to 3D details by using 2D plans as paper markers
(Sabzevar et al. 2018) and to aid in the digital construction of complex modular surfaces (Fazel and Izadi 2018).
MR has been shown to enhance performance and reduce mistakes during experimental construction tasks (Chu et
al. 2018). MR has also been used for timely construction monitoring and documentation (Zaher et al. 2018) and to
support discovery based learning in civil engineering (Behzadan et al. 2018). However, most efforts used hardware
and software prototypes in controlled lab settings.

Dunston and Wang classified construction related tasks based on feasibility of implementing MR (Dunston and
Wang 2011). A five-level hierarchical system was proposed. Composite tasks, the fourth type on the hierarchical
level, were theorized to benefit from MR. One such task is point layout, which includes the finding and marking of
points relative to other points in space. Point layout is performed in many construction disciplines, such as
electrical construction. In this task, a practitioner identifies where electrical devices, such as receptacles and
switches, are to be installed in a room, and then creates a mark of their locations. After this point layout task is
completed, an installation crew follows to actually install the devices at the points identified. This paper compares
the performance of practitioners laying out the points when using paper plans to when using MR.

3. METHODOLOGY

This research aims to determine the performance impacts of using MR for electrical device layout tasks compared
to using traditional paper plans. This section describes the experiment designed by the researchers to address the
research questions.

The researchers partnered with a large electrical specialty contractor in the US. The partner company has an
extensive national and international footprint and has an internal research and development group. During the
proposed experiment, practitioners from the company would layout the same space multiple times using MR and
traditional paper plans, and the performances would be compared to understand the viability of the technology for
the proposed task.

A conference room in the partner company’s offices in Phoenix was identified for this experiment, creating a safe
yet realistic space for laying out the devices. The researchers also collaborated with designers and modelers from
the partner company to design eight different designs of electrical devices laid out in the same room. For each
design, modelers from the partner company created the designs using standard BIM processes and software, and
provided the researchers with a set of paper plans and a 3D model. Figure 1 below shows the sample plan sheet for
one design.

Figure 1: Sample plan sheet for one of the designs

104



Proceedings of the 18th International Conference on Construction Applications of Virtual Reality (CONVR2018)

The researchers chose to use the Microsoft HoloLens as the MR device for this experiment. The HoloLens is an
untethered, hands-free, Head Mounted Display (HMD). Using it would allow the participants to see the real world
with virtual content overlaid on top of it, while also being able to move freely around the room and use both hands
freely to complete the task as they normally would. The researchers received the model in a Revit file and then
modified it to only include the electrical devices to be laid out. All other items, such as walls, windows, ceiling and
others were removed to eliminate element redundancy when viewed through the headset, since the walls and
windows were physically installed. The methodology detailed in (Chalhoub et al. 2018) was then used to deploy
the 3D content to the headset. The application utilizes a marker to place the content accurately onsite. Figure 2
shows an image of a sample marker.

Figure 2: Sample marker image

Traditionally, when practitioners are laying out devices onsite, spray paint or marker pens are used to mark the
location of devices and names. The installation crew that follows would then install the appropriate device at the
location of the mark. For this experiment, a set of reusable sticky notes was created to mark the location of each
device. Each sticky note contained a cross, centered in the middle of it, and the name of the corresponding device
in the top right corner. The participants were instructed to tape the sticky note to the wall, in such a way that the
center of the cross on the sticky note falls on the center of the BIM-based device in MR. Figure 3 shows a sample
sticky note used in the experiment taped to a wall.

Figure 3: Sticky note placed on the wall, with the name of the device in the upper right corner
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The experiment was carried out over the span of two weeks. Each participant signed an informed consent form and
filled out a pre-session questionnaire before the experiment started. During the experiment, each participant was
assigned a randomized list of eight electrical point layout designs. Four designs were laid out using MR, and the
other four were laid out using traditional 2D paper plans. For each design, the participant would be handed either
the paper plans corresponding to the design or the HMD with the MR model loaded, and an envelope with the
corresponding sticky notes. The designs were created in pairs: each two designs had the same type and number of
devices and placement, but the exact location of the devices was changed. One of the two designs was laid out with
paper plans, and the other with the MR headset. These samples were compared pairwise to ensure that similar
levels of difficulty were compared to one another. Furthermore, if one design was laid out with paper by the first
participant, it was laid out using the headset by the other, balancing out any slight differences in difficulty that may
be present between the designs.

Once a participant completed the layout of one design, the researchers measured the distances from the center of
the sticky notes to the walls and the floor using a high accuracy laser tape measure. The sticky notes were then
removed from the walls and the participant was handed the next design and the corresponding envelope with a new
set of sticky notes. This process was repeated until all eight designs were laid out by the participant. The
experiment was video-taped from multiple angles for analysis. On average, each participant required an hour and a
half to finish all eight designs.

The collected data was digitized and stored in a spreadsheet. The authors also watched and coded the videos, and
the duration of each task was computed. The accuracies along the X- and Y-axis were computed by comparing the
onsite measurement with the coordinates from the BIM using relative and absolute measurements, and were then
stored in the same spreadsheet. The data was then analyzed using various statistical software, such as R and SPSS.

4. RESULTS

In total, thirty-two practitioners participated in this experiment. The participants included electricians, BIM
modelers, construction managers, coordinators and interns. Of the participants, only four has less than 1 year of
experience, and their ages ranged from 21 to 59 years old. Seventeen of the participants (53%) had laid out
electrical devices in rooms as part of their jobs in the past year.

4.1 Accuracy

Accuracy is an important factor in point layout tasks, especially for electrical devices. Depending on the type of
project, tolerances can be as low as 1/8% of an inch (0.3175 mm). The distances measured for each point on site
were compared to the designed distances, and the absolute accuracies along the X-axis and Y-axis were
subsequently calculated. During the experiment, the researchers noted that some practitioners misread the values
on the paper; in other cases, the participant expressed that the model suddenly jumped from its location, but he or
she continued working regardless. These cases created severe outliers and were subsequently removed from
dataset.

Since each participant laid out four designs using paper plans and four using MR, a paired statistical test was used
to compare the accuracies. In order to chose the correct statistical test, the Shapiro-Wilk test of normality was run
on the datasets. Table 1 summarizes the findings.

Table 1: Results of the Shapiro-Wilk tests of normality

Raw Data All Outliers Removed
W-Value P-Value W-Value P-Value
X-Paper 0.57468 <2.2e-16 X-Paper 0.57468
X-MR 0.6505 <2.2e-16 X-MR 0.6505
Y-Paper 0.21754 <2.2e-16 Y-Paper 0.21754
Y-MR 0.7827 <2.2e-16 Y-MR 0.7827
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All significances are smaller than 0.05, suggesting that the datasets are not normally distributed. Thus, the
Mann-Whitney non-parametric set was used. The results are summarized in the Table 2.

Table 2: Results of the paired Mann-Whitney tests along the X- and Y-Axis

Testing Number of Pairs MR Mean (Inch) Paper Mean (Inch) Mean Difference V-value P-Value
X-Axis 624 1.20 1.00 0.19 110,760 0.002528
Y-Axis 598 1.11 0.18 0.93 162,320 <2.2e-16

The results suggest that using paper plans is, on average, 0.19 inches more accurate than using MR on the X-axis,
and the difference is significant (p-value <0.05). Similarly, using paper plans is, on average, 0.93 inches more
accurate than using MR on the Y-axis, and the difference is significant. The results suggest that MR is not useful
in cases where high accuracy is required, which aligns with the expectations of the researchers: current
generation MR devices are not built for high accuracy. However, in some cases, electrical devices are attached to
the nearest stud in a room, and MR level accuracy might be enough to get the placement close enough to the
final intended location.

4.2 Grouping effect

While the absolute accuracy of the placement of the points is important, another important factor is the grouping
of the placed points. Grouping refers to the distance between the placed points regardless of their initial intended
location. When using MR, if all the points are placed near one another, it indicates that the user was seeing the
virtual content off-target, but the placing the points correctly considering what he or she was seeing. On the other
hand, if the user placed the points placed far from one another, it indicates that either the device was not
displaying the points consistently where they should be, or that the user was not able to place the points
accurately to overlap with the virtual content. Figure 4 shows the four possible combinations of accuracy and

grouping.
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The variances of the points placed were computed along the X- and Y-axis for laying out using paper plans and
using the MR device to quantify the grouping of the points. The results are presented in Table 3.

Table 3: Variances of the locations of the points for paper and MR along the X- and Y-Axis

Paper Mixed Reality Ratio
X-axis 0.0449 0.0256 1.75
Y-axis 0.1082 0.0147 7.36

The point layout accuracy variance when using MR is smaller than when using traditional plans along both axes.
This indicates that the participants were probably viewing the virtual content skewed from its intended place but
were correctly placing the points relative to the content. Future work may be able to accurately quantify the amount
and reasons behind the shift. If this were performed correctly, an artificial offset could potentially be introduced to
correct the viewing location of the virtual content. Then, the accuracy of placing points using the device would
likely increase.

Additionally, current tasks that require placement of the points near one another but not necessarily accurate in
space may benefit from using MR viewing devices. Additional work may be required to quantify the interpoint
accuracy of current generation MR devices.

4.3 Time

Another important metric in point layout tasks is time to complete layout. The different room designs had different
numbers of electrical devices to be laid out, and in order to have a fair comparison, the layout time per device was

Figure 4: possible relationships between variance and accuracy

used. The same paired analysis process was used, and the Shapiro-Wilk test was employed to check the normality
of the datasets. Table 4 below summaries the results.

Table 4: Results of the Shapiro-Wilk tests of normality

W-Value P-Value
MR Time 0.64132 <2.2e-16*
Paper Time 0.96673 7.231e-12%*

Since the two datasets are not normally distributed, the paired Mann-Whitney test was used. Table 5 below
summarizes the findings.

Table 5: Results of the paired Mann-Whitney test

Testing Number of Pairs MR Mean Paper Mean Mean Difference V-value P-Value

Time Per Device 675 27.7 92. 65 18850 <2.2e-16*

On average, a device laid out using MR requires 27.7 seconds, compared to 92.7 seconds using traditional paper
plans, and the difference is significant at the 95% confidence level (p-value < 0.05). When laying out using MR,
the practitioner only has to find the virtual device on the wall and tape the marker to the correct spot. Conversely,
when using paper plans, the practitioner has to find the device, pull measurements from the walls and the ground,
and tape the sticky note without losing the location. The significant time saving is attributed to these additional
steps.
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4.4 Limitations

While this work employed industry standard models and current practitioners, the space used for the experiment is
not an active job site. Noise, congestion, climate and other factors may severely hinder the usability and expected
performance of current generation MR devices. In several instances during the experiment, the device lost tracking
or exited the application, and had to be reset by the researcher. While the results presented do include all the down
time experienced, it does not include the development time of the MR applications and solutions are not accounted
for in the comparisons. Currently, it takes a significant amount of time to modify the model and export it to the MR
device, but an automated deployment process should be implemented if the approach is to be widely deployed.

Also, the extended use of the HMD is yet to be tested. Fatigue, head-heaviness, and other discomforts have been
reported, which could hinder the widespread deployment of the technology in its current form. However, the
technology is expected to keep improving and miniaturizing, so the deployment of future generation devices may
be more feasible.

5. CONCLUSION

The work presented tests the feasibility of using MR to enable onsite electrical device layout tasks, and compares
the performance of current industry practitioners when using MR compared to their performance using traditional
paper plans. The experiment compares the speed and accuracy of the layout task for each of the information
delivery methods. Furthermore, the experiment uses industry standard modeling and shop-drawing creation
processes. A paired analysis of performance showed that practitioners can layout devices 60% faster when using
MR compared to when using paper, but the accuracy when using paper is marginally better. While other, more
accurate point layout tools exist, they often require significant expertise and setup time to use, making MR
particularly important for jobs that require less accuracy and faster layout process. s

This paper contributes to the body of knowledge by highlighting the benefits and challenges with using MR for one
specialty construction pre-construction task. Future work will include studying the effect of experience, age and
task complexity factors on the performance of the technology.
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ABSTRACT: Human behavior is one of the most influencing factors of safety during emergencies. Having a robust
understanding of human behavior can improve both emergency management practices and design strategies for
built environments. Traditional methods to study human behavior include emergency drills, post-event surveys,
controlled laboratory experiments, and emergency video analyses. However, these methods suffer from intrinsic
limitations, such as scarcity of available data and lack of flexibility to quantify the impact of various factors (e.g.,
corridor width, number of exits) that might influence human behavior. With the recent advancements in virtual
reality (VR) technologies, an increasing number of VR-based human behavior studies are seen in the literature.
This study presents a systematic review of existing VR-based research on human behavior during emergencies in
built environments. The review results demonstrate that fire emergencies and wayfinding behavior are widely
studied while other emergency or behavior types are not well explored yet. The review results also suggest that
many VR-based studies did not specify a target population or explore the impact of a particular type of built
environment. In the light of the review findings, recommendations for future VR-based research on human
emergency behavior in built environments are discussed.

KEYWORDS: virtual reality; human behavior; emergency,; built environment, review.

1. INTRODUCTION

Various natural and man-made disasters could occur in built environments, putting human safety in peril. For
example, in 2016 only, 475,500 structure fires occurred in the United States, resulting in 2,950 civilian deaths and
12,775 civilian injuries (Haynes, 2017). Human behavior is one of the most decisive factor for human safety during
emergencies. It was reported that in many emergency situations, most victims were killed or injured by the non-
adaptive behavior of the crowd (e.g., pushing and trampling on each other), instead of by the actual cause of
emergencies (Pan et al., 2006). One way to mitigate the risk of emergencies in built environments is to use a
“behavioral design” approach by taking human factors into consideration for developing effective risk-reduction
strategies, which requires comprehensive knowledge of human behavior during emergencies (Bernardini,
D’Orazio, et al., 2016).

It is not a trivial task to understand human behavior during emergencies. Unlike in normal situations, people tend
to behave differently in emergencies under high physiological and psychological stress (Ozel, 2001). Human
emergency behavior is based on the perception of the situation, intention to act, and considerations involved before
actions (Kobes, Helsloot, de Vries and Post, 2010). For example, people may not evacuate a building when they
hear a fire alarm. Instead, they may first attempt to understand the situation, wait for more cues (e.g., smell of
smoke, others leaving the building), and seek more situational information (Latane and Darley, 1968). Social
behavior is also common during emergencies. When emergencies occur, people with strong social relationships
(e.g., families and close friends) usually act as a group and may even take detours to search for missing members
(Kobes, Helsloot, de Vries and Post, 2010). Moreover, it has been illustrated that many building attributes, such as
visual access, architectural differentiation (i.e., unique building characteristics which people could use for
orientation purposes), signage, and plan configuration, could impact people’s evacuation performance in
emergencies (Raubal and Egenhofer, 1998), which makes human behavior during emergencies more complex.

Due to legal and moral reasons, it is virtually impossible to expose people to life-threatening conditions to study
their behavior during emergencies (Hancock and Weaver, 2005). In response, a variety of alternative approaches
have been proposed. Emergency drills have been widely performed in emergency behavior studies (Kobes,
Helsloot, de Vries, Post, et al., 2010). However, a major limitation of emergency drills is the lack of sense of
presence, which may cause different evacuation behavior from real emergencies (Muir, 1996). Although
unannounced drills could partially mitigate this limitation, it is still costly to conduct drills and difficult to control
environmental variables (Haghani and Sarvi, 2017a). Additionally, post-event surveys and interviews have been
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widely used. However, bias may exist in participants’ memory and responses, even if they have real emergency
experiences (Kuligowski, 2016). Hence, the collected data may not accurately reflect their actual behavior during
emergencies. Controlled laboratory experiments provide an alternative way to study human behavior during
emergencies. Unlike emergency drills, controlled laboratory experiments normally take place in temporary
physical setups in laboratories, which offers better environmental manipulation and field observation (Haghani
and Sarvi, 2017a). However, controlled laboratory experiments may suffer from insufficient sense of presence
experienced by participants, and whether the experiment results amount to reliable reflection of real-world
scenarios remains uncertain in many cases. A variant way of conducting controlled laboratory experiments is using
non-human subjects (e.g., mice and ants) and exposing them to real hazards. While this approach could avoid
exposing human participants to hazardous situations, the behavioral similarities between humans and other animals
are still debatable (Parisi et al., 2015). Alternatively, video records could be used to obtain behavioral data from
past emergencies. The major advantage of this approach is that it is based on real behavior. However, it is limited
by the scarcity and incompleteness of available data (Haghani and Sarvi, 2017a). Also, various simulation tools
have been developed to model human responses during emergencies by setting predefined rules for human
behavior. Nevertheless, human psychological responses and physical behavior are usually highly complex in
emergencies and difficult to predict, while comprehensive behavioral theories to guide simulations are lacking
(Kuligowski and Gwynne, 2010). As a result, it is very challenging for simulations to represent fine-grained human
behavior in emergencies.

Apart from the above approaches, virtual reality (VR) has become a promising tool. VR generally refers to the
technology used to generate computer-simulated environments that give a viewer a convincing illusion and a sense
of being inside an artificial world in the computer (Castronovo et al., 2013). Compared with other approaches,
VR-based behavioral experiments can provide safe and non-invasive environments, the flexibility to cover a wide
range of topics, and the capability of retaining various control variables (Haghani and Sarvi, 2017a; Kinateder,
Ronchi, Nilsson, et al., 2014). In recent years, VR applications in this research area have been exploited, whereas
an understanding of the current status of this area is lacking. Moreover, with the rapid growth of VR technology,
VR has increasing potential of being used to study human behavior during emergencies. Thus, it is necessary to
shed light on future research directions by synthesizing prior studies. To address this gap, this study presents an
in-depth review of VR-based research on human behavior during emergencies in built environments, identifies the
latest accomplishments and limitations of current studies, and provides recommendations for future research.

The remainder of the paper is organized as follows: Section 2 describes the objectives and methodology of this
review. Section 3 provides a comprehensive review of VR-based research on human behavior during emergencies
in built environments. Discussions and recommendations for future research are presented in Section 4. Section 5
concludes the paper.

2. RESEARCH OBJECTIVES AND METHODOLOGY

The first objective of this study is to advance our understanding of the current achievements and limitations of
VR-based research on human emergency behavior in built environments. The second objective of the study is to
put forward recommendations, based on the synthesis of prior studies, for future research to promote the use of
VR in studying human emergency behavior in built environments. To systematically present this research area, the
literature was analyzed from 6 perspectives: (1) Since the main aim is to develop our understanding of human
emergency behavior, what human behavior has been investigated in prior studies was described; (2) Different
populations may have distinct behavioral patterns, due to their different lifestyles, abilities, and roles (Gerges et
al., 2017). Thus, the target population of prior studies was analyzed; (3) It has been pointed out in prior research
that human behavior may vary in different emergency scenarios (e.g., fires, earthquakes, flood, etc.) (Bernardini,
Quagliarini, et al., 2016), thus the types of emergencies examined in prior studies were presented; (4) Built
environments can have critical impacts on human behavior during emergencies (Kobes, Helsloot, de Vries and
Post, 2010). Therefore, built environments and their attributes studied in prior studies were reported; (5) The
attributes (e.g., display size, stereoscopy, head-tracking) of VR devices can impact the sense of presence
experienced by participants (Castronovo et al., 2013). VR environments, including built environments and hazards
mentioned in the last two points, and non-playable characters (NPCs) are also essential for implementing VR tools
and experiments (Riippel and Schatz, 2011). Thus, the VR systems (i.e., VR devices and NPCs) used in prior
studies were reviewed and discussed; and (6) An essential concern of using VR to study human emergency
behavior is the ecological validity — whether the experiment results can be repeated in real-world scenarios (Zou
etal., 2017). In response, the validation methods used in prior studies were presented.
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Driven by the above objectives, major electronic databases of scientific publications, including the “Web of
Knowledge,” “Scopus,” and “Google Scholar,” were used to search for the relevant articles. A combination of
keywords, including “human behavio*”, “emergency/disaster/extreme event/extreme environment”, and “virtual
reality/virtual environment/virtual experiment/immersive virtual environment/immersive virtual reality” were
used in the search process. Since virtual environments refers to computer-simulated environments in this paper,
the search was limited to 2000 and beyond. To gain a comprehensive view of the research area, (1) theoretical
studies (e.g., studies that analyzed the feasibility of VR applications), (2) studies that developed VR tools that
aimed at investigating human emergency behavior without conducting VR-based experiments, and (3) studies that
involved VR experiments were all included in the review. Articles beyond this scope were excluded. Examples of
excluded studies, which were manually filtered from the search results, included those that did not focus on human
emergency behavior in built environments (e.g., aircraft emergencies), those that developed VR tools for
emergency training purpose only, and those that did not use computer-simulated environments for the claimed
virtual experiments (e.g., hypothetical-choice experiments). In addition, to complement the search results, the
forward and backward snowballing method was applied (Wee and Banister, 2016), by examining the references of
articles in the search results, to find more relevant papers that met the above inclusion criteria. Duplicate recordings
of the same work were removed (some journal papers are based on earlier conference papers, where the contents
are similar, thus only the journal versions were included in this review). After this search procedure, a total of 48
articles were included in the review.

Fig 1. illustrates all of the reviewed articles sorted by the publication year and article type (one article was released
on arXiv.org in 2018, thus not included in Fig. 1). The set of articles sparsely distributed in a wide range of sources,
including journals and conference proceedings, which demonstrated the highly interdisciplinary nature of the
research area. The titles, in which most of the articles were published are: Applied Ergonomics (6), Fire Safety
Journal (5), Pedestrian and Evacuation Dynamics (3), Ergonomics (3), Computers in Human Behavior (2), and
Journal of the Royal Society Interface (2). Additionally, the publication year of the articles demonstrated that this
research area has attracted an increasing attention in recent years.

Fig. 1: Publication years and source types of the reviewed articles

3. REVIEW FINDINGS
3.1 Human behavior

Wayfinding and egress route choice are the most widely studied human behaviors in VR-based studies. The impact
of building attributes on wayfinding during emergencies has been a popular topic. For instance, a hotel fire
evacuation, conducted in both virtual and real-world experiments, demonstrated that the presence of exit signs
could facilitate wayfinding during emergencies (Kobes, Helsloot, De Vries, et al., 2010). When smoke was
perceptible, exit signs at the floor level was found to be more effective compared with signs at the ceiling level. In
terms of corridor configurations, evacuees in a VR-based experiments tended to choose the corridor with more
lighting at corridor intersections (Vilar et al., 2014). When both signage and different corridor configurations were
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present, evacuees’ egress route choice was less likely to be influenced by the signage. Additionally, one VR-based
experiment about the evacuation in a high-rise hotel showed that flashing green lights at the evacuation elevators
could persuade evacuees to choose elevators (Andrée et al., 2016).

Furthermore, social interactions are crucial to the formation of human behavior during emergencies. Thus, social
influence on wayfinding and egress route choice during emergencies has been examined in VR-based studies.
Evacuees’ egress route choice in tunnel fires under non-conflict (i.e., an NPC moving to the exit) and conflict (i.e.,
an NPC staying passive or moving to the opposite direction of the exit) social conditions were studied in VR-based
experiments. The results demonstrated that evacuees were less likely to move to the exit in the conflict conditions
compared with the non-conflict condition (Kinateder, Miiller, et al., 2014). The combined effects of environmental
and social factors on wayfinding and egress route choice during emergencies were also explored. The VR-based
experiment in one study revealed that the presence of smoke, long distance of the exit, and high number of other
evacuees near the exit reduced the probability of an exit to be chosen, while emergency lighting near the exit and
flow of other evacuees through the exit had a positive effect (Lovreglio et al., 2016). Moreover, exit choice during
emergencies was impacted by both the evacuees’ familiarity of the built environment and other evacuees’ choices.
A VR-based experiment demonstrated that participants were more likely to exit through their familiar door, and
this tendency was increased when the familiar door was chosen by other evacuees and decreased when the
unfamiliar door was chosen (Kinateder et al., 2018). Compared with the social influence on wayfinding and egress
route choice, social behavior amongst evacuees have been less studied in prior VR-based research. Drury et al.
(2009) studied cooperative and competing behavior during emergency evacuations in an underground railway
station. The VR-based experiment results illustrated that collective bonds might be strengthened and even created
through the mutual experience of an emergency, and the amount of help that one would offer was affected by the
level of danger. Gamberini et al. (2015) conducted a VR-based experiment in an office building in a fire emergency.
The experiment demonstrated that light-skinned participants offered less amount of help to a dark-skinned NPC
than to a light-skinned NPC, which indicated racial discrimination could occur during emergencies.

3.2 Target population

Target population refers to the population to which the findings of the studies are meant to generalize. In reviewed
prior studies, only three specified their target population, while majority of the studies did not. One study targeted
at light-skinned people to study racial discrimination in terms of the amount of help offered during emergencies
(Gamberini et al., 2015). Another study investigated the influence of professional backgrounds on wayfinding
performance in emergencies. Participants of the VR-based experiments from professional backgrounds (e.g.,
employees of construction companies, firefighters) did not show significant difference in their wayfinding
performance (Tang et al., 2009). Moreover, a study focusing on helping and competing behavior during
emergencies targeted at people with high or low sense of identification (i.e., whether they psychologically consider
themselves as part of the crowd or not). The results demonstrated that those with high sense of identification were
more concerned about others and offered more help (Drury et al., 2009). Apart from specific groups of population,
demographic information (e.g., age and gender) was also collected in prior VR-based experiments. However, the
information was used as control variables in most cases (i.c., balancing participants in different experiment groups)
(Kinateder, Ronchi, Gromer, et al., 2014; Vilar et al., 2014). Only a few studies identified the impact of participants’
demographics on their evacuation behavior. For example, male participants were found to have better wayfinding
skills than female participants in building evacuations (Tang et al., 2009), and female and older participants
appeared to have longer reaction times during virtual evacuations (Bode and Codling, 2013).

3.3 Emergency situations

With respect to the types of emergencies, the majority of prior studies (32 out of 48) were focused on fire
emergencies. The prevalence of fire in the literature could be explained by three possible reasons. First, fire is one
of the most frequent and disastrous types of emergencies in built environments (Haynes, 2017). Second, the study
of human behavior in fires dates back to the 1950s, which provides theoretical support for the VR-based research
(Fritz and Marks, 1954). Third, fire attributes, such as flames and smoke, can be modeled and visualized by particle
systems embedded in many game engines (Riippel and Schatz, 2011). 13 out of 48 studies did not specify their
target emergencies. In these studies, hazards were not included in the virtual environment, and participants were
only informed that there was an emergency, or an emergency alarm was played to them (Kinateder et al., 2018;
Tang et al., 2009). The studies in this category mainly focused on the impact of emergency evacuation installations
(e.g., signage systems) on human behavior (Tang et al., 2009), and evacuees’ egress route choice during general
building emergency egress (Bode and Codling, 2013). However, since hazards present in higher level of realism
can provide more sense of presence experienced by participants (Zou et al., 2017), virtual environments without
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specified hazards may not elicit participants’ sufficiently realistic emergency behavior. Terrorism related
emergencies were only explored by one study. Chittaro & Sioni (2015) developed VR-based experiments that
presented a terrorist attack in a train station. The virtual environment included smoke, metal debris and fire as the
attack attributes. The experiment results showed that the interactive virtual environment could better enhance
participants’ risk perception and emotional response to the presented threat than the non-interactive version.
Earthquake emergencies were only explored by two studies, in which VR-based experiments of a hospital
experiencing an earthquake were prototyped (Lovreglio et al., 2018). The damaged environment was included in
the virtual environment, and the shaking effect was simulated by setting up a vibrating platform on which the
participants were seated.

3.4 Built environments

Built environments are critical in the formation of human behavior during emergencies (Bernardini, D’Orazio, et
al., 2016). Fig. 2 illustrates the types of built environments and attributes of built environments considered by prior
VR-based studies.

Fig. 2: Types and attributes of built environments considered in the reviewed articles

As shown in Fig. 2, Unspecified buildings are the most frequently studied type of built environments in prior VR-
based research. In these studies, virtual environments were mainly based on buildings with no specified usage, or
part of a building such as a room or a corridor (Bode and Codling, 2013; Vilar et al., 2014). Although a variety of
built environments, including train stations (Drury et al., 2009), office buildings (Gamberini et al., 2015), hotels
(Andrée et al., 2016), and so on, have been included in prior studies, the focus of these studies was mainly on
human behavior exhibited during emergencies, while how these built environments impact human emergency
behavior was not well explored. Among various attributes of built environments, signage, corridor and exit
configurations have been most frequently studied. Other than these, one VR-based study investigated the impact
of windows and corridor color on evacuees’ route choice. The study reported that people tended to choose corridors
with open windows and light color during evacuations (Abu-safieh, 2011). In another VR-based study, participants
were asked to evacuate a high-rise hotel via stairs or elevators. It was found that participants generally waited
either a limited time (less than 5 minutes) or a long time (more than 20 minutes) for elevators (Andrée et al., 2016).
The possible reason for participants waited for a long time is that there was an announcement in the virtual
environment, saying that the elevator could be used as an emergency exit.

115



Proceedings of the 18th International Conference on Construction Applications of Virtual Reality (CONVR2018)

3.5 VR systems

3D interactive desktop VR was the most widely used in the reviewed articles. When this technology is used,
participants view 3D virtual environments through a monitor in front of them, and use controllers or keyboards
and mice to navigate in the virtual environment (Drury et al., 2009; Tang et al., 2009). The main advantage of this
method is that it is not demanding in terms of VR equipment, however, the level of immersion it can offer is limited
(Nilsson and Kinateder, 2015). Head Mounted Display (HMD) was also commonly used. Participants’ head
orientation and movement can be tracked, and the virtual environment in participants’ view can be updated
accordingly in real time. HMDs can offer a feeling of immersion to participants, which makes it a promising tool
for human emergency behavior studies (Nilsson and Kinateder, 2015). However, the usability of HMDs is still
limited by technological challenges. For example, participants could not see their own body in many of the HMD
systems (Nilsson and Kinateder, 2015). Cave Automatic Virtual Environment (CAVE) was another type of
mainstream VR system used in prior studies. For the CAVE system, participants are placed in a room-sized cube
and the virtual environment is projected on three to six (including the ceiling and floor) walls around the participant.
In the environment, participants can use controllers or other interactive devices to navigate and interact with virtual
objects, and their actions are tracked in real time (Nilsson and Kinateder, 2015). The main advantage of a CAVE
system is the high immersion provided to participants, since participants can see their own body and are truly
inside the virtual environment (Nilsson and Kinateder, 2015). However, compared with HMDs, CAVE systems
are more cost-intensive and have higher requirements for space and computational power. Another VR technology
is the powerwall. Virtual environments are presented stereoscopically on a powerwall screen, and participants can
wear polarized glasses for 3D effects (Kinateder, Miiller, et al., 2014). Apart from these methods, 2D interactive
desktop VR was used only in two studies, in which participants could only see the virtual environment from a top-
down view (e.g., (Bode and Codling, 2013)). Additionally, two studies used 3D non-interactive desktop VR, in
which participants could only view pictures or videos of virtual emergency scenarios, without interacting with the
virtual environment (e.g., (Lovreglio et al., 2016)). Furthermore, one studies conducted VR experiments with
multi-participant enabled virtual environments, in which participants could virtually see and interact with each
other (Moussaid et al., 2016). However, the application of this system is highly subject to the available devices,
such as the number of available HMDs and the graphics card performance (Lovreglio et al., 2017).

Including NPCs in the VR environment can provide the possibility to investigate the impact of other evacuees on
evacuation behavior (Lovreglio et al., 2017). It also increases the sense of presence as in most cases, people
evacuate with others. As shown in Fig. 3, many prior studies did not have NPCs in the VR environment. These
studies mainly asked participants to perform tasks individually (e.g., wayfinding and exit choice) during the VR-
based experiments and identified the impact of built environments on human behavior (e.g., the influence of
signage systems on wayfinding) (Abu-safieh, 2011; Andrée et al., 2016). Crowds of NPCs were included in several
studies. These studies mainly looked into how crowd movements induce stress and impact participants’ egress
route choice during emergencies (Bode and Codling, 2013; Lovreglio et al., 2016). Meanwhile, one NPC was used
in VR-based experiments to examine the social influence on participants’ egress route choice (Kinateder and
Warren, 2016). Apart from evacuation behavior, other behaviors presented by NPCs, such as requesting help from
participants, were incorporated in VR-based experiments as well (Gamberini et al., 2015). However, direct
interactions between participants and NPCs are still lacking, which may limit the sense of presence experienced
by participants (Nilsson and Kinateder, 2015).

Fig. 3: VR systems and NPCs involved in the reviewed articles
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3.6 Validation methods

Regarding the validation methods for VR-based experiments, 44% of prior studies used post-experiment surveys
to measure ecological validity of the experiments. In these surveys, participants were often asked to evaluate their
experience in virtual environments. Participants’ anxiety, sense of presence, and simulator sickness during the
experiments were often collected as an indicator of their feelings during the experiments (Kinateder, Ronchi,
Gromer, et al., 2014; Zou et al., 2017). The possible reason for the wide use of surveys is that they are convenient
to implement. However, survey data are based on participants’ subjective responses, which may not always be a
reliable indicator for ecological validity. Surprisingly, 31% of prior studies did not validate the virtual experiments,
thus whether the experiment results could be transformed to real-world emergency scenarios was questionable.
Physiological measurements were employed by 13% of prior studies. Skin conductance, heart rate, breath rate
were commonly used in physiological measurements (Zou et al., 2017). The difference or ratio of physiological
indicators before, during and after the experiment were analyzed to reflect the change of participants’ feelings
during the experiment. The physiological measurements generally showed that VR was capable of inducing
emotional arousals, which was analogous to real-world emergency scenarios (Tucker et al., 2018). Comparison
with real-world data is another validation method that can provide high credibility, which was used by 10% of
prior studies. For example, one study compared moving trajectories in corridors in real and virtual environments
and found the real-world data could be reproduced in the virtual environment reasonably well (Moussaid et al.,
2016). One difficulty in applying this method, however, is the lack of available real-world data. Additionally, one
study considered participants’ behavior in the virtual environment to measure the effectiveness of VR-based
experiments. The study hypothesized that collisions between participants’ virtual bodies and objects in the virtual
environment, as well as participants’ backward movement in the virtual environment would be more frequent
during emergencies (Gamberini et al., 2015). To further validate the results of VR-based experiments, some of the
above methods have been used in combination (e.g., questionnaires and physiological measurements) (Tucker et
al., 2018; Zou et al., 2017). These psychological and physiological assessments showed that emergencies in the
virtual environment could induce the emotional arousals experienced by participants.

4. DISCUSSIONS

Understanding human emergency behavior is the primary objective of this line of research. This review found that
prior VR-based studies mainly explored participants’ individual behaviors (e.g., wayfinding and egress route
choice) and identified the impact of certain building attributes (e.g., signage systems and corridors) on human
behavior (Tang et al., 2009; Vilar et al., 2014). Social influence has also been examined by prior studies, where
the main focus has been the impact of crowd movements on people’s egress route choice during emergencies
(Bode and Codling, 2013). Although these investigations could provide valuable insights into human emergency
behavior, the value of VR applications could be further advanced by more in-depth investigations of social
interactions (e.g., helping and group-seeking) during emergencies. Moreover, people with different backgrounds
may have distinct behavioral patterns, due to their different lifestyles, abilities, and roles (Gerges et al., 2017). For
example, elderly people and people with disabilities were found to cause obstructions during evacuations because
of their impaired mobility, thus special evacuation strategies need to be proposed for them (Gerges et al., 2017).
By involving participants with different backgrounds in VR-based experiments, how human emergency behavior
relates to their background (e.g., people’s cultural background, daily roles, etc.) could be examined.

In addition, this review revealed that the types of emergencies studied in the literature are highly unbalanced.
Human behavior during fires has been extensively studied, whereas other emergency situations (e.g., earthquakes
and terrorist attacks) were much less investigated. Human behavior is subject to the impact of emergency situations,
and some of the assumptions of human behavior (e.g., following crowd movement blindly during evacuation) may
not always apply in all types of emergencies scenarios (Haghani and Sarvi, 2017b). Moreover, human behavior is
also likely to vary significantly in different types of emergencies, such as earthquakes vs. fires (Bernardini,
Quagliarini, et al., 2016). Thus, future VR-based research in this area could conduct experiments in different
emergencies and examine how human behavior varies accordingly.

More importantly, human behavior and built environments are two interwoven elements in emergencies. Human
emergency behavior is greatly influenced by built environments. Building layout, installations, size, etc. can all
contribute to the formation of human behavior (Kobes, Helsloot, de Vries and Post, 2010). People’s knowledge of
built environments could also influence their egress route choice. It was observed that the familiar paths evacuees
chose to go through might not be the shortest or safest ones (Kobes, Helsloot, de Vries and Post, 2010). In prior
VR-based studies, only limited attributes (e.g., signage and corridors) of built environments were widely studied,
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while the impact of other attributes was less examined. Given that various attributes of built environments can be
manipulated in virtual environments, future research could further study how built environments impact human
behavior during emergencies. For example, the impact of attributes that belong to specific built environments (e.g.,
train platforms and ticket booths in train stations) could be explored.

Lastly, in terms of the ecological validity of VR experiments, it was repeatedly found that VR can be a valid tool
to study human emergency behavior (Tucker et al., 2018; Zou et al., 2017). However, it is still difficult to achieve
complete ecological validity. There remains technological challenges to promote VR applications in this area, such
as limited multisensory (e.g., olfactory, haptic, and thermal) simulation, simulator sickness, and limited
interactivity with the virtual environment (Nilsson and Kinateder, 2015). To address these issues, more advanced
VR technologies (e.g., feedback gloves, omnidirectional treadmills) could be used in future research, and more
appropriate validation studies would be valuable (Nilsson and Kinateder, 2015).

5. CONCLUSIONS

Human behavior is one of the most crucial determinants of human safety during emergencies in built environments.
VR technologies, with the rapid developments in recent years, have been increasingly used to study human
emergency behavior. Thus, the objective of this paper was to present a systematic review of VR-based studies on
human emergency behavior in built environments and provide recommendations for future research. Six aspects
of prior studies in this area, including human behavior, target population, emergency types, built environments,
VR systems and validation methods, were analyzed to yield a holistic review of the state of the art. Wayfinding
and egress route choice are the most widely studied types of human behavior during emergencies, while social
behaviors (e.g., helping and group-seeking) among evacuees and how people’s background (e.g., nationality,
educational levels) influence their behavior have been less investigated. In terms of the types of emergencies, fires
have been extensively explored, whereas other types of emergencies that can occur in built environments, such as
earthquakes and terrorist attacks, received less focus. In addition, the impact of built environments on human
emergency behavior was insufficiently examined in the literature, with only several individual attributes of built
environments, such as corridors, signage ad exits having been investigated. Moreover, the interactions between
participants and virtual environments including the NPCs included in these studies were limited in prior VR-based
experiments. Future research could be done to further study human emergency behavior considering the
interactions among humans, built environments and emergencies, and to increase the interactivity of VR-based
experiments so as to further improve the validity of VR-based research in this area.
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Amjad Fayomi, Fadi Castronovo, & Reza Akhavian
California State University, East Bay, Hayward, California, USA

ABSTRACT: Energy efficiency requirements in building codes serve as the primary measure for ensuring the
energy efficiency of the buildings. In the United States, different states adopt various models to better tailor
building energy codes to energy efficiency goals. California is among the few states which have adopted the most
recent commercial and residential building energy codes (i.e. ASHRAE 90.1-2010). California’s Title 24 requires
new residential construction to be zero net energy by 2020 and new commercial buildings to reach this goal by
2030. The 2016 California’s nonresidential Building Energy Efficiency Standards can be met through two different
methods to demonstrate compliance: Prescriptive or Performance. The usual practice to adopt Prescriptive
method is to perform manual analysis for the prescribed set of requirements. This can be done by hand or through
simple spreadsheets. On the other hand, the Performance compliance method requires energy analysis through an
approved computer modeling software that allows for energy trade-offs between different building components.
Although the Performance method offers flexibility with the energy analysis and provides more accurate results
for the energy consumption in a building. This method, however, requires using additional sofiware on top of the
one used by architects and designers to create their working designs and construction documents. The purpose of
this project is to investigate the adoption of the simplest method of the two, namely the Prescriptive approach
through a widely used building information modeling (BIM) software. In this integrated approach for design,
energy analysis, and documentation, the need for using multiple sofiware platforms is eliminated. The goal is to
leverage the simplicity of the Prescriptive method together with flexibility of BIM to automate the Title 24
compliance process. Results are presented through a case study to comply with indoor lighting Prescriptive
requirements of nonresidential buildings.

KEYWORDS: BIM, Building Energy Efficiency, California, Prescriptive method, Autodesk Revit.

1. INTRODUCTION

The building energy efficiency standards, also known as Title 24 was adopted by California in 1978 to reduce
buildings’ energy consumption. As a result of these standards, the State’s energy consumption per capita was nearly
flat for the last four decades, despite the growth of the economy and increased demand for energy (California
Energy Commission Fact Sheets, 2016). These standards have reduced the needs for new power plants, energy
costs, and greenhouse gas emission and improved building comfort and energy efficiency (California Energy
Commission Fact Sheets, 2016). As such, California Building Energy Efficiency Standards require all residential
and nonresidential buildings under certain categories to comply with a list of measures and energy efficiency
requirements. The local jurisdiction examines the plans and specification for a proposed building and verifies the
compliance with the applicable standards before issuing the building permit and certificate of compliance
(Nonresidential Compliance Manual, 2016)

California’s Title 24 requires new residential construction to be zero net energy by 2020 and new commercial
buildings to reach this goal by 2030 (California Energy Commision releases, 2016). There are two basic
compliance approaches; “Prescriptive” and “Performance”, to achieve the energy efficiency requirements. The
Prescriptive approach is the most direct approach of the two and the simplest path to use but offers little design
flexibility. It requires each energy component of a building to meet a prescribed minimum efficiency requirements.
However, it does not consider the interaction between different building systems that could provide more cost-
effective solution for compliance. On the other hand, the Performance approach provides more flexibility than the
Prescriptive method and allows energy efficiency trade-offs. In other words, if the builder decides to choose a
more energy efficient measure than the minimum in one building system, then he/she can choose a less energy-
efficient measure in another system to make up the difference. However, the Performance approach requires an
approved software program that creates an energy simulation model for the proposed building, calculates its energy
use, and evaluates the ‘whole” building energy Performance (Nonresidential Compliance Manual, 2016).

Selecting the appropriate compliance needs careful consideration as there are major differences between the two
that call for appropriate adoption. Although the Prescriptive approach is the simplest to use, it needs additional
time and resources to manually conduct the required calculations and fill up the compliance forms. Alternatively,
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the Performance approach provides more design flexibility and uses the aid of a computer software to perform the
data analysis and generate the compliance forms. Yet, it also needs additional time and resources to create an
energy analytical model through an approved computer software program different from the one used to create the
construction documents like AutoCAD or Revit. Adoption record data are not readily available to assist in choosing
the right compliance path to follow on a given construction project. In most cases, it depends on the complexity
and type of the project in addition to many other factors such as availability of qualified resources and energy
budget. The energy commission recommends the use of the best energy efficiency techniques to comply with the
energy standards.

This project investigates the improvements that can be achieved on Title 24 compliance process with the
involvement of the widely used building information modeling (BIM) software, Autodesk Revit. Although Revit
has not been approved yet by California Energy Commission as an authorized computer program to demonstrate
the Performance compliance of Title 24. However, it has many powerful features that help improve the Prescriptive
compliance process. The adoption of such features will be demonstrated in this project through a case study.
Towards this goal, an add-on has been developed in Revit to automate the Prescriptive compliance process for
indoor lighting in nonresidential buildings. The research hypothesis is that the tool can reduce the time and money
needed to validate the design, the required calculations, and generate the required forms and documentations. The
integrative process has been developed and validated through multiple workshops and interviews with industry
experts. Results indicate considerable time and cost savings achieved through the use of the developed framework.
Depending on the size and complexity of the building, the conventional method usually takes a few days to ensure
compliance compared to a few hours that it takes using the developed automatic system. This, on average,
translates into 60 to 80 percent cost saving mainly through reduced man-hour.

2. BACKGROUND

Prior studies have investigated the methods to enhance the compliance process of building energy codes through
BIM software and energy analysis platforms. Also, a few studies focused on how to enhance both compliance
methods to achieve a high-energy efficiency design.

Tripp (2016) discussed the lack in the industry for having a single platform that can perform the required energy
analysis, and generate the entire set of construction documents. The focus of Tripp’s (2016) study was on the
Performance compliance method and how it can be conducted through the three certified software programs,
namely CBECC-Res, Energypro, and Right-Energy Title 24. It also investigated the possibility of using BIM
platform as a means to conduct the Performance approach and complete Title 24 documentation. The study
concluded that BIM software has the capability but it has to be adjusted to fit title 24 compliance requirements and
generate the certificates of compliance. Moreover, it has to be authorized by the state of California to be used under
the Performance approach method of compliance (Tripp, 2016).

According to Arent et al. (2016) the complexity of California’s Building energy efficiency code has increased
dramatically in the last two decades. They discussed the need to improve both the energy code and compliance
tools to achieve high-performance design. The study addressed that despite the increasing trend toward the
Performance compliance approach, Prescriptive standards still have a practical role in the industry and still provide
some flexibility (Arent, Contoyannis, & Hedrick, 2016).

In another research study, the Performance-based approach in building design control and energy efficiency in
China and Hong Kong was investigated (HUI, 2002). By evaluating the current situation and future development
of building energy codes, the researchers indicated that the performance-based codes require detailed building
energy analysis. Therefore, higher levels of technology integration than current manual methods will be required
to demonstrate the code compliance. It was also concluded that more integrated and holistic methodologies are
required to ensure energy efficiency and to realize true benefits of sustainable building design in long-term (HUI,
2002).

An ad-hoc assembly of energy code and policy experts from the four Pacific Northwest states and California
organized by the New Buildings Institute (NBI) and the Northwest Energy Efficiency Alliance (NEEA) was
convened in 2009. The meeting was focused on the changes that needed to be made in code structure and language,
implementation, and enforcement strategies towards the 2030 zero-net-energy buildings challenge (Cohan , Hewitt,
& Frankel, 2010). Among the guiding principles for code development outlined by this assembly is that “The code
enforcement process must be modified to extend beyond initial building completion so that actual building
performance comes under regulatory purview”. The use of BIM for compliance process enforcement assists in
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covering the “that actual building performance” during beyond design and construction.

U.S. Department of Energy Roadmap for the Future of Commercial Energy Codes outlines a vision to serve as a
roadmap for future building energy code development. Although this study concentrated on the commercial sector,
the outcomes based on building-specific prescriptive packages is of tremendous value to other sectors. The review
of different code formats indicates that highly automated approaches with the potential to be applied to most
buildings are needed to provide convenience in compliance enforcement and high accuracy (Rosenberg, Hart,
Zhang, & Athalye, 2015).

3. COMPLIANCE PROCESS

At the early stage of a construction project, effective communication and coordination between the project owner,
designers, and builders are recommended to identify the energy saving strategies (Nonresidential Compliance
Manual, 2016). Ultimately, it is the responsibility of all involved parties to understand and comply with the
requirements of building energy standards during the lifecycle of the facility. Recently, a growing number of design
and construction firms are adopting the use of BIM as a powerful tool that helps efficiently to plan, design,
construct, and manage a construction project. A research by McGraw Hill Construction shows that 77% of
contractors in the U.S. have implemented BIM in institutional projects (such as universities) while 66% of them
used this technology for commercial projects. (SmartMarket Report, 2014). BIM is an intelligent 3D model-based
process that includes a collection of computable database of building components (BIM, 2017). BIM software
offers integrated tools that enable architects and engineers to conduct energy analysis on the building design and
help them optimize the building’s energy consumption.

For example, with the energy analysis feature provided by Autodesk Revit software, a user can perform a building
energy simulation that measures expected energy use based on the building’s geometry, climate, building type,
envelope, and active systems. This feature also generates an energy analysis report that includes charts and tables
describe the energy performance of a building. Autodesk Revit provides powerful features to create a complete
model with all project information and geometries, perform an energy analysis, and generate construction
documents. However, it does not include all the tools and logics required to become an authorized program to be
used under the Performance method of compliance for the 2016 California Building Energy Standards. As such,
the remainder of this project will investigate a methodological procedure to employ Revit to comply with Title 24,
part 6 requirements through the Prescriptive approach. Due to its high level of implementation (Quirk, 2012), the
study chose Revit to utilize its features to achieve the desired approach. With this in mind, an Add-on was
developed to demonstrate an automated procedure for the compliance process for indoor lighting in nonresidential
buildings. The presented study lays the foundation for further studies that can be built upon this one to cover the
rest of building systems’ requirements.

The primary goal of the energy standards for indoor lighting is to limit the allowed lighting power installed in a
building and design an effective lighting system which combines the right type of light fixture and the appropriate
lighting controls for the desired function (Nonresidential Compliance Manual, 2016). The compliance process
begins with the completion of certificates of compliance, which shows the information of the proposed project
complying with the energy standards. The certificates must be submitted for review and approval by the code
enforcement agency. An indoor lighting system for nonresidential buildings has six compliance certificates. Some
of them are mandatory for every project, while others are required only if the system design includes specific
component or strategies (Nonresidential Lighting and Electrical Power Distribution Guide, 2017). Figure 1 shows
the process for complying with indoor lighting requirements in nonresidential buildings. The Mandatory Measures
are required regardless of the compliance method selected.

In addition to the Performance approach, the energy standards allow for three different lighting compliance
methods under the Prescriptive approach: Complete Building method, Area Category method, and Tailored method.
All the three methods involve multiplying the area of a space by the allowed lighting power density (LPD) for that
area adding the display and decorative lighting. This process will result in the allowed lighting power for a building.
On a parallel process, the designer needs to calculate the actual lighting power installed in the proposed building
considering the credits that can be received from the lighting control. In summary, the lighting design complies
with the energy standards if the installed lighting power is less than or equal to the allowed lighting power.
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Fig. 1: Lighting Compliance Flowchart (Nonresidential Compliance Manual, 2016)
The process depicted in Figure 1 can be described as follows:

1. Comply with all the mandatory measures which mainly require the lighting controls and equipment to
comply with the applicable requirements and installed by the manufacturer’s instructions. In addition, they
must include provisions for the use of area controls, multilevel lighting, automatic shut-off controls,
automatic daylighting controls, and demand response control systems.

2. Choose the appropriate Prescriptive approach method based on the building type and use to calculate the
allowed indoor lighting for each room or area of the building in question. Calculation of the allowed
lighting power density for the spaces must be completed by the tables prescribed by the energy standards.
Appendix A, shows the values for Lighting Power Density (LPD) used for the complete building method,
Area Category method, and Tailored Method in accordance with 2016 Title 24 Energy standards.

3. Calculate the installed lighting power of all building areas considering all permanent and portable lighting
systems in all areas.

4. Calculate the total Power Adjustment Factors (PAFs). The PAF is an option provided by the Energy
Standards for lighting power reduction credits when specific lighting controls are installed. It reflects
control strategies that exceed the requirements of the Energy Standards.

5. Verify whether the total installed lighting power is less than or equal to the allowed lighting power to meet
the compliance.

Indoor lighting system complies only if:
LPi<LPs

where LP4 is the allowed lighting power and LP; is the adjusted installed lighting power including installed
permanent lighting plus the installed portable lighting and excluding the lighting control credits.

The described procedure assumes that the initial lighting design with all fixtures and controls are included in the
Revit model for a proposed building. The initial design could be prepared through Revit itself or with the help of
external lighting design software such as DIAlux or ReLux. After evaluating the spaces’ characteristics such as
size and function and identifying the suitable light fixtures and controls for a given space type, the engineer reviews
the energy standards requirements that could impact the placement of light fixtures and controls.

4. CASE STUDY

In this section, first, the conventional method to comply with the standards by the use of the Prescriptive approach
is presented using an example. Then the features of the developed add-on are described to demonstrate the
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feasibility and advantages of the conventional manual method.
4.1 Conventional Method

The following example demonstrates the conventional method of the Prescriptive method used to determine
whether the indoor lighting system will comply with the energy standards using the Area Category Method based
on Figure 2. The Figure shows a 1910 ft? office plan area which includes ambient and task lighting fixtures that
have been selected and distributed by the design team to meet the desired function and effect.

Fig. 2: Case Study Office Lighting Plan
Using the conventional, the following steps must be followed:
4.1.1  Calculation of the LPa:

The office building plan shows six primary function areas. The allowed lighting power density (ALPD) for each
area is determined according to table 140.6-C Area Category Building Method Lighting Power Density Values of
the Title 24 (Nonresidential Compliance Manual, 2016).

LP, = ALPD (W/f¥¥) x Area (f*)

For Office Area > 250 ft2: LP, = 0.75 W/fi® x 528 f* = 396 W

For Office Area <250 ft2 LP, =1 W/fi’ x 218 fi’=218 W

For Classroom, Lecture, Training, Vocational Area: LP4 = 1.2 W/f? x 248 f*=297.6 W
For Lobby: LP, = 0.95 W/fi2 x 224 > = 212.8 W

For Kitchen, Food Prep Area: LPy = 1.2 W/fi’> x 156 f* = 187.2 W

For Corridor, Restroom, Stair and Support Area: LP4 = 0.6 W/f#* x 470.02 fi’=282 W
Total LP4= 396 W+218 W+297.6 W+212.8 W+187.2 W+282 W =1593.6 W

The plan shows suspended luminaire in the lobby and whiteboard lighting in the conference room which are
eligible for additional lighting power allowance according to the footnotes of Table 140.6-C. The additional
lighting power is determined as 67.7 W using the table and similar simple calculations as before. Therefore, the
total LP including the power allowance is:
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LP,=1593.6 W+ 67.7 W=1661.3 W
4.1.2  Calculation of the total Installed Lighting Power:

Permanent and portable lighting power is calculated based on the actual wattage specified in the lighting schedule
and shown in Tables 1 and 2.

Table 1: Total permanent installed lighting power.

System Total

Luminaire ty. Efficac
Symbol At Qy ‘Wattage Watts feacy
2X2 LED RECESSED TROFFER 15 35 525 90-100
1 x 4 1-LAMP FLUORESCENT 4 28 112 89
- RECESSED TROFFER
2 x 4 2-LAMP FLUORESCENT 2 54 108 89
RECESSED TROFFER
8' LED SUSPENDED LUMINAIRE 1 85 85 84
| —
8 LED LINEAR WALL MOUNT | 452 45 57.3
== LUMINAIRE
Oy 6" LED RECESSED DOWNLIGHT 12 12 144 90
o LED WALL SCONCE 6 8 48 50
@ LED PENDANT 3 10 30 76
@ LED SUSPENDED LUMINAIRE 2 225 45 100

Based on Table 1, the total permanent lighting watts is equal to 1142.2 W. Also, Table 2 shows the total portable
installed lighting power.

Table 2: Total portable installed lighting power.

Portable Lighting
45" LED UNDERCABINET TASK 10 12.2 122 62.2
LIGHTING
LED TASK LIGHT 1 6.5 6.5 -
—3

According to Table 2, the total portable installed lighting power is 128.5 W. Therefore:
LP =11422 W+ 1285 W=1270.7 W
4.1.3  Determining the Lighting Control Credits:

Only Lighting Adjustment Factors listed in Title 24 Table 140.6-A (Nonresidential Compliance Manual, 2016) are
qualified for a control credit. According to Table 140.6-A, this lighting design is not eligible for any credits.

Lighting Control Credits = 0 W

4.1.4  Calculating Adjusted Actual Lighting Power:

Adjusted LP;=1270.7 W-0 W =1270.7 W

4.1.5 Determine Compliance:
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In this step the LP;is compared to the LPa to determine if the indoor lighting system is compliant. Based on the
calculated results:

LP;=1270.7 W <LPA = 1661.3 W
which means that the system is compliant.

Once all the aforementioned steps are takes, there is still an effort needed to manually fill out all required
compliance documents that will be submitted for review and approval by the code enforcement agency.

4.2 Automated Compliance Process Tool

Autodesk Revit has the features to create schedules, quantities, and material takeoffs to quantify and analyze the
components and materials used in a project. It also helps to place spaces in all areas of the building model to store
information used for performing the required analysis on the building model. Also, Revit provides an application
programming Interface (API) that allows to extend the functionality of the software, so customized commands can
be added to the Add-on tab (Autodesk Knowledge Network, 2017).

The developed add-on tool uses a database to store (1) California climate zones with the list of all zip codes
associated with each zone, (2) luminaire library for the proposed project which includes a list of lighting fixtures
with lamp, ballast types and total wattage for each fixture, (3) list of lighting power density values for all types of
areas (the value is determined based on the building type, each primary function area, and the Prescriptive
compliance approach used), (4) list of lighting controls and associated power adjustment factors (PAFs). To
demonstrate the implementation of the tool, the Add-on was loaded to Revit and applied to the same office building
model example explained in the Conventional Method subsection. Figure 3 shows the commands used in the Add-
on tab.

Fig. 3: Developed Title 24 Add-on Tab

The options available in this tab are listed and described here:
& Setup: Opens a dialog with multiple tabs, specify the following:

e  Project Information includes: Project Name, Number, Address, Status, Climate Zone, and information
about Client, designer, and Title 24 Documentation Author.

List of Lighting Compliance Documents that will be included.

Declaration of required Installation Certificates will be submitted.

Declaration of required Acceptance Certificates will be submitted.

List of Mandatory Lighting Control Declaration Statements that apply.

RoomX: Identifies any unoccupied/untagged spaces in the floor plan.

Condition: Identifies the Conditioned spaces in the floor plan.

Uncondition: Identify the Unconditioned spaces in the floor plan.

Exportl: Calculates the Allowed Wattage for each room based on the room type, area, Allowed Lighting
Power Density (ALPD) as specified in the standards. Exports the results to Microsoft Excel Sheet.

* Export2: Calculates the Actual Wattage per Room based on number of Luminaires, Wattage per Luminaire
type. Also calculates the Power difference between Allowed Wattage and Actual Wattage per room and
color code on the floor plan areas don’t comply. Exports the results to Microsoft Excel Sheet.

Update: updates Revit file with any corrections might apply on the Excel Sheets.

Image: Prints a color-coded floor plan and indicates rooms that don’t comply with the Energy standards.
XLS: Exports all selected Lighting Compliance Documents to Microsoft Excel Sheet in the same Template
Format of the Energy Commission Forms.

rE@E

x g

The compliance process through the add-on tool can be implemented through the following steps:
4.2.1  Setup the File:

By clicking on “Setup” command, the tool will extract the project information from Revit and allow the user to
determine the Lighting Compliance, Installation, and Acceptance Certificates will be submitted. Also, it allows to
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indicate all mandatory measures that apply as shown in Figure 4.

Fig. 4: Setup Dialog - Title 24 Add-on
4.2.2  Identifying Unoccupied/Untagged Spaces

Identify any unoccupied/untagged spaces in the floor plan by clicking on “RoomX” command so the user will be
able in a further step to specify the primary function of the untagged space. This action is necessary for the tool to
recognize all functional areas in the floor plan and determine the allowed lighting power for each area in a further
step.

4.2.3  Identify Conditioned and Unconditioned Spaces

Identify all conditioned and unconditioned spaces in the floor plan by clicking on the “Condition” and
“Uncondition” commands. This step is necessary in order for the tool in a further step to fill out a separate page of
the compliance form for conditioned and unconditioned spaces as required by the Energy Commission.

4.2.4  Calculating the LPa

By clicking on “Exportl” command, the tool will automatically calculate the Allowed Lighting Power Density
(ALPD) value for the primary function areas or for the whole building based on the method selected for lighting
compliance. Also, it will export the results to Microsoft excel Sheet as shown in Figure 5.

A B [ D F G H
S ha Laocation Fioorn Marme Foorm Murnber Area [S0 Ft) ALPD Allowed W attage
1 Level 1 Private Office 1 218.00 1 212.00
2 Level 1 Open Office 2 528.00 074 369.00
3 Lewvel 1 Iain Lobbw 3 224.00 035 212.80
4 Level 1 Confererce Fioorm 4 248.00 12 29760
] Lewvel 1 Fitchen ] 18E.00 12 187.20
g Lewvel 1 Print Roorm g 83.25 0e R3E5
7 Lewvel 1 Fernale Restroom 7 51.00 ne 30.60
8 Level 1 ale Restraorm 8 5100 0& 30,60
9 Lewvel 1 Corridors 9 Z7a.a0 0e 1B7.10

Fig. 5: Results generated by clicking on “Export1” button in the Add-on

In this step, the user will be able to correct any untagged area and add any additional lighting power allowance
for special type of fixtures in the Excel file and update the file by clicking on the “Update” Command.

4.2.,5 Calculating the LP1 and Determining Compliance

By clicking on “Export2” Command, the tool will automatically calculate the total installed watts for all luminaries
(permanent and portable), determine the applicable lighting control credits, and calculate the Adjusted Actual
Lighting Power. These calculations are performed based on the information extracted from the lighting schedule
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in Revit and evaluating the values listed in the compliance tables which were inserted in the tool database. This
step will determine the compliance by comparing the LP; with the LPa.

4.2.6  Generate the Lighting Compliance Documents

By clicking on “XLS” command, the tool will generate the required compliance documents filled out with all
provided information and calculated results. The compliance documents will be generated through Microsoft Excel
sheet which allow the user to add any missing information before printing the documents in a PDF format.

5. DISCUSSION AND CONCLUSIONS

With the strive to make the implementation of the Energy standards as practical as possible, there is always a need
for more effective ways to improve the compliance process. BIM is a powerful platform that can help to achieve
this goal. In this project, an Add-on tool was developed in Autodesk Revit to optimize the workflow for the
Prescriptive approach of Title 24-part 6. This tool provides many advantages to the conventional procedure through
the (1) optimizing the workflow through automatic information process so the user does not need to manually
reference data provided in the Energy Standards manual; (2) Automatically conducting the required calculations
which eliminates errors and mistakes could happen with the manual method; (3) Addressing code compliance
issues and identify any missing information which minimize any manual intervention; (4) Automatically
generating the required compliance certificates which save time and effort to fill them out manually; (5) Cost and
time saving on the overall process to produce the compliance documentation.

That latter is more noticeable on bigger size projects. For example, producing the indoor lighting compliance
documentation for a 150,000 ft?> nonresidential building through the conventional prescriptive method requires 3
to 5 days on an average cost of $2200. This Estimate is based on the data provided by different local service
providers (Title 24 Report estimator, 2017). However, using the developed automatic system takes only a few
hours to ensure compliance on the same of building which translates up to 80 percent cost saving mainly through
the reduced man-hour.

The results indicate significant improvements on the conventional Prescriptive compliance process for indoor
lighting system in nonresidential building. This is considered an initial step for further development should be
applied on the tool in order to cover the remaining building measures as required by Title 24 standards.
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ABSTRACT: Crane lift operations are human-centric tasks where lift safety heavily relies on the
operator’s awareness of potential spatial constraints and associated safety risks. Blind lifts on congested
offshore platform (OP) environments, therefore, are inherently dangerous because of substantial presence of
spatial conflicts in the crane workspace and the operator’s limited visibility to the load. This research aims to
improve operators’spatial awareness in blind lifts in the OP environment through real-time crane states sensing
and visualization. We propose a technical framework that consists of two sensing modules (i.e., crane
motion monitoring and load sway monitoring) and a visualization module. An inertial measurement unit
(IMU)-based approach and a computer vision (CV) based approach are introduced to track load position for
load sway monitoring. A prototype system was built and tested in an offshore platform to validate the crane
motion monitoring and visualization modules. A lab experiment was conducted to evaluate the CV-based load
sway monitoring method. Results from the field and lab tests indicate the proposed framework and methods were
able to continuously monitor and visualize the crane states in real-time and thus provide the operator adequate
assistance to identify and mitigate unsafe conditions during blind lifts.

KEYWORDS: Offshore platform, Crane operation, Blind lift, Real-time, Sensing, Visualization

1.. Introduction

An offshore platform (OP) is a large structure comprising facilities for well drilling to extract, store and process
petroleum and natural gas, as well as the facilities to house the onboard crew (Fig. 1). In the daily operation of an
OP, cranes are heavily used in a series of essential activities such as the installation of new assets and equipment,
maintenance of existing facilities, and transportation of equipment and supply containers from vessels.
Therefore, it is imperative to ensure the safe and efficient operation of offshore cranes. However, the offshore
environment is inherently a high-risk place for a crane to operate. The scarcity of space on an OP yields a very
congested layout design, leaving extremely limited workspace for the crane to maneuver. More importantly, the
congested platform layout severely hampers the visibility of the crane operator and the lift crew. In cases
where the crane operator does not have direct visual contact with all or part of the object being lifted, a blind lift
is inevitable. Blind lifts pose significant issues for crane operators as they limit the operator’s field-of-view that
potentially slows down execution of lifting tasks, and most importantly induces potential risks of colliding load
with surrounding objects. The current practice to reduce the risks associated with blind lifts is to position a
designated signal person in a location where he or she can directly see the load. The signal person is responsible
to monitor the lifting process, instruct crane maneuver, and warn the operator of potential hazards, in particular
proximity to surrounding objects. Furthermore, the signal person and the crane operator need to maintain an
effective and efficient communication. Nevertheless, this practice is highly human-centric and subject to the
signal person’s competency to recognize hazards correctly and timely. In addition, such practice also suffers
from the inefficient radio and hand signal communication between the signal person and the operator.
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Fig. 1: Crane lift operations in offshore platform environment; Left image: two pedestal-mounted lattice boom
cranes on an offshore platform (Chevron 2018); Right image: cab view from one of the cranes (image by Yihai
Fang).

This study aims to improve blind lift safety in the OP environment by leveraging sensing and visualization
technologies for real-time lift assistance. This paper first summarizes the safety risks in crane lift operations in the
offshore platform environment and reviews the state-of-the-art sensing methods for real-time equipment
monitoring. Then, a technical framework that addresses the challenges in real-time sensing and visualization is
presented and two methods for monitoring load sway are explained in detail. Two tests in the field and the lab
follow to demonstrate the proposed methods in real-world and controlled settings. This paper is concluded by a
summary of the contributions and discussions about future research in the final section.

2. Related work in equipment motion monitoring

Within the large workspace of cranes, the presence of built structure, storage of materials, and power lines
introduces massive potential spatial conflicts in crane lift operations. Suruda et al. (1997) reported that 40% of the
deaths in crane-related accidents were related to spatial conflicts. Comparing to building construction site
environments, due to the limited space and crowded layout, the offshore platform environment presents more
significant safety challenges to crane lift operations. Therefore, the first and most important task for a crane
operator is to understand the states of the crane and the payload. Traditional crane computer systems such as load
moment indicators (LMI) mainly monitor crane’s lift capacity in optimal conditions. Capturing crane motions in
real-time is essential for analyzing the crane capability and stability as well as its interaction with the surrounding
environment. Basic requirements for technologies used to capture crane motions comprise high accuracy, low
latency, durability, scalable system setup, and non-intrusive to the crane and other tasks related to the lift operation.
A number of technologies that have been investigated for the crane motion sensing purpose are summarized as
follows.

Real-time location systems (RTLS) are technologies that track the location of tagged objects in real-time. To
estimate mobile crane poses, Zhang et al. (2012) employed a high-precision RTLS technology named Ultra-wide
band (UWB) with UWB antennas deployed around the lift site and UWB tags mounted on different spots of crane
boom and payload. Using a similar technology, Hwang (2012) studied the characteristics of different collision
types and developed a computer program for monitoring crane motions and sending warnings if a potential
collision hazard was detected. Li et al. (2013) took advantage of Global Positioning System (GPS) and Radio
Frequency Identification (RFID) for a real-time crane motion monitoring system. Tracking crane parts and
construction workers, this system aims to assist the safety operation in blind lifts by detecting the presence of
unauthorized workers within a risk zone. Although these efforts demonstrated the feasibility of using RTLS to
monitor crane and load states, the RTLS technology suffers from several limitations including sophisticated sensor
system setup, signal interference in harsh construction environments, and high cost for RTLS with higher accuracy
(e.g., UWB).

Computer vision techniques extract high-dimensional data from digital images or videos. Recently, the
construction research community began to embrace the benefits of computer vision techniques in equipment
operation applications. Feng et al. (2015) introduced a marker-based computer vision approach that uses a set of
cameras and markers to identify the pose of articulated equipment. With at least two cameras and multiple planer
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markers on each of the articulated part and on a pre-survey fixed location near the equipment, this method was
able to yield centimeter-level tracking accuracy with a flexible and cost-effective system. Although this method
performed well in tracking the pose of an excavator in a small workspace, limitations such as sensitivity to
occlusions and increased complexity in system setup can be expected when applying this method to track crane
states on a much larger scale and more dynamic workspace. Yang et al. (2013) proposed an algorithm to track the
jib pose of a tower crane by processing and analyzing the images captured by a single site surveillance camera.
With the known locations of the surveillance camera and the configuration of the tower crane, a set of synthetic
images were generated using a virtual 3D model of the crane. The crane poses in actual images can be identified
by comparing them to the synthetic images. This method requires pre-surveying the location of the camera and
crane, which is possible for tower crane settings but is challenging for mobile crane setting as the system needs to
re-setup every time the mobile crane relocates. The increasing availability of UAVs (Unmanned Aerial Vehicles)
with high-definition cameras offers a new way to monitor crane states. Roberts et al. (2017) used a convolutional
neural networks (CNNs) algorithm to automatically detect cranes and their parts from UAV-captured site images.
Using this method, crane poses can be estimated accurately in real time, which makes it possible for end-to-end
machine vision applications such as payload tracking or 3D crane pose estimation. Despite promising progress in
equipment pose sensing, computer-vision based methods suffer from several limitations including prevailing visual
noise and occlusion, limited coverage, poor performance at low lighting and visibility conditions, and rather low
reliability (Azar and Kamat 2017).

Laser scanning is a non-intrusive sensing technology that rapidly and accurately captures the 3D shape of physical
objects in the format of a point cloud. To help equipment operators rapidly perceive the crane pose and surrounding
environment, Cho and Gai (2014) introduced a dynamic object recognition and registration method using laser
scanning technology. The 3D point cloud is projected to a 2D space where the geometric features represented by
a local SURF descriptor are compared to a prepared template database for recognition. This method is effective
and efficient for recognizing target objects that are known to be present on the construction site. Wang and Cho
(2015) proposed a smart scanning technique for tracking the location and pose of mobile cranes. By updating the
crane’s point cloud data while keeping the previously scanned static workspace data, this method greatly improves
the modeling and updating rate, which makes it suitable for real-time visualization and decision-making support.
Another benefit of laser scanning-based approaches is that it is non-invasive, meaning that there is no need to
deploy any sensors or devices on the equipment. Instead, it requires a data acquisition system to operate in
proximity to the equipment, and sophisticated infrastructure setup for real-time data processing and transmission.

Rotary encoders are electromechanical devices that are used in various electronic and mechanical devices for
measuring angular position or motion of a shaft or axle in the device. From a kinematics perspective, a crane can
be understood as an entity comprised of multiple rigid bodies connected by different types of joints, depending on
the crane type and configuration. For example, a typical pedestal-mounted lattice boom crane can be decomposed
into two independent modules: the manipulation module and the suspension module. The manipulation module is
comprised of two rigid bodies: crane cab and boom. The suspension module consists of a normal rigid body, the
lifted load, and an extensible rigid body for the hoist line. The connections between the rigid bodies can be modeled
by two types of joints: prismatic joint and spherical joint. This simplification makes it possible to represent any
possible crane pose by measuring the critical angle of a particular joint that connects every two rigid bodies. Lee
et al. (2009) proposed a crane motion monitoring system using multiple encoders and laser sensors, which
successfully captured and visualized the motion of a tower crane in real-time. However, this system configuration
of a laser sensor and reflection board cannot reliably measure the load elevation during excessive load sway.

Compared to the RTLS, computer vision, and laser scanning technologies, direct measurement using rotary
encoders or inclinometers hold several advantages. Firstly, hardware employed in the systems is usually more cost-
effective and durable in long-term use. Once securely installed on the crane, these sensors require little
maintenance and with proper enclosure they can work properly in harsh environmental conditions. Secondly, direct
measurement methods do not require external hardware deployment on the site, and thus it introduces minimal
interruption to other construction activities. Nevertheless, computer vision techniques have shown great potential
as a supplement mean for monitoring crane states.
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3. Methods
3.1 Framework for real-time crane motion and load monitoring

As shown in Fig. 2, the proposed real-time sensing and visualization framework consists of three main parts: 1)
crane motion monitoring, 2) load sway monitoring, and 3) visualization and user interface. Crane motion
monitoring aims to reconstruct the crane motion by measuring multiple critical kinematics values of crane parts
(i.e., slew angle, boom angle, hoist length). Accurate measurement and low latency are essential for this task.
Therefore, this framework proposes to use rotary encoders and digital inclinometers that connect to the processing
unit via a wired connection to minimize delay. In the second part of this framework, two methods using inertial
measurement unit (IMU) and computer vision (CV) respectively are explored for the purpose of monitoring the
load sway. Load sway monitoring stands along as a separate part in the framework because the sensors (IMU or
camera) have to be deployed wirelessly due to the long distance between the load and the processing unit locating
in the crane cab. Details of these two methods will be presented in the following sections. The third part of the
framework addresses the visualization and interaction with the user, namely the crane operator. Sensing data from
the first two parts are fused to reconstruct the crane motion and load sway in a game engine for analysis and
visualization. A graphical user interface (GUI) provides interactive visualization of the crane states and safety
warning messages to the operator in real-time.
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Fig. 2: A technical framework for real-time sensing and visualization in OP crane operations

3.2 Load sway monitoring

Load sway is a common phenomenon in lift operations usually due to excessive crane maneuver or strong wind.
Timely recognition and control of load sway are critical to maintaining the crane and load stability. Sway should
be mitigated under all circumstances to avoid undesired lateral loading. Two sensing approaches were investigated
for monitoring the sway of the lifted payload by tracking its position in real-time: 1) inertial measurement unit
(IMU)-based and 2) computer vision (CV)-based approach.

3.2.1 Inertial Measurement Unit (IMU)-based load position tracking

Inertial Measurement Unit (IMU) is an electronic device that measures velocity, orientation, and gravitational
forces, using a combination of accelerometers and gyroscopes, sometimes also magnetometers. In the particular
case of load sway, it is assumed that the cable length is known and the cable is rigid. Therefore, the load sway
motions can be simplified to a typical 3-dimensional (3D) pendulum motion. Given the measured angular
orientation on each axis and the cable length, the estimated position of the load relative to the fixed point can be
calculated by converting the Euler angle measurements to Cartesian coordinates in the local coordinate system
(Fang and Cho 2015). To be specific, the IMU sensor can be mounted on the crane hook to measure the load 3D
orientation. The orientation is then converted to a 3D position relative to the boom tip by a multiplying a
transformation matrix with the unit vector (0, 0, 1) and the length of'the hoist line L using Eq1. Using this approach,
the load sway can be captured and visualized in real-time. Fig. 3 shows the monitoring and visualization results of
both a 2D and 3D sway motions of a load in lab tests.

0 cosa - sinf3 - cosy + sina - siny
P (x,v,2) =R (a,B,7)" lo] L= [sina - sinf - cosy — cosa - siny|-L (Eql)
1 cosp - cosy
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Fig. 3: Real-time load sway monitoring and visualization using a wireless Inertial Measurement Unit
3.2.2  Computer Vision-based load position tracking

To overcome the problem of load tracking error due to IMU interference, this study also proposes a vision-based
method to track the displacement of the crane load from the center position. A weatherproof, wide-angle camera
is mounted on top of the crane boom and provides a live video feed of the load swing from an overhead view. A
prominent visual marker, such as a brightly colored tag, is attached to the top of the hook to aid the vision tracking
process. The algorithm uses a kernel-based method (Chen et al. 2017), which identifies the area occupied by the
colored visual marker through each frame of the video. The RGB color images are first converted to LAB color
space and reduced to a set of K standard color clusters using K-means clustering. The color cluster corresponding
to the color of the visual marker is then identified at the start of the video sequence. Next, a flood-fill algorithm is
applied to label pixels that match the color of the visual marker. The convex hull algorithm is used to form a
bounding box around the labeled pixels and the 2D load position is determined by the centroid of the bounding
box.

The following equations (Eq2 to 5) are used to calculate the 3D position (x,),z) of the load center in world
coordinates given the detected 2D position (,v) in the image frame. L indicates the cable length, f indicates the
camera focal length, while (z’,v’) indicates the center position of the load in the image frame, obtained by
averaging the 2D load positions over time.

u—u' (Eq3) v—v
z ; =
f ©r Y=y

x> +y?+z2= [? (Eq2); =x= z (Eq4)
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4. Field and lab tests and results

z = (Eg5)

4.1 Field tests of crane motion monitoring and visualization modules

Based on the proposed framework, a prototype system for real-time lift assistance was developed for a lattice boom
pedestal-mounted crane on an offshore platform. In total four sensors were deployed capture the crane motion and
load sway. Two rotary encoder sensors were used to measure the slew angle and the hoist line length respectively.
A digital inclinometer sensor was employed to monitor the boom lift angle. Finally, an IMU sensor was attached
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to the hook block to monitor the load sway using the method introduced in Section 3.2.1. Fig. 4 illustrates the
sensor deployment on the test crane.

Fig. 4: Sensor deployment on a lattice boom pedestal-mounted crane

Four lift tasks A to D were designed to test the accuracy of the crane motion monitoring and reconstruction in a
game engine (Fig. 5). The drop locations of all these four lift tasks were in the operator’s blind spot. The drop
locations of lift task A and C were in a very congested space whereas task B and D were in a comparatively more
open space. The monitoring error in each lift task was quantified by the location difference between the actual load
in reality and the virtual load in the game engine. In each task, once the actual load was placed exactly at a target
position marked on the floor, the error was recorded in the program by measuring the location of the virtual load
and the target drop location. Fig. 5 also shows in each task the horizontal and vertical discrepancies in the program
when the actual load was placed at the target location. The results indicate an average vertical positioning error of
0.5 m and horizontal positioning error of 0.3 m. Based on the sensor system design, it can be concluded that the
error in horizontal positioning was contributed by the error of the slew angle measurement from the rotary encoder
sensor. The error in vertical positioning was a result of combining errors from the hoist length measurement (rotary
encoder sensor) and the boom angle measurement (inclinometer).

Fig. 5: Horizontal and vertical placement discrepancies in four placement locations
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In addition to the sensing system, a graphical user interface (GUI) was developed to visualize the crane states to
the crane operator. As shown in Fig. 6, a tablet computer with a 10.8-inch (27 cm) screen was installed in the crane
cab. The GUI comprises three views (i.c., free camera view, top view, and elevation view) to provide the operator
with a comprehensive visualization of the entire crane workspace. The interactive GUI allows the user to
manipulate the view angle and zoom-in level of the free camera view for closer examination of the situation when
necessary. In addition, the GUI is designed to be a hands-free interface to minimize the disruption to the operator’s
typical operation behaviors. Therefore, all functions in the interaction with the GUI can be realized by voice
command. Feedback from the users after a training session shows the information on GUI is easy to comprehend
and the interaction with the system via voice control is intuitive.

Fig. 6: Monitor cabin setup and user interface for real-time visualization

Another important observation was made in the field test. Because of the substantial presence of metallic objects
in the OP environment, the IMU sensor was constantly experiencing significant signal interference, making the
load positioning data too inaccurate and unreliable to be used for load sway monitoring. To increase the accuracy
and robustness of the load sway monitoring module in an OP environment, a CV-based load position method was
further investigated. Next section presents the lab test results for the CV-based method.

4.2 Lab tests for crane load monitoring module

Lab experiments were conducted where a steel load is hung from a test rig and manually set in motion. The lab
test examined different configurations of experimental parameters such as cable length, marker color and
background scenery. Two cases of successful tracking of the steel load motion with different cable lengths (2.1 m
and 5.2 m) are shown in Figs 7 and 8.

Fig. 7: Indoor load swing simulation with a cable length of 2.1m. Left image represents the camera output with
the estimated load position marked in red whereas right image represents the 3D model of the load.
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Fig. 8: Indoor load swing simulation with a cable length of 5.2m. Left image represents the camera output with
the estimated load position marked in red whereas right image represents the 3D model of the load.

These experimental results show that the proposed vision-based tracking of load position is feasible across different
cable lengths and background scenery, as long as the marker color is sufficiently distinct from the background (e.g.
a bright color against a dull background). If the cable length is too large, is it expected that the size of the marker
in the camera view will be too small to be clearly observed. However, it is possible to use a camera with optical
zoom to expand an area of interest in the visual field. In terms of accuracy, prior work has shown that the visual
tracking method is able to achieve normalized accuracy values of 82 — 94%, measured by the overlap area between
predicted and actual object bounding box (Chen et al. 2017). This vision-based load tracking method has not yet
been implemented on the offshore platform, but lab tests showed that is it a promising alternative to the IMU-
based load tracking.

5. Conclusions

Offshore platforms present a challenging working environment for cranes lift operations. Massive spatial conflicts
and blind spaces require effective tools to provide the crane operator real-time assistance during the lift job. This
paper presents a sensing and visualization framework to provide such a service. Through real-time monitoring of
crane pose and load sway, the crane state is analyzed and visualized in a game engine and presented to the operator
through an interactive graphical user interface. A prototype system was developed and deployed on an actual
offshore crane. Results from the field tests indicate the system was able to accurately track the crane motion and
the interactive GUI can effectively improve the operator’s spatial and safety awareness during blind lifts. During
the field tests, it was observed that the metallic environment significantly compromised the accuracy and reliability
of the IMU sensor used for load positioning. Therefore, a computer vision based method for load sway monitoring
is proposed and evaluated in lab tests. The results show this method can continuously track the position of the load
through the image captured by a bird view camera. Future work is directed to the development of an algorithm
that fuses the data from both the IMU and computer vision methods to increase the accuracy and robustness of the
sensing results in harsh OP environments. Another field test will be carried out to evaluate the new sensing
approach.
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VR BASED ASSESSMENT OF EFFECTS OF GENDER AND STRESS ON
INDOOR WAYFINDING DURING BUILDING EMERGENCIES
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ABSTRACT:

Prior studies have found significant gender effect on people s wayfinding strategies in indoor environments. It is
unclear, however, whether the gender effect is significant on people’s actual wayfinding performance, especially
when the wayfinding task is performed under stress, such as in a building fire evacuation situation. To address this
gap, wayfinding behavioral experiments were carried out in this study in immersive virtual environments, which
involved two independent variables, including gender (male or female) and environmental condition (normal or
fire emergency). The participants were asked to complete a treasure hunting task which allowed the participants to
freely explore a virtual museum. and then an egress task to exit the museum. The wayfinding performance of the
participants during these two tasks was measured, and their physiological and emotional responses were also
collected. Analysis of the experiment results revealed significant or marginal significant gender effect on the
wayfinding performance during the two tasks, as male participants spent less time and traveled shorter distance.
The results also revealed that the virtual fire emergency made participants feel stressful and hence adversely
impacted their wayfinding performance during the egress task. No significant interaction effect between gender
and environmental condition was found during the egress task.

KEYWORDS: Wayfinding; Virtual Reality;, Gender, Fire Emergency; Spatial Ability.

1. INTRODUCTION

Cognitive research has found that gender can affect people’s wayfinding abilities (De Goede and Postma, 2015)
and wayfinding behavior (Lawton, 1996). For instance, it was reported in prior research that males generally
outperformed females in forming and manipulating spatial knowledge in cognitive map when they were exposed
to unfamiliar space (De Goede and Postma, 2015). Males and females may also differ with respect to their
preferred wayfinding strategies (Lawton, 1996). Females usually choose landmark-based strategy (route strategy)
whereas males usually choose global reference directions (orientational strategy). However, such gender effect
has not been thoroughly examined under building fire emergency scenario, where wayfinding is complicated by
the stress to quickly egress from hazardous environment. Whether the gender effect on wayfinding abilities and
wayfinding strategies can be translated to effect on actual wayfinding performance, which is usually measured
by travel time and travel distance, also largely remains unclear. Understanding whether and how the gender
would affect people’s wayfinding performance under building fire emergency could not only lead to more
accurate crowd evacuation simulation (Meng et al., 2013) but also enable better building fire emergency
responses (Kinateder, et al., 2014a).

Laboratory experiments are usually used to analyze the causal relationships with the power of controlling
variables. To study building fire evacuation behavior by conducting fire evacuation experiment, however, is
challenging as creating real building fire emergency environment is prohibited due to legal and moral reasons.
Immersive Virtual Environments (IVEs), which are built on Virtual Reality (VR) technologies, provide a
promising alternative approach (Zou et al., 2017). IVEs can present virtual building fire scenes and make users feel
stressful, and hence have been introduced in evacuation wayfinding experiments (Gamberini et al., 2015). This
paper aims to study the gender effect on wayfinding performance under both normal condition and building fire
emergency conditions, by conducting an VR-based experiment. The remainder of this paper is organized as
follows: section 2 presents a brief overview of related research, followed by section 3 that introduces the
methodology of this study. Section 4 discusses the findings of the experiment, and section 5 concludes the paper.

2. RELATED RESEARCH
2.1 Wayfinding behavior and gender

Cognition research has found significant gender difference in spatial abilities, such as mental rotation (De Goede
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and Postma, 2015). Thus, several studies tried to analyze gender effect in wayfinding behavior under normal
condition. Prior findings indicated that females relied more on route strategy, whereas males relied more on
orientational strategy (Lawton, 1996). Meanwhile, Schmitz (1997) reported that females were better at learning
and using landmark knowledge while males were better at learning and using directional knowledge. She
explained the gender effects on wayfinding strategies by two mediators, including wayfinding strategies formed
and practiced during childhood, and affective-mediators such as wayfinding anxiety. Livingstone-Lee et al.
(2014) claimed that the gender effect on wayfinding strategies might be small and could be eliminated by other
impact factors, such as prior choices of wayfinding strategies. De Goede and Postma (2015) found the spatial
ability of forming and retrieving cognitive map was affected by gender. They found males usually actively
manipulated and transformed mental images in their cognitive map, whereas females were good at using static
images of spatial knowledge. Despite the above studies about gender effects on wayfinding strategies, however,
gender effect on people’s actual wayfinding performance, as measured by travel time and travel distance, has
been barely studied in indoor environments, neither under normal conditions nor under emergency conditions.

2.2 VR and wayfinding in evacuation

VR technologies have been used in a range of research domains, such as cognitive science (Matheis et al., 2007)
and wayfinding behavior (Kinateder, et al., 2014a). VR technologies provide a promising alternative for
conducting indoor wayfinding behavior studies, because spatial cognitive process and behavior in [IVEs are similar
to those implicated in the navigation of a real environment (Wallet et al., 2011). Due to moral and legal constraints,
evacuation wayfinding experiments cannot be conducted in a real building emergency environment, such as a real
building fire. Therefore, IVEs have been introduced in these experiments. The virtual stressful environments can
be used to elicit similar mental and behavioral responses that people have in real stressful environments
(Gamberini et al., 2015). A comparison of advantages and disadvantages of VR technologies with other methods
used in fire evacuation research can be found in (Kinateder, et al., 2014b). A number of studies have used IVEs to
examine different evacuation wayfinding behaviors in fires, such as route choice (Kinateder, et al., 2014a) and
evacuation time and distance (Duarte et al., 2014). Kinateder, et al. (2014a) used IVEs to analyze the impact of
social influence on tunnel fire evacuation behavior. Duarte et al. (2014) studied behavioral compliance for signage
system in IVE. The ecological validity of VR-based experiment is critical for justifying the use of VR technology
to support emergency evacuation studies. Zou et al. (2017) developed an emotional response—based approach for
assessing the sense of presence in virtual building evacuation studies as an indirect way to assess the ecological
validity.

3. METHODOLOGY
3.1 Experiment design and participants

The experiment used a 2 x 2 design and lasted approximately seven weeks. The two independent variables were
gender (male and female) and environmental condition (normal condition and fire emergency condition).
Thirty-six Chinese undergraduate and graduate students from a major university in Beijing, China, were recruited
in this study. Having normal or corrected-to-normal vision, and having no color blindness were used as exclusion
criteria during the participant recruitment. Each of the participants received fifty CNY as monetary incentive for
taking part in the experiment, which took around thirty minutes to complete. This study was approved by the
Ethics Committee of the Psychology Department of Tsinghua University. Of all thirty-six recruited participants,
four participants were not able to complete the experiment as scheduled. A total of thirty-two participants
completed the experiment, and their experiment data were collected and analyzed in this study. The thirty-two
participants were randomly divided into four groups of the same size, with the constraint of having uniform
gender in each group, as summarized in Table 1.

Table 1: Assignment of participants into four study groups.

Gender Number of participants Environmental condition

Study group A(SGA) Male 8 Fire emergency
Study group B (SGB) Female 8 Fire emergency
Study group C (SGC)  Male 8 Normal
Study group D (SG D) Female 8 Normal
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3.2 Apparatus and VR environment

An HTC VIVE head-mounted-display (HMD) virtual reality system was used. Unity3D game engine was used to
create IVEs and run the experiment. The virtual building used in this experiment was a 38 m (length) X 15 m
(width) x 3 m (height) monetary museum (see Fig. 1 for the layout). All participants were kept at least 50 cm away
from the display cabinets and showcases with crowd control queue stanchion posts and barriers. The spreading of
fire and smoke under the condition of fire emergency was computed using the Fire Dynamics Simulator (FDS)
software and visualized and displayed using the particle system in Unity3D (see Fig. 2 for an illustration).
Standard fire alarm with medium volume would be heard by the participants from headphone (default headphone
in HTC VIVE set) at the same time. During the experiment, the participants physically sat still on a chair, and
manipulated the Xbox joystick to move forward or make turns in the IVE at a constant speed of 1.5 m/s. The
system automatically monitored and recorded their travel distance, travel time and travel routes.

Fig. 1: Layout of the virtual monetary museum.

Fig. 2: Fire and smoke in the virtual monetary museum.
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3.3 Experiment procedure

Participants answered a recruitment questionnaire hosted on an online survey service (Wenjuanxing, 2017) when
they first signed up for this study. The recruitment questionnaire included questions on basic demographic
information about the participants, such as age, gender, and the Chinese version of Santa Barbara Sense of
Direction Scale (SBSOD; Hegarty et al., 2002).

When the participants arrived at the laboratory, they were asked to sign a consent form for signing in to the
experiment, and informed that they could choose to quit the experiment at any time if they felt sick or
uncomfortable. Then, the participants were instructed to put on a skin conductivity sensor for collecting
electrodermal activity (EDA) data throughout the entire experiment. The experiment included a pre-experiment
questionnaire, a training phase, an experimental phase and a post-experiment questionnaire. The pre-experiment
questionnaire was composed of the Chinese revision of Positive Affect and Negative Affect Scale (PANAS; Qiu,
Zheng, & Wang, 2008) and the Simulator Sickness Questionnaire (SSQ; Kennedy et al., 1993). During the training
phase, participants played with a simply demo IVE to get familiar with basic VR operations such as navigation and
interaction with virtual objects, and the sense of immersion in the virtual environment. In the experimental phase,
participants were instructed to complete two tasks. The first task was a treasure hunting task, in which they needed
to find five boxes in the monetary museum and retrieve five treasure keys (see Fig. 1 for locations of the boxes),
which could then be used to retrieve a hidden treasure in a treasure point (see Fig. 1 for its location). The second
task was an egress task requiring the participants to egress from the museum as fast as possible through the only
exit. The default position of the participants in the IVE when the experimental phase started was the entrance of the
museum. Immediately after they finished the treasure hunting task, a visual sign with the following instructions
would pop up to instruct the participants to exit the museum: “Treasure found, please exit the museum
immediately”. For participants in SGs A and B, who were assigned to egress under fire emergency, they would
witness the breakout of fire and smoke and start hearing fire alarm at the same time. The experimental phase ended
when the participants reached the exit. It was followed by the post-experiment questionnaire, which included
PANAS, SSQ, and a self-report questionnaire about their wayfinding spatial anxiety (Lawton, 1994).

3.4 Data collection and analysis

To evaluate wayfinding performance, participants’ travel time and travel distance in the two tasks were recorded
and analyzed, including travel distance (d1) and travel time (t1) in the treasure hunting task, and the travel distance
(d2) and travel time (t2) in the egress task. Possible confounding factors, including simulator sickness, spatial
anxiety, and sense of direction, were also recorded and assessed by standard scales, SSQ, wayfinding spatial
anxiety questionnaire, and SBSOD, respectively. The presence of stress was measured by emotional responses
reported by PANAS and physiological responses recorded by EDA sensor. The change in EDA sensor data, which
is associated with the sympathetic activation of the autonomic nervous system, is reflective of the change in
emotions (Zou et al., 2017). Prior VR-based studies also validate the emotional arousing and sense of presence of
participants in virtual environments by EDA (Zou et al., 2017). Skin Conductivity Mean (SC Mean) was the
indicator of EDA used in this study. ErgoLAB platform (Kingfar International Inc., 2017) was used to record and
process raw segment EDA data and report the value of SC Mean.

4. RESULTS AND DISCUSSIONS
4.1 Demographics of participants

To avoid the impact of inherent confounding factors, the following variables were measured and compared
among four study groups: age, wayfinding anxiety, sense of direction, and prior VR experience. Results of
one-way analysis of variance (ANOVA) (Mchugh, 2011) are shown in Table 2. Significance level of 5% and
marginal significance level of 10% were used. The results showed that participants in all four study groups had
comparable age, scores of wayfinding anxiety and scores of simulator sickness (p-value>0.10). Participants had
marginally different scores of sense of direction (F(3, 28)=2.793, p-value=0.059). There was significant
difference in their prior VR experience among the four groups (p-value=0.042). Such difference of sense of
direction and prior VR experience could affect the participants’ wayfinding performance in IVE, which were
therefore taken into further consideration in the following analysis.
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Table 2: One-way ANOVA results of participants’ demographics among four study groups.

Demographics Study group Mean SD F(3,28) P-value

SGA 20.75 1.753

SGB 21.75 2.053
Age 1.021 0.398
SG C 20.88 1.356

SGD 20.25 1.753

SGA 17.50 3.423

SGB 16.75 8.481
Wayfinding anxiety 0.269 0.847
SGC 18.13 6.958

SGD 19.88 8.887

SGA 68.38 4.534

SGB 61.63 6.886
Sense of direction* 2.793 0.059
SGC 66.88 4.704

SGD 62.25 6.205

SGA 0.03 0.149

SG B 0.11 0.150
Simulator sickness 0.892 0.458
SGC 0.09 0.214

SGD 0.18 0.215

SGA 1.88 0.641
SGB 1.38 0.518
Prior VR experience** 3.111 0.042
SGC 1.13 0.354
SGD 1.63 0.518

Note: ** indicates p-value < 0.05 between groups. * indicates p-value < 0.10 between groups.
4.2 Wayfinding performance in treasure hunting task

Multivariate General Linear Model (MGLM) based on Pillai’s Trace (Olson, 1974) was applied to analyze the
gender effect on the participants’ wayfinding performance in treasure hunting task. MGLM was firstly conducted
with one between-subjects factor (gender) and two covariates (sense of direction and prior VR experience) on
two dependent variables (t1 and d1). Backward stepwise in MGLM based on the significance was applied to find
all the significant factors. The stepwise process ended with adjusted R? value of 0.906 for t1 and 0.921 for d1
when only one between-subjects factor (gender) was considered, as shown in Table 3. The results indicated that
the effect of gender was significant (F(4, 60)=16.297, p-value=0.000) and had strong power of explaining the
difference in participants’ wayfinding performance in the treasure hunting task.

According to the experiment results, male participants traveled shorter distance and spent less time on
completing the treasure hunting task than female participants, which was consistent with prior studies that
examined the gender difference in outdoor wayfinding (De Goede and Postma, 2015). One possible reason for
such difference could be related to the theory that males, unlike females, usually actively manipulate and
transform mental images in their cognitive map (De Goede and Postma, 2015). Specifically in this study, it could
be that male participants were able to complete the task with less time than female participants (t1) because male
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participants actively processed and retrieved spatial knowledge from newly formed cognitive map. Another
possible reason could be the gender difference in spatial ability. Prior studies (De Goede and Postma, 2015)
found that males could learn and memorize relative positions of different places more accurately than females.
This might help male participants to find the short paths and avoid searching spaces that they had already been to,
leading to savings of time (t1) and distance (d1) to complete the treasure hunting task.

Table 3: MGLM results of wayfinding performance in treasure hunting task.

Performance indicator Gender Study groups  Mean SD N F(2,30) P-value
Male SGsAandC 116.75 45.112 16
tl 155.230  0.000
Female SGsBandD  145.75 39.489 16
Male SGsAandC 944.81 295.031 16
dl 186.651  0.000
Female SGsBandD 1012.44 278.110 16

Note: p-value < 0.05 indicates significant effect of gender.
4.3 Wayfinding performance in egress task

Then, MGLM based on Pillai’s Trace was applied to analyze the effect of gender and environmental condition
and their interaction effect on participant’s wayfinding performance (t2 and d2) in egress task. MGLM was
conducted with two between-subjects factors (gender and environmental condition) and two covariates (sense of
direction and prior VR experience) on two dependent variables (t2 and d2). Backward stepwise in MGLM was
used to find all significant factors. The backward stepwise resulted in adjusted R? value of 0.798 for t2 and 0.827
for d2 when two between-subjects factors (gender and environmental condition) and one covariate (prior VR
experience) were considered. The results are shown in Tables 4 and 5.

Table 4: Wayfinding performance in egress task.

Performance Study Performance  Study Mean

.. Mean SD L. SD N
indicator group indicator group
SGA 50.50 27.959 8 SGA 51288 260.665 8
SGB 63.75 37.522 8 SGB 562.38 325.835 8
t2 d2
SGC 27.00 4.175 8 SGC 306.63 39.511 8
SGD 45.00 20.050 8 SGD 390.63 116.175 8
Table 5: MGLM results of wayfinding performance in egress task.
Pe.rfo.rm ance Factor F(1,27) P-value Pe.rfo.r mance Factor F(1,27) P-value
indicator indicator
Gender* 3.325 0.079 Gender 0.830 0.370
Environmental 5 555 47 Environmental =, 45 0.055
condition* condition*
2 Gender X d2 Gender X
Environmental 0.465 0.501 Environmental 0.475 0.497
condition condition
Prior VR 4091  0.053 Prior VR 3.832 0.061
experience*® experience*

Note: * indicates p-value < 0.10.
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As the results showed, gender was a marginally significant factor for t2 (F(1, 27)=3.325, p-value=0.079) but was
insignificant for d2 (p-value>0.10). Compared with treasure hunting task, the significance of gender effect on
wayfinding performance decreased in the egress task. The difference in the objective and setting of the two tasks
was possibly responsible for such difference in observed gender effect. The treasure hunting task required more
complete spatial knowledge in cognitive map to quickly find all six positions, whereas the egress task only
required spatial knowledge related to the exit. Prior research found that gender difference in spatial abilities
helped males outperform females in difficult wayfinding tasks in unfamiliar outdoor space (De Goede and
Postma, 2015). The results in this paper again validated this hypothesis, but in a virtual indoor setting.

Environmental condition was a marginally significant factor for both t2 (F(1, 27)=3.539, p-value=0.071) and d2
(F(1, 27)= 4.033, p-value=0.055). Participants under fire emergency traveled longer distance and spent more
time than participants under normal condition. The results were consistent with findings in prior studies (Meng
and Zhang, 2014). Fire emergency environment reduced the visibility of the environment by fire and smoke,
which negatively affected the search and recognition of landmarks and hence decreased wayfinding performance
(Darken and Peterson, 2001). Besides, fire emergency made participants stressful. Stress accelerated information
processing, such as environmental perception and retrieving of cognitive map, which could result in random route
choice of participants (Meng and Zhang, 2014). The results showed no interaction effect of gender and
environmental condition on t2 or d2 (p-value>0.10). Prior VR experience, a marginal significant factor for both
t2 (F(1, 27)=4.091, p-value=0.053) and d2 (F(1, 27)=3.832, p-value=0.061), might have affected the wayfinding
performance through it effect on the level of stress participants experienced in the VR environment (Grandin,
1997).

4.4 Validity

The validity of this study was evaluated by internal validity, statistical validity, construct validity and external
validity. For internal validity, confounding factors of this study, including simulator sickness, sense of direction
and wayfinding anxiety (Kennedy et al., 1993; Lawton, 1994; Hegarty et al., 2002), were assessed and no
significant effect on wayfinding performance was found. Sample size, level of significance and statistical
method were carefully selected to meet the requirement of statistical validity (Mchugh, 2011; Olson, 1974).

Furthermore, to assess whether the virtual fire emergency environment aroused psychological and physiological
reactions of participants, such as mental stress, the change of the positive emotions, negative emotions and skin
conductivity of the participants before and after the experiment were analyzed. SC Mean were used to analyze
the change of skin conductivity. The MGLM based on Pillai’s Trace was conducted with one between-subjects
factor (presence of fire emergency) on three dependent variables (positive emotions, negative emotions, SC
Mean). The results are shown in Table 6. The results indicated that the virtual fire emergency environment
significantly affected negative emotions and SC Mean, but did not affect positive emotions. The results
suggested that the virtual fire emergency environment was generally effective in arousing psychological and
physiological reactions of participants under fire emergency.

Table 6: MGLM results of psychological and physiological reactions of participants.

. Environmental Adjusted
Reaction condition Study groups Mean  SD N F(2,30) P-value R2
Positive Normal SGsCand D -0.44 4.844 16
emotions 2.368 0.111 0.079
changes Virtual fire SGsAandB -2.63 4938 16
Negative Normal SGsCandD 0.19 2.167 16
emotions 7.231 0.003 0.280

changes** Virtual fire SGsAandB 3.56 4.844 16

SC Mean Normal SGsCandD 325 4.123 16

changes™  \iialfire  SGsAandB  -5.06 8.873 16

6.049 0.006 0.240

Note: ** indicates p-value < 0.05.
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Different aspects of external validity were also considered. Various prior studies reported that findings about
spatial knowledge and wayfinding behavior from virtual environment might also be applied in real environment
(Wallet et al., 2011), suggesting reasonable external validity of the results reported in this paper. Yet, two
limitations related to external validity of this study should be noted. First, the sample of participants was
composed of university students. The external validity of the results on elders or children would require further
investigation. Second, Lawton & Kallai (2002) found no statistically significant cultural effect on wayfinding
strategies, although, they noticed that significant gender effects on wayfinding strategies were observed in some
but not all countries. Considering that all participants in this study were Chinese, generalizing the findings of this
study to populations with different cultural backgrounds would require caution.

5. CONCLUSIONS

This study assesses the gender effect on indoor wayfinding performance in both normal condition and fire
emergency conditions. An experiment utilizing IVE was conducted. The travel distance and travel time of
participants when conducting two wayfinding tasks in the IVE were collected to analyze the gender effect on
indoor wayfinding performance in both normal condition and fire emergency conditions. Physiological and
emotional responses, sense of direction, wayfinding anxiety and simulator sickness were collected to ensure the
validity of the study. The results revealed significant or marginal significant gender effect on wayfinding both in
treasure hunting task and in egress task. Male participants spent less time and traveled shorter distance for
hunting all treasures than female participants due to difference in spatial abilities. Fire emergency marginally
significantly decreased wayfinding performance of the participants in egress task. No interaction effect between
gender and environmental condition was observed. Future research could be done to further investigate the
gender effect under various other wayfinding scenarios, and explore possible gender-specific strategies for
wayfinding training and emergency evacuation preparation.
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ADOPTION OF BUILDING INFORMATION MODELLING
INNOVATIONS TO REDUCE OCCUPATIONAL ACCIDENTS IN THE
AUSTRALIAN CONSTRUCTION INDUSTRY

Hamed Golizadeh, Carol Hon, Robin Drogemuller
School of Construction and Project Management, Queensland University of Technology (QUT), Australia

ABSTRACT: Safety performance records of the construction industry are unenviable, as the number of injuries
and fatalities around the globe continue to plague the industry. The adoption of Building Information Modelling
(BIM) in the construction projects has opened up gateways for the safer execution of the projects. While several
studies in the recent years concentrated on developing BIM applications as promising solutions to improve
safety performance, there is a need for understanding the nature of the accidents and critical success factors
(CSF) to leverage these applications. This study first analyses 109 fatal accident cases across Australia to
understand the nature of the construction accidents through a rigorous accident model. Then six interview
sessions were held by highly-experienced industry experts to identify the BIM applications in preventing causes
of the accident and the CSFs for the adoption of these applications in the industry. This study contributes to
the body of knowledge through developing a road map for the construction industry to improve the safety
performance of the industry using BIM.

Keywords: Innovation adoption theory; Critical success factors; Building Information Modelling; Accident
causations, Australian construction industry.

1. INTRODUCTION

Safety performance of the construction industry has always been a concern across the globe. Lingard (2013)
reported that every year occupational accidents on the construction sites cause the death of over 60,000 workers
around the world. In the United States (US), the construction industry accounted for 19% of all occupational
fatalities in 2012 while the industry only employs 4% of the US workforce in the same period (Bureau of Labor
Statistics (BLS) 2017). Similarly, in the United Kingdom (UK), the construction industry accounted for 31% of
all the UK occupational fatalities in 2014 despite it accounted for only 5% of the UK labour force (Naomi
Billington 2017).

The potential uses of Building Information Modelling (BIM) can drastically alter the occupational health and
safety (OHS) practices in the construction industry. BIM facilitates project information exchange and
management, supports better collaboration and project planning by virtual visualisation of the construction
process (Zhou, Whyte and Sacks 2012; Zou, Kiviniemi and Jones 2017). All these attributes have
resulted in an exponential growth of interest towards the digitalised management of construction safety in the
past five years (Guo, Yu and Skitmore 2017).

BIM-enabled approaches toward OHS management are extensive and at the same time relatively new for the
construction industry of Australia. Therefore, diffusion of such innovative interventions with the current practice
of the industry in a practical manner requires a proper identification of effective areas and evaluation of their
impact on key criteria’s of the projects and organisations. In the construction industry context, Slaughter (1998)
described an innovation as the actual use of a nontrivial alteration in terms of an enhancement of a system or
working procedure that is new to the corresponding organisation. As suggested by Slaughter (1998, the first step
for implementation of an innovation in a project or organization is to identify areas requires intervention.
Therefore, in the case of diffusion of BIM-enabled approaches to improve OHS performance of construction
organizations, unearthing how construction accidents happen is a key to prioritise areas that require intervention
(Swuste 2008). Secondly, adoption of the new innovations in the construction organisations and projects requires
an understanding of the critical success factors (CSF). These factors are fundamental to tackle the major
obstacles on leveraging BIM applications towards improving construction projects’ OHS performance.

This study aims to develop an innovation adoption model for the construction industry to adopt BIM for improving
the construction OHS. To achieve this aim, the following objectives are devised:
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e to investigate causes of construction accident based on a rigorous model from the existing literature;
e to evaluate BIM approaches applicable to prevent the identified causes of the construction accident; and
e to identify CSFs for adoption of BIM for improving construction OHS.

The contribution of this study to the body of knowledge lies in revealing causes of construction accidents, BIM
application on controlling causes of accidents and developing a roadmap for the construction industry to improve
the safety performance of the industry using digital tools.

2. RESEARCH BACKGROUND

2.1. Innovation Adoption Theory

Mabhajan and Peterson (1985) define innovation as “... any idea, object, or practice that is perceived as new by
members of the social system ...”. For the construction context, Slaughter (1998) described an innovation as the
actual use of a nontrivial alteration in terms of an enhancement in a system or working procedure that is new to
the corresponding organisation. BIM-enabled approaches to improve OHS is not a widely-experienced practice
within the context of the construction industry, thus seems to be new to a large number of organisations (Enshassi,
Ayyash and Choudhry 2016; Ganah and John 2015; Malekitabar et al. 2016; Zhang et al. 2016).That is, embracing
BIM to improve OHS follows the process for the spread of a new phenomenon within the traditional structure of
construction firms. For the construction context, the stages associated with the implementation of an innovation
could be divided into 5 main successive stages drawing from the innovation diffusion theory on construction
projects (Banihashemi et al. 2017; Slaughter 2000). The stages are identification, evaluation, commitments,
preparation, and implementation. Identification stage refers to identifying objectives of an organization or project
to be achieved by integration of an innovation. The objectives followed in this study is to employ BIM to control
causations of construction accidents in Australia. Evaluation stage refers to the level of influence that an
innovation would bring into the organisations or projects. At this stage, evaluation of the innovative approaches
needs an accurate understanding of the values. Next, commitments, preparation, and implementation factors needs
to be identifies for a successful adoption of an innovation.

2.2. Construction Accident Causations

A review of accident models by Katsakiori, Sakellaropoulos and Manatakis (2009) shows a gradual paradigm
shift over time from looking for a singular cause of accidents to a number of systematic failures. Systemic accident
causation models describe the existence of dynamic interaction of environmental, cultural, organizational, etc.
factors in creating a hazardous situation.

The Loughborough ConAC model is one of the systemic accident causation models that is developed for
investigating construction accidents. Gibb et al. (2006) analysed 100 mostly minor construction accidents (e.g.
accidents result in few days lost time and no significant injury) within a 3-year research program at Loughborough
University. A hierarchical ConAC was developed to facilitate identifying a set of events leading to unfortunate
incidents. As defined by Behm and Schneller (2013), the ConAC is not a checklist but rather a comprehensive
model developed based on Reason’s ‘Swiss cheese’ model (Reason 1998) to identify and break down accidents
to organisational and individual level flaws. The Loughborough ConAC framework became a prominent method
because of comprehensive nature of the primary research and collecting possible details from the interview and
focus groups with the victim(s) and witnesses, site observations, photographs, etc. The Loughborough ConAC
model is presented in three levels of contributing factors, namely immediate accident circumstances, shaping
factors, and originating influences as depicted in Figure 1. Also, Figure 1 shows causal relationships between the
factors of each level starting from originating influences and ending with four immediate accident circumstances
of the work team, workplace, materials, and equipment. Behm and Schneller (2013) utilised the ConAC
framework to investigate 27 non-fatal construction accidents that took place within State Department of
Transportation of the US. In addition, Cooke and Lingard (2011) used the same model to analyse causalities in
258 fatal accident in Australia. Both research teams reported credibility of the ConAC framework for construction
safety research domain and organizational learning. Behm (2009) in the technical report to the US Department of
Transportation elaborated terminologies of the ConAC model in more details.
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Figure 1: The Loughborough ConAC model (Gibb et al. 2006)

2.3. BIM application to prevent the accident causations

A review of the available research regarding BIM applications on OHS identified six general trends; 1) virtual
training and education; 2) prevention through permanent and temporary work design; 3) 4D risk assessment at
planning stage; 4) Project monitoring and management at construction stage using visualised sensing technologies;
5) Digital Knowledge Management (KM) of the project lifecycle safety information; and 6) Digital material and
equipment supply management. The potentials of the identified trends on accident causations are tabulated in
Table 1. This shows that BIM potentially can reduce the construction accidents through different tactics.

Table 1: Summary of existing BIM research on construction safety

BIM research

Virtual training and education (Albert et al. 2014; Bosché, Abdel-
1 Wahab and Carozza 2015; Chen et al. 2016; Guo, Li and Li 2013;
Sacks, Perlman and Barak 2013)
Prevention through permanent and temporary work design
(Malekitabar et al. 2016; Qi et al. 2013; Sacks et al. 2015; Solihin
and Eastman 2015; Zhang et al. 2013)
4D risk assessment at the planning stage (Benjaoran and Bhokha
2010; Choi et al. 2014; Golparvar-Fard et al. 2009; Hu and Zhang
3 2011; Kim and Ahn 2011; Kim, Cho and Zhang 2016; Moon,

Dawood and Kang 2014; Zhang et al. 2016; Bansal 2011; Bansal

and Pal 2011)

Factors of accident causations

e Workers capabilities
. Safety culture

e Equipment suitability
. Permanent (and temporary) work design

. Site constraints, site layout/space
. Risk management

Project monitoring and management at construction stage using e Workers actions and behaviour
visualised sensing technologies (Akula et al. 2013; Altaf, Hashisho e  Communication

and Al-Hussein 2014; Arslan et al. 2014; Cheng and Teizer 2013; . Immediate supervision
Costin, Teizer and Schoner 2015; Fang et al. 2016; Han and . Working environment
Golparvar-Fard 2017; Hu and Zhang 2011; Lee et al. 2012; Li, . Work scheduling
Chan, et al. 2015; Lin et al. 2014; Riaz et al. 2014; Teizer, Cheng . Project management
and Fang 2013; Wang et al. 2016) e Risk management
Digital knowledge management of the project lifecycle safety e  Site condition
information (Fahlbruch and Schobel 2011; Li, Lu, et al. 2015; . Local hazards
Martinez-Rojas, Marin and Vila 2016; Motawa and Almarshad e  Material condition
2013; Wetzel and Thabet 2015; Zhang, Boukamp and Teizer 2015; . Equipment condition
Zou, Kiviniemi and Jones 2016) . Construction process

Digital material and equipment supply management (Goulding et al.
2012; Zhong et al. 2017)

Material suitability
Equipment suitability
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3. RESEARCH METHODS

3.1. Accident Investigation

BIM applications in construction safety are not ‘magic bullets’ that will always hit the target of zero accident and
their influences substantially depend on the context and the implementation. Therefore, this paper first identifies
the causations behind construction accidents. Descriptions of 105 fatal accidents that occurred from 2008 to 2018
were collected from National Coronial Information System (NCIS) of Australia as case studies for this research.
The NCIS is an internet-based data storage and retrieval system that enables coroners, government agencies, and
researchers to monitor deaths reported to coroners in Australia and New Zealand and to identify cases for further
investigation and analysis (Lingard, Cooke and Gharaie 2013). In each jurisdiction, coroners investigate deaths in
accordance with the relevant Coroners Act. While the requirements of reportable deaths vary between
jurisdictions, a death is generally reported where it was unexpected, unnatural or violent, or where the cause of
death at the time was unknown. The collected cases are set to conduct content analysis using the ConAC model.
The model that each accident could have multiple causations.

3.2. Interview

In the second step, this study conducted 6 interview sessions with highly experienced industry experts (Table 2).
The sample was deemed representative of a rich variety of expertise. Interviews were conducted in March 2018
with all the interview sessions recorded. Interviewees were given a list of BIM applications that could potentially
improve the construction OHS performance. They were asked to point out applicable approaches to prevent the
identified accident causations. Then, through open ending questions, they were asked to describe the CSFs for the
adoption of these applications in the construction projects.

Table 2: Profile of interview participants.

ID Experience (years) Role Organisation
Interviewee | 12 years BIM manager Construction contractor
Interviewee 2 8 years BIM coordinator Construction contractor
Interviewee 3 23 years BIM manager Consultant

Interviewee 4 10 years HSE & Systems Manager Construction contractor
Interviewee 5 20 years Project Manager Construction contractor
Interviewee 6 15 years Designer Consultant

4. FINDINGS AND DISCUSSIONS

4.1. Accident Causations

From analysing the descriptions of 105 accident cases that were collected from the NCIS database, 487 causations
were found (Table 3). The average number of the factors found to contribute to every accidents was 4.64 which
was 3.5 in the previous study (Gibb et al. 2014). Among the factors, immediate supervision, workers’ actions and
behaviours and risk management had the highest number. In addition, factors like housekeeping, Scheduling, and
suitability and usability of materials were found to have the least influence on the accidents. Since the accident
reports were written based on the coroner's discovery of the sites and each had a different method of developing
their reports, some of the factors might be unrecognised.

Table 3: Causations found in the construction accident cases analysis

Contact Being hit by Trapped

Fau from with moving Being it .by between or in Veh}c_le Other  Total
height .. . falling objects . collision
electricity  objects equipment

Worker actions and behaviours 19 11 8 4 9 3 4 58
Worker capabilities 8 7 2 2 7 0 3 29
Communication 2 2 1 0 4 0 4 13
Immediate supervision 24 7 6 7 10 1 5 60
Worker health/fatigue 5 0 0 0 1 1 6 13
Site conditions 2 0 3 1 3 1 2 12
Site constraints, site layout/space 0 4 0 1 2 0 0 7
Local hazards 0 3 0 0 0 0 2 5
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Working environment 1 2 1 1 0 0 4

Work scheduling 0 2 0 0 0 1 1 4
Housekeeping 0 1 0 0 0 0 0 1
Suitability of materials 1 1 0 1 0 0 1

Usability of materials 1 3 0 0 0 0 0
Condition of materials 2 6 0 2 0 0 2 12
Suitability of equipment 11 2 0 2 3 0 1 19
Usability of equipment 2 1 1 0 2 0 1 7
Condition of equipment 8 0 3 3 4 2 3 23
Permanent (and temporary) work 20 7 3 1 4 2 8 45
design

Project management 9 4 4 2 3 3 25
Construction processes 15 11 4 3 8 2 5 48
Safety culture 14 6 3 4 3 1 4 35
Risk management 14 12 7 4 7 1 9 54
Total number of the cases 34 18 10 8 15 4 16 487

4.2. Interview Results

The interviewees were first provided with two documents; BIM OHS applications found from the literature review
describing each application in details and accident causations found from the accident analysis. Accident analysis
was presented in a cumulative and unanimous form to the interviewees. These documents were utilised in assisting
the interviewees to acquire an accurate understanding of the concepts investigated in this study. This was to make
sure all the respondents have a common comprehensive understanding of the topic of the study and their
appreciations of the meanings of terms, concepts and requirements are analogous. They were asked to express
their views about applicability of each BIM application’s regarding the accident causations and suggest
modifications to BIM applications, if any required. After collecting all interviewee’s point of view and refining
them through a content analysis, the findings are summarised in the following parts.

Although the one of the top contributor to the accidents is the workers’ unsafe actions and behaviours, the use of
technology can support improving workers’ perception of the risks and outcomes of their actions. Virtual training
and education using VR, AR, or simply BIM models can enhance workers ability in identifying real risks in the
construction sites. This approach is effective in the training of workers, safety culture of the workers, developing
safer work method statement, and communicating safety issues to those of workers with language barriers.

Prevention at the design stage using automated or semi-automated model checkers can identify unsafe designs
based on predefined safety rules. Also, BIM models provide a clearer platform for the safety in design meetings
involving the client, consultant, and contractors. BIM facilitates identifying and clash detecting of the suitable
static equipment like scaffoldings or guardrails in the sites.

4D modelling and risk assessment at the planning stage is identified as an effective approach to provide a
simulation of the site activities and modifying the work method statements. While 4D BIM is capable of
visualising the activities, it is also capable of providing some analysis that at the current stage large companies
have produced their own version of risk analysis of the dynamic equipment like machineries and assess their
suitability for the tasks. 4D BIM in nature is a tool to develop the construction schedule and in this manner, it
facilitates recognising the required equipment at the right time. It is also repeatedly mentioned that 4D BIM can
provide a platform for assessing sub-contractors’ level of understanding in safely performing their contracts.

Monitoring functions of the BIM applications are mentioned as the most effective approach among the others.
Although this approach covers a range of approaches, it mainly deals with digital monitoring of the sites. It is
stated that although using sensors to pinpoint the location of the workers and alerting them if they are entering to
an unsafe proximity of a hazard will not %100 prevent them from putting themselves at risks, it can prevent a
large proportion of the accidents. BIM 360 Field is also mentioned as a practical application for systematic
monitoring of the site by the site supervisors. Similar applications provide a collaborative platform for the project
team to communicate the existing hazards related to site condition, condition of the equipment, reporting sub-
contractors safety performance, and it improves safety culture among the members of the organisation.
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Sensors attached to the body of the workers that are connected to a BIM model can measure health condition of
the workers and report it to the management team as well as alerting the workers. In addition, environmental
sensors can measure the severity levels of the weather and provide immediate alerts in indoor and outdoor areas.
Connecting these sensors to a model can pinpoint the location of hazards and consequently help the management
team to come up with a proper action.

Laser scanners are also another type of the sensing tools that capture the real situations on site and importing these
captures to a BIM model can help to identify the variations, unsafe conditions on site, and recognising suitability
of the operating equipment.

BIM to be used as a digital repository of project lifecycle safety information can store all necessary OHS
information of the project and handed to different trade workers and sub-contractor during maintenance of an
asset. This approach is effective in transferring the special requirements related to site condition that may not be
recognised by the maintenance workers. This approach is very effective in transferring the knowledge learned to
the projects to the next projects. It can identify the workers with a poor OHS performance record, equipment
operating condition, modified work method statements, and workers health conditions.

BIM applications among the material and equipment suppliers are very limited in the industry, while the use of
the BIM models can assist the suppliers in assessing the suitability of their supplies. 4D BIM is also can leverage
the on-time provision of equipment and material that can prevent accidents taken place because of unavailability
of them.

Last but not least, as the ConAC network presents, there are several factors contributing to the accidents and
controlling these factors all in all can result in preventing the accidents. Therefore, BIM is not an ultimate solution
to achieve zero accident, but it can be a major component of the plan.

4.3. CSFs to Leverage BIM’s OHS Applications

The second part of the interviews dealt with identifying the CSFs of BIM’s OHS application. Interviewees were
asked to express the critical actions needed to be taken by the client, contractor, designer, software vendors, and
the government. The CSFs identified from the interviews were categorised into commitments, preparations, and
implementation factors (Table 4).

Although he CSFs identified were not quantitatively ranked by the interviewees, some factors were described by
the interviewees as very important for the successful adoption process. For example, it is suggested that
technology vendors directly address safety issues in the models where at the current stage, OHS information is
entered into the models through customisation actions taken by the construction companies. It is also suggested
that technology vendors reduce the prices of their products so that these BIM tools are more attainable for smaller
companies. Besides, it is suggested that government accelerate setting the BIM plans for construction OHS.
Currently, the government has planned to implement BIM for OHS by 2023 and this plan only targets large-size
projects.

Interviewees described contractors as the main drivers in the adoption process. This is due to the fact that they are
liable for the construction accidents and at the same time they can benefit from improving construction OHS.
Adoption of the BIM applications in the projects requires having people to operate the technology and process.
As such, it is of importance to have site safety managers who have hands on skills to use BIM tools. Also, this
requires sub-contractors to be educated to use such tools. Construction projects vary one from another and it is
hard to find a fixed approach to implement these process and it requires a continuous monitoring of the process
and revising it.

Clients, on the other hand, should look at the projects as life-time assets that require time to time maintenance
activities. Therefore, spending some money in front to develop the building models capable of storing OHS
information in the models can save lots of money during the maintenance phase by reducing a number of the
accidents.

Designers are responsible to develop the building models and most of the developed BIM models at the current
stage do not have a mechanism to store OHS information. Therefore, it makes contractors job harder to modify
the model to be capable of safety management. Additionally, safety in design meetings are becoming part of the
design process. BIM significantly improves the efficiency of these meeting and this requires allocation of
additional time and effort from both parties of consultant and the contractor.
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Table 4. CSFs for the adoption of BIM OHS applications in the construction projects

Commitments

Preparations

Implementation

Clear safety goals set to achieve in the
projects

Mutual trust among the parties involved
in the projects to circulate required
safety information in their BIM models
The commitment of contractors to use
BIM models in their safety management
The commitment of the designers to
develop BIM models with all safety
features

Initiatives from large companies as the
front-liners of the industry

Lower cost of the technology to be used
in small and medium-size companies
Vendors develop software that address
real on-site safety challenges

Scope definition of the safety
management of the projects for their
entire life-cycle

Availability of the technical hardware and
software in the companies

Allocation of additional time and budget for
safety in design process

More automation in software tools

Creating new roles and responsibilities within
the organisations for facilitating
implementation of the BIM for safety
management

Government mandating of using BIM models
for safety management

Sub-contractors experience and competency in
use of BIM

Mandating the use of digital models for safety
in the contracts by the clients

Compatibility among the different software
packages

Initiatives were taken by master builders
associations

TAFE and universities initiatives in training
safety managers to use BIM tools

Availability of safety managers with BIM
knowledge

IP conflict resolving approaches for the
developed models

The existence of financial incentives in the
contracts for the use of BIM for safety
management

Continuous monitoring and modifying of
the process of using BIM for safety
management

Provision of the required safety
information to the subcontractors
Liability of data inserted in the models for
each of the parties involved

Developing comprehensive BIM models to
cover safety information from the first
drafts

Frequent updating of the safety
information in the BIM models

Provision of the BIM models to the
maintenance trade workers

The continuous collaboration of the
designers and contractors on modifying
the models

Having in place an effective
communication and data exchange system
among the people involved in the safety
management process of the projects

5. CONCLUSION

As one of the first studies of its kind, the present study contributes to construction OHS using BIM in several
ways. First, this study diagnoses accident causations in the construction projects of Australia. Findings show that
the top contributors to the construction accidents are immediate supervision, workers unsafe actions and
behaviours and risk management. Second, the study proposes a pool of CSFs for integration of BIM into project
management practices on construction projects that are mainly developed for the Australian construction industry
and it can be used as a model for global contexts as well. Among the 29 factors found from the interviews,
contractors’ capabilities in employing BIM for OHS, government initiatives, and vendors R&D activities found
to be very important.

Findings reveal insights related to what are the focus areas of safety that required to be given higher attention and
prevention of them could significantly reduce the number of fatal accidents. Although the sample investigated in
this study considered fatal accidents, the findings also can be correct for non-fatal accidents that have resulted in
extreme injuries. For practice, the findings of the study provide guidelines for policy-makers and companies'
directors in Australia. That is, the findings enable them of identifying the most crucial areas for focusing their
efforts and allocating resources efficiently in view of the outcomes of this study.

Nevertheless, the study findings should be considered with caution due to a number of limitations. That is, the
CSFs found in this study may not be applicable to other contexts due to the socio-economic discrepancies between
Australia and other countries. Moreover, the sample size was relatively small and the respondents mostly came
from contractor companies and consultants. As such, the findings might not reflect the perceptions of government,
clients and technology vendors. These limitations warrant further investigation by validating the model in other
contexts and using larger samples that cover different sizes and various types of companies. Exploring the CSFs
incorporating the viewpoints of a wider range of project stakeholders might add value to the findings presented
here as another fertile ground for future research studies.
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