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SfM, V-SLAM and VO

• Structure from Motion, Visual Simultaneous Localisation and 
Mapping, and Visual Odometry are closely related topics

VO focuses on the motion recovery of a 
(calibrated) moving camera. Global consistency 
and dense structure reconstruction are generally      

not the concerns.

V-SLAM extends VO by adding place
recognition to achieve global consistency. The 3-D
reconstruction of the environment, or mapping, is

also required.

SfM uses 
unordered images
taken from arbitrary

cameras at different
viewpoints to recover the

structure of the scene. The
computation of structure also involves

the estimation of camera parameters and viewing positions.



Structure from Motion
photogrammetry

• Microsoft       https://photosynth.net/ (closing..)
• VisualSFM http://ccwu.me/vsfm/install.html
• Bundler          https://www.cs.cornell.edu/~snavely/bundler/
• OpenMVG http://openmvg.readthedocs.io/

https://photosynth.net/
http://ccwu.me/vsfm/install.html
https://www.cs.cornell.edu/%7Esnavely/bundler/
http://openmvg.readthedocs.io/


V-SLAM
robotics / machine vision



Visual Odometry
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Many fundamental theories developed during this period
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H. C. Longuet-Higgins, “A computer algorithm for reconstructing a scene 
from two projections.” Nature, vol. 291, pp. 133-135, Sep 1981.



Trend

0

100

200

300

400

500

600

1980 1985 1990 1995 2000 2005 2010 2015 2020

NUMBER OF PUBLICATIONS PER YEAR
SLAM VO

Source:

O.D. Faugeras, “What can be seen in three dimensions 
with an uncalibrated stereo rig?” ECCV’92



Trend

0

100

200

300

400

500

600

1980 1985 1990 1995 2000 2005 2010 2015 2020

NUMBER OF PUBLICATIONS PER YEAR
SLAM VO

Source:

First formal formulation of SLAM problem
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Configurations

RGB-D + StereoStereo + LiDAR

Monocular + LiDAR

Trinocular Vision

Monocular Vision

Binocular Vision

RGB-D Camera



The Triality
3D Scene
Structure

Camera
Motion

Image
Correspondences

given these

find this



What a SLAM system looks Like..
New Frame

(with 3D structure) Feature Extraction & Tracking
(to establish image correspondences)

Ego-motion Estimation
(to recover camera motion)

Key-frame Selection

Loop Detection

Map Update / Bundle Adjustment

Visual Odometry
(Localisation / Tracking)

Mapping



ORB-SLAM 1 & 2
Raúl Mur-Artal et. al., Universidad Zaragoza, Spain, 2015-16
190 citations

• Key frames
• Loop closure
• Bundle Adjustment

• Very fast feature detection and extraction 
(ORB = FAST + Oriented BRIEF)
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• To continuously solve the system’s ego-motion 
from each two consequent frames

• The motion is modelled by a 3D Euclidean 
transform

• …which can be represented by a rotation matrix 
and a translation vector (i.e. 6-dof)

• The current position of system is determined 
by concatenating a series of transforms

• Known as dead reckoning in terms of 
navigation

• “dead” derived from deduced, or ded

Tracking



How can a rigid transform be derived from 
two images?
• Use motion-invariant properties!

𝑥𝑥,𝑦𝑦, 𝑧𝑧

𝐑𝐑, 𝐭𝐭

𝑢𝑢, 𝑣𝑣

𝑢𝑢′, 𝑣𝑣′

𝑢𝑢′
𝑣𝑣′
1

~𝐊𝐊 𝐑𝐑
𝑥𝑥
𝑦𝑦
𝑧𝑧

+ 𝐭𝐭

𝑢𝑢
𝑣𝑣
1

~𝐊𝐊
𝑥𝑥
𝑦𝑦
𝑧𝑧

camera motion

stationary 3D point



Two branches

• Indirect Methods (feature-based)

• Transform image pixels to a carefully 
crafted feature space

• Matching is performed in the feature 
space, before ego-motion estimation

• Usually sparse key points are picked

• Faster and dominating VO/SLAM for 
decades

• Direct Methods (feature-free)

• Use pixel intensities directly

• Matching simultaneously happens 
when solving ego-motion

• Could be dense, semi-dense or 
sparse

• Slow but becoming popular due to 
advances in parallel computing



Problem formulation
• A feature-based method finds the motion that minimises geodesic distances of 

the corresponding pixels

Φ𝑔𝑔𝑔𝑔𝑔𝑔 𝐑𝐑, 𝐭𝐭 = �
1≤𝑖𝑖≤𝑛𝑛

𝛒𝛒𝑖𝑖′ − 𝜋𝜋 𝐑𝐑𝐠𝐠𝑖𝑖 + 𝐭𝐭 2

camera motion
corresponding pixel coordinates in frame 𝑘𝑘 + 1

feature’s 3D coordinates in frame 𝑘𝑘

• While a direct method finds the motion that minimises photometric differences
without knowing pixel correspondences

Φ𝑝𝑝𝑝𝑔𝑔𝑝𝑝𝑔𝑔 𝐑𝐑, 𝐭𝐭 = �
1≤𝑖𝑖≤𝑛𝑛

𝐈𝐈 𝛒𝛒𝑖𝑖 − 𝐈𝐈′ 𝜋𝜋 𝐑𝐑𝐠𝐠𝑖𝑖 + 𝐭𝐭
2

camera motion
pixel coordinates in frame 𝑘𝑘

pixel’s 3D coordinates in frame 𝑘𝑘

Note: the correspondence 𝑔𝑔𝑖𝑖 → 𝜌𝜌𝑖𝑖′ is known

No image correspondence!



Indirect method

Frame 𝑡𝑡

Frame 𝑡𝑡 + 1

Image Space Feature Space



Indirect method

Frame 𝑡𝑡

Frame 𝑡𝑡 + 1

Image Space Feature Space



Indirect method

Frame 𝑡𝑡

Frame 𝑡𝑡 + 1

Image Space Feature Space



Census transform
An example of feature space

• Encodes local intensity pattern
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Feature matching

• Given 2 sets of features ℱ, ℱ′ and 𝜈𝜈 a feature space transform 
function

• for each 𝜒𝜒 ∈ ℱ we find a 𝜒𝜒′ ∈ ℱ′ such that 𝜈𝜈 𝜒𝜒 − 𝜈𝜈 𝜒𝜒′ 2 is 
minimised

• for some feature spaces the distance function is replaced by SAD or Hamming

• to remove an ambiguous matching we also find the second best 
match 𝜒𝜒sec′ ∈ ℱ′ and calculate the differential ratio

• which will then be used to accept/reject matching 𝜒𝜒 → 𝜒𝜒′
(note 𝜀𝜀 becomes very close to 1.0 in ambiguous case)

𝜀𝜀 𝜒𝜒,𝜒𝜒′,𝜒𝜒sec′ ; 𝜈𝜈 =
𝜈𝜈 𝜒𝜒 − 𝜈𝜈 𝜒𝜒′

𝜈𝜈 𝜒𝜒 − 𝜈𝜈 𝜒𝜒sec′



LIBVISO 1 & 2 (C++ Library for Visual Odometry)
Andreas Geiger et. al., MPI for Intelligent Systems in Tübingen, Germany, 2010-11.
648 citations

• Enhanced matching by cyclic check

https://www.youtube.com/watch?v=DPLh6MoxPAk

https://www.youtube.com/watch?v=DPLh6MoxPAk


• Image geometry and topology are not preserved in the feature space
• Direct matching on feature vectors may violate intrinsic constraints 

(e.g. Epipolar condition, ordering constraint)
• Need model-based outlier rejection schemes to ensure validity

• RANSAC, M-SAC, LMedS, etc.
• Non-deterministic
• Iterative and time consuming
• Convergence yet not guaranteed

• Moreover..
• Exact k-NN search in a high dimensional feature space is very expensive

(the time complexity is 𝑂𝑂(𝑛𝑛2𝑑𝑑) given 𝑛𝑛 𝑑𝑑-vector features in each set)

Drawbacks
Why using image features can be BAD

𝑛𝑛 features𝑛𝑛 features

𝑑𝑑-dimension space



Direct method

Frame 𝑡𝑡

Frame 𝑡𝑡 + 1

Image Space

Note: This is NOT a general point tracking / 
optical flow problem. The scene structure 
and ego-motion need to be taken into 
account through the tracking process.

Feature Space



Featureless approach

• Make a full use of image intensities
• No feature space involved (thus no need to do feature transforms)
• Perform image warping & alignment to solve for camera motion
• No need to know image correspondences

• Such correspondences are a by-product of the motion estimation process

• Need to know scene structure beforehand
• Feature-based methods are able to estimate camera pose (up to a scale) 

directly from 2D-to-2D image correspondences, without any knowledge 
regarding scene structure



The Triality
in the featureless case 3D Scene

Structure

Camera
Motion

Image
Correspondences

given this

find these



Demo
Final translational error:
5.89 cm (4.8%)
after 103 iterations
https://www.youtube.com/watch?v=6QNDsVfWqb4



Summary by steps

• Indirect Methods
1. Transform image pixels to a

feature space
2. Perform matching in feature space, 

with model-based outlier rejection
3. Try an initial 𝐑𝐑, 𝐭𝐭 and find each 

feature’s projection in the next 
frame

4. Compare the projected position
with the matched feature

5. Iteratively adjust 𝐑𝐑, 𝐭𝐭 to lower 
such geometric distance (i.e. Φ𝑔𝑔𝑔𝑔𝑔𝑔)

• Direct Methods
1. Try an initial 𝐑𝐑, 𝐭𝐭 to and find each 

pixel’s projection in the next frame, 
given depth prior

2. Compare the intensity of the 
projected pixel in the next frame 
with one in the current frame

3. Iteratively adjust 𝐑𝐑, 𝐭𝐭 to lower 
such photometric difference
(i.e. Φ𝑝𝑝𝑝𝑔𝑔𝑝𝑝𝑔𝑔)



Monocular vision
where the 3D reconstruction of scene structure is based on temporal 
stereo triangulation, which needs the ego-motion, which needs the 3D 
reconstruction of scene structure..



Feature-based
3D Scene
Structure

Camera
Motion

Image
Correspondences

Motion from essential 
matrix decomposition

Two-view triangulation
(a.k.a. temporal stereo)

start from here



Feature-based
3D Scene
Structure

Camera
Motion

Image
Correspondences

Solve motion using a 
general PnP solver

Two-view triangulation
(a.k.a. temporal stereo)

Propagate depth data 
to the next frame



Featureless
3D Scene
Structure

Camera
Motion

Image
Correspondences

Motion estimation by
direct image alignment

Randomised
depth data



Featureless
3D Scene
Structure

Camera
Motion

Image
Correspondences

Structure refinement
by triangulation and
depth filtering (fusion)



Featureless
3D Scene
Structure

Camera
Motion

Image
Correspondences

Do direct image 
alignment using the 
refined structure



Featureless
3D Scene
Structure

Camera
Motion

Image
Correspondences

Structure refinement
by triangulation and
depth filtering (fusion)



Large Scale Dense SLAM (LSD-SLAM)
Jakob Engel el. al., Technische Universität München (TUM), 2014-16
361 citations

• Semi-dense method
• Use only edge pixels

• Take into account depth 
alignment errors

This plays a crucial role https://www.youtube.com/watch?v=GnuQzP3gty4&t=9s

https://www.youtube.com/watch?v=GnuQzP3gty4&t=9s


Drawbacks of the direct methods

• Dense matching is slow
• as we compute and apply a homography (8-dof) for each feature’s patch
• lazy implementations often skip this

• Intensity alignment does not work for non-Lambertian and/or 
occluded surfaces

• Convergence not guaranteed
• the image alignment process can diverge
• especially in monocular case where scene structure initialisation is fully 

randomised
• open issues remained





Visual-inertial approaches

• Incorporate inertial measurement into the ego-motion estimation 
stage

• Need covariance matrix modelling for data fusion
• The matrix controls our “belief” in the quality of data from different sources



DL approaches..

• DeepVO: A Deep Learning approach for Monocular Visual Odometry, 
Mohanty et. al, Nov. 2016.

• Caffe used; the network design is heavily influenced by AlexNet
• Adopted a simplified 3-dof planar motion model Δ𝑥𝑥,Δ𝑧𝑧,Δ𝜃𝜃
• Input: RGB + a binary FAST image



Results
50-50 Training and testing

Completely unknown scene



DL approaches

• Optical Flow and Deep Learning based approach 
to Visual Odometry, Peter M. Muller, Nov. 2016

• Based on Caffee
• Use optical flow as the input instead of RGB images



Summary

• The paradigm is shifting
• from sparse pixels to dense
• from stereo vision to monocular
• from ground into the sky
• from high-end devices to pervasive
• from individual approach to hybrid

• Few real-time implementations available
• ICCV (December, 2015) features a Future of Real-Time SLAM Workshop

• Few attempts on DL approaches
• far from acceptable accuracy (<2%)

http://wp.doc.ic.ac.uk/thefutureofslam/programme/


Videos and content 

• Courtesy of Johnny Chien
• https://www.youtube.com/watch?v=6QNDsVfWqb4
• https://www.youtube.com/watch?v=q3fIeO34cKE

https://www.youtube.com/watch?v=6QNDsVfWqb4
https://www.youtube.com/watch?v=q3fIeO34cKE
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