
Towards the completion of assignment 1

What to do for calibration

What to do for point matching

What to do for tracking

What to do for GUI



COMPSCI 773
Feature Point Detection

Why study feature point detection ?
•Automatize the tracking of points of interest in image sequences
•For stereo vision feature point detection is followed by feature point matching
•Also for stereo image rectification FPD is the first step towards correspondence 
estimation in connection with the Fundamental Matrix theory

We will see several potential techniques
•Harris (Plessey) detector
•KLT detector
•Susan detector



What is a corner ?
• The point at which the direction of the boundary of object changes abruptly 
• Intersection point between two or more edge segments 

In both images, the object is a continuous image area with a constant (or nearly constant)
brightness or colour. The corner is at the intersection point between two (left image) or more edge
segments (right image).  Left image shows an example of a typical shape of the function of
brightness in the neighborhood of a corner. A more complicated brightness function is depicted
in right image. 



What is a corner ?

The two figures show an artificial and a real image, respectively, with the corners indicated in red.



Feature Point detection
The corner detectors should satisfy the following criteria: 

• All (or most) the true feature points should be detected. 
• No false feature points should be detected. 
• Feature points should be well localized. 
• Feature point detector should be robust with respect to noise. 
• Feature point detector should be efficient. 

2 families of corner detectors
1. Algorithms that work directly with the values of brightness of images (without 

segmenting the image in advance 
• Usually based on the study of derivatives (orientation, magnitude) of grey-

level or color image
2. Algorithms that extract object boundaries first and analyze its shape afterwards

• Boundaries often assumed to be extracted by edge-detectors
• Usually based on the analysis of the curvature of boundaries 

Group 2 seems to offer less reliability (use edge detectors for boundary extraction is 
not working well) and slower solutions.



The Harris detector
www.ee.surrey.ac.uk/Research/VSSP/RAVL/share/doc/RAVL/Auto/Basic/Class/RavlImageN.CornerDetectorHarrisC.html

In 1987, Harris proposed a new type of detector: the Plessey algorithm [1]. 
– Computations based entirely on the first differential quantities. 
– The detector computes the derivatives,  by using the n x n first-differential 

approximations and the Gaussian smoothing kernel G(x, y) of a standard deviation. 
The following 2x2 symmetric matrix  is considered at each image point (pixel) of the image.

By evaluating the eigenvalues of the matrix M, we can detect the image feature by following 
rules: 

1. If both eigenvalues  are small, the intensity of the windowed image region is 
approximately constant (homogeneous region). 

2. If one eigenvalues is high and the other is low, this indicates an edge.
3. If both eigenvalues  are sufficiently large, the point is declared to be a corner. In the 

Harris implementation, the corner is calculated as the ratio:

Thus, a point is marked as a corner if the value of  is less than the threshold and is the local 
minimum.

Improvement:
• Use instead with k=0.04
• Corners are local maxima of the cornerness function
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The KLT detector
In [3], Shi and Tomasi proposed the Kanade-Lucas-Tomasi (KLT) Tracker, an algorithm 
that selects features which are optimal by construction. The basic principle of the KLT is 
that a good feature is one that can be tracked well, so tracking should not be separated 
from feature extraction (we will see the KLT tracker later on). A good feature is a 
textured patch with high intensity variation in both x and y directions, such as a corner. 
Denote the intensity function by g(x, y) and consider the local intensity variation matrix:

A patch defined by (say) a 25x25 window is accepted as a candidate feature if in the 
center of the window both eigenvalues of Z, exceed a predefined threshold t:
.                         

A separate parameter sets the minimum distance between (the centers of the) features.
The (maximum) number of features to be tracked, N, is specified by the user. In the first 
frame of a sequence, the candidate features are ranked according to their strength 
defined by
Then the N strongest features are selected if available. (If not, all candidates are used.) 
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The Susan detector
The SUSAN detector differs from the others was published by Smith and Brady in 1997 

[6] as it does not use any derivatives (no curvature or edge information requested). 
The acronym SUSAN stands for Smallest “Univalue Segment Assimilating Nucleus”. 

1. The detector successively processes the points of the input image.
2. The point that is being examined is called nucleus.
3. The decision whether or not a point (nucleus) is a corner is based on examining a circular 

neighborhood centered around the nucleus. 
4. The points from the neighborhood whose brightness is approximately the same as the 

brightness of the nucleus form the area referred to as USAN, standing for “Univalue
Segment Assimilating Nucleus”. In Figure 2, each mask from Figure 1 is depicted with its 
USAN shown in grey.

The shape of USAN conveys important information about the structure of the image in 
the region around the nucleus. For analysing the shape of USAN, its area and 
centroid are computed. 
5. Compare the brightness difference between the nucleus and its neighbors (pixels within 

the same circular mask). To do so, for each pixel of the mask, estimate the difference:
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where t is a brightness difference threshold; r0
denote a nucleus and r a point in its 
neighborhood; c stands for the output of the 
comparison; and I(x) is the brightness of any 
pixel x.



The Susan detector
6. The above comparison is done for each pixel r within the mask, and the USAN’s

area n (or count of pixels belonging to the USAN) can be defined by the equation:
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7. n is compared with a geometric threshold g, which is set to the half of the mask 
area (total pixels in the mask). For detecting the corners, the following function is 
introduced:
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8. The corners are detected at the points where the function R(r0) has its local 
maxima. This is a clear formulation of the SUSAN principle: the smallest USAN 
areas give the greatest values of  R(r0) that are crucial for the detection. 



The Susan detector (figures)

Figure 1: Five circular masks at 
different places on a simple image.

Figure 2: Five circular masks with 
similarity coloring; USANs are shown 

as the grey parts of the masks.



The Susan detector
Unfortunately, there exist some special cases in which the process described 

above fails. In the figure left below, The USAN is not continuous, but separated 
in two small regions. It’s obvious that the nucleus is not a corner, even though 
the function  shows it is the local maxima. In another special case (Figure right 
below), the nucleus lies in a long thin area, which depicts the USAN is also very 
small. However, the value of  is high, which contradicts the fact that the point in 
question is not a corner.



The Susan detector (improvement)
To overcome these problems, the authors propose to apply two rules:
1. Find the centre of gravity of the USAN and its distance from the nucleus. The 

point cannot become a corner if the distance is small. 
2. The continuity of USAN is required. All the pixels within the mask, lying in the 

straight line pointing outwards from the nucleus in the direction of the centre of 
gravity must be part of the USAN for a corner to be detected. 



Results

Susan, t=15

Susan, t=35
Harris, t=0.01

Harris, t=0.5 KLT, n=25
7*7 window

KLT, n=75
7*7 window
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