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Cray Architectures

e Multiple register sets
e Vector instructions
—vector registers
—loads/stores with a stride
—chaining
—very high memory bandwidth
« Memory hierarchy (no cache)




