5.1 Review
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Let a = : b = : be vectors. The inner or dot product of a and b is the

Qn by,
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scalar c = asb =a'b = 3" a;b;. The dot product is also called multiplication of vectors.
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The norm or magnitude of a vector a is ||a|| = va-a = VaTa = +/a? +...a2.
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The product of an m x n matrix A = T and an n x 1 (n-dimensional)
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vector x = ¢ | is the m-dimensional vector y = Ax with the elements y; = ) A;jz;.
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The product of a k x m matrix A and an m X n matrix B is the £ x n matrix C = AB
m
with the elements Cj; = Y A;oBa,;
a=1
The outer product of an m-dimensional vector a with an n-dimensional vector b is the
m X n matrix
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The identity matriz of size n, I, is the n x n matrix with (4, j)th entry = 0 if ¢ # j and
1ifi=j.

The inverse of a square matrix A of size n is the square matrix A~! such that AA™! =
I, = A~'A. When such a matrix exists, A is called invertible or non-singular. A is
singular if no inverse exists. Finding the inverse of A is typically difficult.
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The determinant of an n x n matrix A, written det(A)=| : .. | is given by
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a somewhat complex formula that we need not reproduce here (look it up at http://en.
wikipedia.org/wiki/Determinant). For n = 2, det(A) = A1 A2 — A21 A12. For n = 3,
det(A) = A11 A Agz — A1 Ao A1z + A2 A2z Az1 — Asp Agg A1 + A1z A1 Azg — Azz Ao Ara.
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Solution: From above, det(A) = |A|=3.-1—-15=-3—-5= —8. O

It is worth recalling a few properties of the determinant (as listed on the wiki page):

o det(I) =1

Example: Find the determinant of A = ( 39 >



det(AT) = det(A) (transposing the matrix does not affect the determinant)

o det(A™1) = de%(m (the determinant of the inverse is the inverse of the determinant)

For A, B square matrices of equal size, det(AB) = det(A)det(B)

det(cA) = ™ det(A) for any scalar ¢

If A is triangular (so has all zeros in the upper or lower triangle) then det(A) =

[Tie, Aii

An eigenvector of the square matrix A is a non-zero vector e such that Ae = \e for
some scalar A. A is known as the eigenvalue of A corresponding to e. Note that A may
be 0. So the effect of multiplying e by A is simply to scale e by the corresponding scalar
A

The determinant can be used to find the eigenvalues of A: they are the roots of the
characteristic polynomial p(\) = det(A — AI,,) where I,, is the identity matrix.
Example: Find the eigenvalues of A = ( ? 5_ 1 )

Solution: We need to solve p(A) = det(A — AIz) = 0.
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= (A +2)(\—4)

which is zero when A =4 or A = —2. So the eigenvalues of A are A =4 and A = —2.

Example: Find the eigenvector of A = ( i’ 5_ 1 ) corresponding to the eigenvalue
A= -2
Solution: The eigenvector e corresponding to A = —2 satisfies the equation Ae = —2e.
That is,

(T20)(a)=—=(2):

This is the system of linear equations

3e1 +bey = —2eq, (1)
€1 — €y = —262. (2)
Rearranging either equation, we get e; = —es, so both equations are the same. We thus

1
fix e; = 1 and the eigenvector associated with A = —2 is e = < 1 > Notice that the
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for any ¢ # 0. Often, c is chosen so that e is normalised (see below). In this case, choose
¢ = 1/4/2 to normalise e. O
Vectors a and b are orthogonal if the dot product a”b = 0. Orthogonal generalises the
of the idea of the perpendicular. In particular, a set of vectors {ey,...,e,} is mutually
orthogonal if each pair of vectors e;, e; is orthogonal for i # j.

. . . 1
choice to fix e; = 1 was arbitrary. We could choose any value so, strictly, e = ¢ )

A vector e; is normalised if e;fpel- =1.

A set of vectors that is mutually orthogonal and has each vector normalise is called
orthonormal.

Any symmetric, square matrix A of size n has exactly n eigenvectors that are mutually
orthogonal.

Any square matrix A of size n that has n mutually orthogonal eigenvectors can be
represented via the eigenvector representation as follows:

n
A = Z )\i eieiT
~—~

=1 U,

where U; = eieiT is an n X n matrix.
The Range, range(A), or span of an m x n matrix A is the set of vectors y € R™ such
that y = Ax for some x € R™. The range is also referred to as the column space of A

as it is the space of all linear combinations of the columns of A.

The Nullspace, null(A), of an m x n matrix A is the set of vectors x € R"™, such that
Ax=0€R™

The Rank, rank(A), of an m x n matrix A is the dimension of the range of A or of the
column space of A. rank(A) < min{m,n}.
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