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Abstract peer-assisted solutions can benefit from a cost-effective dis-

tribution of bandwidth-intensive content to thousands of

Recently, peer-to-peer (P2P) networks have emerged &g itaneous users, both Internet-wide and in private net-
an attractive solution to enable large-scale content d'sm\'/vorks

bution without requiring major infrastructure investments. Peer-assisted solutions are inherently self scalable, in

While suqh P2P solutions appear highly beneficial for CONhat the bandwidth capacity of the system increases as more
tent providers and end-users, there seems to be a growi

. ) "odes arrive: each new node requests service from, but also
concern among Internet Service Providers (ISPs) that now ~ - .
S . provides service to, the other nodes. The network can thus
need to support the distribution cost. In this work, we X ontaneously adaot to the demand by taking advantage
plore the potential impact of future P2P file delivery mech- P y P y g g

anisms as seen from three different perspectives: i) the cor.(lj—]c the resources provided by every end-node, thus mak-

tent provider, ii) the ISPs, and iii) individual content con- ing it more resilient _to _flagh crowd evenFs, which may
. . . . .challenge content distribution networks with hundreds of
sumers. Using a diverse set of measurements including Bit=

Torrent tracker logs and payload packet traces collected acvers [10]. Overall, the syste_m s_capamty grows at the
. ,,.same rate as the demand, creating limitless scalability for a
the edge of a 20,000 user access network, we quantify thﬁexe d cost

impact of peer-assisted file delivery on end-user experience . L
P P y P The best example of such peer-assisted content distribu-

and resource consumption. We further compare it with the, hi i BitT hich has b b d
performance expected from traditional distribution mecha lon architectures is 't. orrent,.w Ich has been emorace
y several content providers (Lindows, Blizzard) to reduce

nisms based on large server farms and Content Distributio load d inimize the distributi
Networks (CDNS). the load from congested servers, minimize the distribution

While existing P2P content distribution solutions may cost, and improve dowr_1|0ad times of software anq patch
. o ! : releases. However, while such peer-assisted architectures
provide significant benefits for content providers and end-can rovide sianificant benefits to end-users and content
consumers in terms of cost and performance, our results P 9 :
roviders, there seems to be a growing concern among In-

demonstrate that they have an adverse impact on ISP ernet Service Providers (ISPs) regarding the cost of sup-
costs by shifting the associated capacity requirements from 9 g P

the content providers and CDNS to the ISPs themselVeé)orting such solutions. Since demand is shifted from data
Further, we highlight how simple “locality-aware” P2P de- centers to end-nodes, peers become servers for other peers

I X N . ; at the network edge. This shift increases the amount of
ivery solutions can significantly alleviate the induced costdata served by each ISP without a corresponding increase
at the ISPs, while providing an overall performance that ap- y P 9

proximates that of a perfect world-wide caching infrastruc-"" reve.nue from the peer-hosted data s.erv.|ces provided.
ture. In this paper, we explore the potential impact of future

peer-assisted mechanisms as seen from three different per-
ducti spectives: i) the content provider, ii) the ISPs, and iii)

1 Introduction the individual users. In particular, we focus on how peer-
Peer-to-peer (P2P) networks, where commodity personassisted solutions affect ISP’s traffic as load is shifted from
computers form a cooperative network and share their rethe content provider’s data center to peers at the edge of the
sources (storage, CPU, bandwidth), have recently emergetetwork. We study how peer-assisted solutions affect ISPs
as a solution to large scale content distribution without re-over a range of parameters, and compare them with other
quiring major infrastructure investments. By capitalizing solutions such as deploying large server farms or caching-
on the bandwidth of end-nodes, content providers that usbased solutions. To this extent, we use a diverse set of



measurements including BitTorrent tracker logs and payically BitTorrent do not exploit locality and present the im-
load packet traces collected on the Internet link of an ISRplications of such a practice on a small ISP. In Section 4
network. we quantify the impact of P2P content distribution on the

Despite the benefits for content providers and end-capacity requirements of an ISP network. Our findings mo-
consumers, our results demonstrate that peer-assisted cdivate the need for a locality aware mechanism that directs
tent distribution solutions have an adverse impact on ISPeers to obtain the requested content from other peers lo-
costs. In particular, we show that current peer-assisted soliated inside the same network, if they exist. We describe
tions roughly double the total traffic on the ISPs access linksuch mechanisms and evaluate their performance in section
as well as their peak load due to the outbound network trafs. In section 6, we describe related work. We discuss im-
fic. The reason is the lack of consideration of peer-assisteglications of our findings in section 7 and finally conclude
algorithms toward optimizing ISP’s bandwidth. Such over-in Section 8.
head is pushing a number of ISPs toward regulating such
traffic, e.g. placing downloading caps. On the other hand,
an ISP-friendly protocol that would minimize the ISPs’ 2 P2P as a mechanism for large scale content
cost could ease such concerns and prevent providers from distribution
blocking or shaping P2P exchanges.

One way of providing an ISP-friendly system is by de- The P2P paradigm appears as an attractive alternative
ploying caches that store the files being requested by thgvechanism for large scale distribution of legal content
peers. Such a cache system would significantly reducge.g., Avalanche[7]). Traditional content distribution
external network traffic for ISPs. However, caching in- mechanisms typically require vast investments in terms of
frastructures need to be compatible with a wide variety ofinfrastructure, usually in the form of CDNs and/or large
P2P implementations and require extra hardware and mairserver farms.
tenance support. Instead, we consider the possibility of However, P2P content distribution is only viable by sat-
adding small changes to existing peer-assisted distributioffying the requirements of both the content providers and
algorithms to mimic the performance of a caching solution.the end-users.Any newly adopted mechanism should not
In this regard, we highlight how simple “locality-aware” incur additional overhead on any of the involved parties,
peer-assisted delivery solutions can significantly alleviatg e. the content provider, the users, and the users’ ISPs.
the induced cost at the_ ISPs, while providing an_overall Per- \we believe that BitTorrent-like P2P systems present a
formance that approximates that of a world-wide cachingnique potential in achieving the aforementioned goals. As

infrastructure. o a P2P protocol, BitTorrent enjoys the benefits of a distrib-
The highlights of our work can be summarized in the yteq system that is inherently more robust to events such
following points: as flash crowds, shown to be challenging even for CDNs

e We provide a detailed study that sheds light on andwith hundreds of servers [10], as well as cheaper in terms
guantifies the impact of peer-assisted content distribof infrastructure cost on the part of the content provider.
ution solutions on ISPs based on real Internet tracesContent distribution using BitTorrent has been shown to

offer outstanding performance in terms of content deliv-

« We present evidence that establish the potential fof'Y rates to the clients [22, 9]. Lastly, BitTorrent features

locality-aware “peer-assisted” solutions. We estimate® unique policy across P2P protocols, called the tit-for-tat
which is described below and ensures higher con-

and quantify file-availability and user-overlap in time policy,

where such solutions are feasible. tent ava'l"?‘b'“ty' ) ] R
In detail, the BitTorrent file distribution protocol spec-

* We describe easily deployable architectures for effiyges the functionality of three main entities [28]: a) a
cient peer-assisted content distribution. For each casgy,cxer which acts as a centralized server by coordinat-
we quantify the benefits and highlight potential sav-jq the distribution and receiving information from all con-
Ings. nected peers (over HTTP), btarrent meta-info file with

Overall, our work aims at providing ISPs and contentbasic description of the specific file (length, hash, name,
providers with a pragmatic, empirical cost-benefit analy-etc.) and the tracker (IP), and c) the actual peers down-
sis of current and future possible peer-assisted solutions fdoading the file. Peers only serving the file are referred
content distribution. to as “seeds”, while downloading peers are called “leech-
The remainder of the paper is structured as follows. Iners”. Peers connect first to the tracker requesting a list of
Section 2 we make the case for BitTorrent-like systems aavailable peers in the network and then randomly select a
P2P-mechanisms that could facilitate large scale conterdubset of them to download from. This “peer” subset is pe-
distribution and describe BitTorrent’s functionality. In sec- riodically updated based on the contributions of each indi-
tion 3, we demonstrate that current P2P systems and specifidual uploader with each peer trying to achieve the maxi-



mum available throughput. BitTorrent is characterized by aure the TCP/IP header and adequate payload information
“choke/unchoke” mechanism that encourages cooperatioffom all packets crossing the link in both directions to en-
among peers (peers upload more to the peers that offer theable the identification of specific applications. P2P traffic
more datatit-for-tat policy). accounts for approximately a third of the traffic in each one
The “tit-for-tat” policy is a distinctive advantage of the of the three traces (identified by the methodology described
BitTorrent system which renders it ideal for a P2P con-in [11]), while 13%-15% of the total traffic (8%-11% of
tent distribution scheme: Peers are forced to always sharttie total packets) in the link is due to BitTorrent flows. The
the content during their downloads while “free-riders” [2] large fraction of BitTorrent traffic reveals its growing pop-
are indirectly banned from the network. Given that unlike ularity and offers a sufficient sample to study its dynamics.
today’s P2P file-sharing networks, there is no notion of a
“community” from the content distribution perspective, the 3.1  Methodology
tit-for-tat incentive ensures availability of the content asStudying the dynamics of the BitTorrent network in the
long as peers are requesting it. traces involves identifying all BitTorrent packets, determin-
However, BitTorrent users have no incentive of sharinging their specific format and reconstructing all interactions
the content once the download is complete. This pracacross all BitTorrent flows. To identify BitTorrent flows
tice is in contrast to the majority of P2P file-sharing net-and messages, we have developed a BitTorrent protocol
works where files are often made available even long aftedissector. While théetherealprotocol analyzer [6] has a
the completion of the download. Thus, availability may BitTorrent module, we encountered several problems with
be compromised in a P2P content distribution scheme ifmissed packets (e.g., TCP/IP packets that contained Bit-
demand is not high enough to ensure a sufficient numbeForrent messages in the payload but were not identified by
of active users. In the latter case, the provider will thenEthereal), in the handling of out-of-order and fragmented
have to ensure a larger number of active “seeds” in the neBitTorrent messages and with multiple messages in the
work increasing its cost but facilitating availability. Even same TCP/IP packet. Furthermore, Ethereal’s BitTorrent
in this case, the benefits of a peer-assisted solution outhodule cannot dissect tracker HTTP request/responses.
weigh the cost compared to traditional content distribution Specifically, we need to identify two types of messages
approaches. for all BitTorrent flows: the tracker request/responses and
In the following sections we study both the effect of the messages between peers. The nominal format for all
peer-assisted content distribution on the resource requirgsgackets can be found in [28]. The tracker request consists
ments of ISPs as well as the performance experienced byamong other things- of the peer id, the file hash and the
end-users. We use two different types of real measuremetmacal IP of the BitTorrent client (optional). The tracker re-
data. First, we study BitTorrent traffic from payload packetsponse is usually a list of available clients for the requested
traces collected at a 20,000 user access network. Thediée with statistics regarding the number of seeds, leechers
traces provide the view of file availability and potential sav-etc. Regarding peer interactions, detecting the following
ings from an edge-network view at small time scales. InBitTorrent messages is crucial to our analysis:
addition, we analyze the tracker log for the RedHat v9.0
distribution that spans five months and offers a global per-
spective to the same problem at larger time scales.

e Handshake:The first BitTorrent message transmitted
by the initiator of the connection. It specifies the hash
of the file and thepeer id

e Piece: BitTorrent files are divided int®ieces The
size of each piece is usualB62K B — 1M B and
pieces are further subdivided blocks of typically
16 K B. Blocks constitute the byte-segments that are
actually transferred. Th@iece message contains a

3 P2P Content Distribution: the view from
an edge network

In this section, we first look into the overhead of content
distribution through BitTorrent as experienced by an edge

network. We then quantify the savings that could be gained
in the same scenario if locality was exploited. We conclude
by examining the implications of locality-aware mecha-
nisms on the user experience.

For this study we use three day-long packet traces col-
lected with the high speed monitoring box described in [17]
(Table 1). The monitor is installed on the access-link (full-
duplex Gigabit Ethernet link) of a residential university that

hosts numerous academic, research, and residential com-¢

plexes with an approximate population of 20,000 users (a
population equivalent of a small ISP). Our monitors cap-

data block of a given piece. The first nine bytes of
the message specify the piece index, the byte offset
within the piece and the size of the block.

¢ BitField: BitField specifies which pieces of the file are
available for upload. It is a sequence of bits where set
bits correspond to available pieces. It is typically the
first message after the handshake.

Have: The Have message advertises that the sender
has downloaded a piece and the piece is now available
for upload.



Table 1: Description of full-payload packet traces
[Set| Date [Day| Start[ Dur | Direc. [ Src.IP[ Dst.IP [ Packets| Bytes | Aver.Util. [Aver. Flows/5min. ]

Jan |2004-01-20Tue|16:50 | 24.6 h | Bi-dir. |2709 K| 2626 K |2308 M 1223 G |110.5 Mbps 596 K
Apr [2004-04-28Fri |15:40 | 33.6 h | Bi-dir. |[4502 K| 5742 K |3402 M |1652 G |109.4 Mbps 570K
May|2004-05-19Ved07:50 | 28.6 h | Bi-dir. {1246 K| 1301 K |3073 M 1706 G |132.5 Mbps 799 K

BitTorrent flows and messages are identified thenchanges with time and across flows. Thus, coupling the
through the following steps: a) individual packets are clas{P with the peer id, may result in double-counting peers if
sified into flows based on the 5-tuple (source/destinatiorthe random part varies. To avoid this pitfall, we only cou-
IPs, source/destination TCP ports and protocol), and b) ouple the IP with thenon-randonpart of the id (the peer can
dissector looks for the BitTorrent handshake message in thiee safely assumed to use the same BitTorrent client within
first two data packets of a flow (the BitTorrent handshakethe time scales of interest - in the rare case where multi-
should be the firstlatapacket of a BitTorrent flow but we ple NATed users use the same client and IP address for the
allow for malformed packets). If the packet contains a Bit-samefile, we will consider them as one, thus underestimat-
Torrent handshake then the flow is flagged and all packetmg locality which is the main theme of this work). Thus,
are examined by our dissector. All packets of flagged flowsa distinct peer is now defined by the IP and non-random
are dissected by keeping state of the interactions betwegquortion of the peer id Note that the number of bytes de-
the source and destination IPs. Note that the file transferrescribing the non-random portion of the peer id varies with
between the two peers of a BitTorrent flow is only spec-the client (e.g., for Azureus is 8 bytes while for BitComet
ified at theHandshakemessage. Thus, while identifying is 6, etc.) [28].

a BitTorrent flow without the handshake message is possiBitSpirit (BS) client: Even the aforementioned definition
ble, distinguishing the file transferred is not. In our case,of a peer does not guarantee identification of distinct peers
this limitation only affects BitTorrent flows that are already due to the peer id assignment algorithm of BfeBitTor-
active at the beginning of our traces. rent client. BS clients employ a function called “Adjust

Information on all BitTorrent interactions among peers Client Identify”, that modifies the non-random portion of
allows us to track user requests, the associated download¥ie peer id to match the other peer’s client in every flow!
the amount of time users request the same content at thehe BitTorrent client of other peers is known through the
same time, as well as the potential impact of locality awardracker responses (tracker responses include a list of peer
peer-assisted content distribution on the utilization of netdPs, ports and peer ids). On the contrary, the random part of
work resources. We will look into each one of these metricghe peer id remains constant across flows. This operation of
later in this section. BSclients is only specific to peer handshake messages and

Identifying individual peers per fileOur analysis de- can be overcome by collapsing all different peer ids from
pends on robust identification of distinct peers in the Bit-the same IP which present the same random part of peer
Torrent network. However, identifying individual peers id into one user. Also, this restriction may be overcome
from BitTorrent messages is far from straightforward. by correlating peers as found by peer handshake messages

We can identify individual peers using a) tracker requeswith those shown by tracker messages for the specific IPs.
and b) peer handshake messages. Limitations exist in bofRroxies The source IP of a tracker request does not al-
cases; while some of these restrictions are common, othergays correspond to the IP of the peer even when the peer is
are specific to each type of message. Thus each individuaiot behind a NAT. A number of tracker requests are inter-
mechanism may be used to reinforce the accuracy of theepted byproxy servers (tracker requests use HTTP) sub-
other. Consequently, our peer identification relies on botrstituting the source IP of the peer with the one of the proxy.
methods. Pitfalls that need to be taken into account are th@/e identify such cases by thpgroxy fwd for header field
following : (when available) which also reveals the original IP of the
Network Address Translators (NATS): Peers cannot be TCP packet. To avoid treating proxies as peers, we replace
identified based solely on the IP address because of NAT$he proxy IP with the IP specified in tigoxy_fwd_for field.
in which multiple peers appear to have the same IP addresRandom peer ids A number of clients assigns random
To overcome this limitation we couple the IP with the ob- peer ids. This case affects mainly tracker requests and re-
servedpeer id ports where the peer id may vary with time. As with B®
Peer id: The peer id is not unique for the same peer andclient restriction, correlating peer ids from handshake and
varies with time and across flows. Typically the peer idtracker messages disambiguates individual users.
comprises two parts: a) the firét— 8 bytes of the peer To achieve robust identification of distinct peers, we em-
id (out of 20 total) reveal the user client and version ofploy the above methodology in both types of messages
the client (e.g, -AZ2202-, Azureus client, version 2.2.0.2),(handshakes and tracker requests) separately and compare
and b) random bytes. The random portion of the peer idheir outcomes. We found that the agreement between the



twocaseswassufficienttodiscriminateindividualusersper_l_ ble 2- File. bvte and pi hit ratios for the three t
file. In total, we observed only 3 files out of a total of 360, able 2. File, byte and piece hit ratios for In€ three fraces.

. . J April | M
where the produced list of users per file was not the same | | January] April | May |

File Hit Ratio 14% | 10.4% | 18.2%
across the two methods. In these cases, we selgcteq the Byte Hit Ratio 12% | 9.6% | 13%
list with the least number of users to avoid overestimating Piece Hit Ratio|| 6% 6% | 11.8%

potential benefits of locality.
Table 2 presents the three hit ratios for all files across

3.2 Hit Ratios our three traces. The file hit ratio ranges from 10%-18%
with the byte hit ratio being slightly lower. Taking into

(analogous to caching hit ratio) refers to content that haaccount specific piece and timing information reduces the

already been downloaded and is present locallv within o rit ratio even more (6%-12%). Given the short duration
monito);ed ISP W ISP y WIRIN OUL¢ the traces (one day) and the small size of the monitored

We examine the hit ratio along three dimensions: ISP the hit ratio is non negligible. Similar observation for
L . 9 " . ._one-day file and byte hit ratios have also been presented in
File hit ratio, where we assume that the complete file is

: ) 24] for the Kazaa network.
“cached” locally after the first download. Local caching [8][24] for the -azaa etwo : .
: Requested files in the network are short-lived in accor-
would be the equivalent of a local-aware P2P system : : L .
) o . tance with previous findings in other P2P networks [25].
where once a full copy exists within the ISP (either one

eer has the full copy, or pieces of the file are spread acroscs)nly three files existed in both the April and May traces,
b by, orp b While the January and April traces had only one file in com-

the ISP’s cpstomers), requests are s.erve.d locally (assumlnrgon_ Short-lived files imply that a P2P caching solution
always active peers). Thus, the file hit ratio reveals the frac\'/vould not require large amounts of space and that if P2P
tion of multiple downloads of the same content for the ISP
in terms of the total number of downloaded files. &,
be the user population for filewithin the ISP withn being

the total number of files. Then, the file hit ratio is defined

We quantify locality in terms of hit ratios. The hit ratio

nodes were to make their files available for a short period
of time after the download is over, nodes could enjoy most
of the possible sharing benefits.

as follows: 3.3 Peer overlap in time
Hit Ratio — i1 i 1) BitTorrent-like P2P systems assume the existence of a large
Zizlm, N; number ofactiveend users for a single file; peers partici-

o . o . pate in the sharing of the content by uploading at the same
Byte hit ratio, where we incorporate the file size in the hit 5¢e approximately as they download (tit-for-tat). The as-
ratio. The byte hit ratio is defined by multiplying each term symption of simultaneous active users, while valid glob-
in the sum of both the numerator and the denominator inyly, needs to also be valid within the boundaries of individ-
the previous fraction by the size of file(the file size can 5] |SPs so that locality is beneficial. Note that an “active”
be inferred by the bitfield and piece messéyes peer in BitTorrent implies that the peer is currently down-

Piece hit ratio, where we examine what fraction of the in- |oading/uploading the specific content and not just partici-
coming downloaded pieces for each file existed locally alyating in the network.

the time of the download. Local pieces can be inferred by \ye quantify user overlap in time by tracking peer dy-
outgoing BitTorrent messages. Thus, there is a *Hit” for anamics for all files in the network. We are interested in files
downloaded piece, if the specific piece was advertised eafyat are downloaded/uploaded by at least two local peers
lier in the trace by a local user through ##Field orHave  hrgughout our traces, since locality or caching would have
messages. The total hit ratio is then the frqctlon of hits di,q impact on files requested by a single peer. Files with at
vided by the total number of downloaded pieces. Note thajgast two users account for 10.5% (18/172), 8.7% (30/346)
while our monitoring point disallows the capture of local 544 11.1% (34/306) of the files for our January, April and
interactions (packets transferred within the ISP boundariemay traces respectively.
not crossing our monitored link), our view of the status of pgg, overlap in time ranges from 30%-70% in our traces
each file is not limited for two reasons: a) the BitField mes-54 is defined as the time during which more than one ac-
sage reflects the current status of the file with every newjye sers exist for at least one file versus the total time
flow for the same file (BitTorrent protocol is characterized ¢ the trace. Fig. 1 presents time overlap of peers for the
by a large number of open connections which yields & Sigapyj| trace. The top line shows the number of “active” files
nificant number of flows), and b) once a new piece is acyp, time: by active, we refer to files for which we observe
quired, the peer advertises the specific piece to all its constjyity at the specific time instance (download or upload).
nected peers with thdavemessage. Note that we only plot files with more than one request over
IFileSize = Number of bits in thBitField x (maximum byte offsetin  the Whole trace. The bottom line shows the number of files
aPiecemessage + block size of tfiéecemessage) with more than one “active” user at each time instance. Ac-
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Number of files
=]

January April
Il % downloaded locally
m J aw [l % existed locally in active
ogzoo 12:00 16:00 21:00 01:00 05:00 09:00 [[1% existed locally in nonactive
Time of day [ 1% not existed locally

Figure 1:Peer overlap in time. The lines reflect files with at least two Figure 3:Breakdown of downloaded bytes for files with at least 2 active

USErs over the whole trace. The tqp Img presents acnvg files in t|r_ne.‘ Thﬁsers. 70%-90% of existing local pieces are downloaded externally while
bottom line shows the number of files with at least 2 active users in time g, 0004 of these pieces exist in active peers

Approximately 60% of the time multiple active users coexist and could

cooperate in the distribution of the content.
40 T T T

considered. Local pieces are inferred by Big-ield and
Havemessages as discussed previously.

70%-90% of existing local pieces and 50%-90% of exist-
ing local pieces in active users are downloaded externally!
Fig. 3 summarizes our findings by presenting a breakdown
of all downloaded bytes for files witly; > 1. Only a min-
imum portion of bytes is downloaded locally even though
more than 20% of the bytes exist in active users (with the
exception of April). In an ideal caching scenario, at least
0 1 2 3 4 5 6 40% of the content exists and could be downloaded locally.

Maximum number of simultaneous active users

Figure 2: Histogram of the maximum number of simultaneous users

per file for all files with at least two users in our traces. User-overlap is i H
present for approximately 50% of the files, while 15% of the files have at3'5 Performance Impllcatlons for the User

least 3 simultaneous users at some point in time. Locality-aware peer-assisted content distribution mecha-
tive files and users follow the known diurnal patterns whileNisms may have further benefits in terms of performance
towards the beginning of the second day the number of ador individual peers. First, edge networks may feature
tive users and files increases significantly. Overall, therdnuch wider bottlenecks than the global Internet. In ad-
exists at least one file with at least two active users 25%dition, the number of hops between peers is likely to be
42% and 60% of the time for the January, April and Maysmaller and the associated propagation delays shorter, if the
traces. Accounting for the fact that a number of a|readytraffic stays within the ISP. For instance, a Gigabit Ether-
active BitTorrent flows at the beginning of our traces maynet Local Area Network is likely to offer shorter, higher-
have been missed, the percentages increase by 5%-10% #troughput paths, to local clients compared to the case
ter removing the first 5-10 hours of the traces. where clients are redirected to cross the Internet in order
The maximum number of simultaneous active peers pe‘o retrieve the same content. To test this assumption we
file in our traces is six. Fig. 2 shows the histogram of theProceed as follows.
maximum number of active users per file for all files re- Our packet traces allow us to observe the throughput
quested by at least two peers. Locality could be exploited®btained by each user for each file retrieval at each 5
for 50% of the files where users coincide (we consider timegminute interval. The aforementioned throughput value cor-
overlap of at least 10 minutes to regard peers as simulta€sponds to the performance experienced by the user using
neous). Moreover, we observe at least three simultaneotgday’s BitTorrent system. In a locality-aware variation of

351

Number of files
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peers for roughly 15% of the files. BitTorrent the peer is going to be served by a local peer
_ _ _ whenever such a peer is active. Consequently, for these pe-
3.4 Potential Savings on ISP bandwidth riods of simultaneous activity the peer is going to receive

Having established the co-existence of active users for thhigher throughput than the one measured in our trace. We
same file, we now quantify the percentage of “unnecessaryassume that the throughput offered by local peers is going
downloaded bytes. To estimate potential savings, we ago be atleast as much as the maximum cumulative 5-minute
sume two scenarios: a) the caching case, where all locahroughput the user achieves throughout the trace, i.e. the
pieces are available once downloaded irrespective of thpeer is capable of matching its maximum upload/download
availability of the peer having the piece, and b) the peerrate. If we callr(i,t) the rate measured in the trace for
assisted case, where only local pieces in active users ateser; at time intervak, andR(:) the maximum cumulative



networks are more likely to feature a larger pool of simul-
taneous active users, the associated benefits in download

ém Moo | times are likely to be even higher.

EZOO i Synopsizing our analysis of locality in our packet level
2 traces we observe the following:

£ 100- 1

1S O X

o File, byte and piece hit ratios range from 6%-18% in
a day, implying that approximately one in ten files is
downloaded more than once within the ISP in a day.

2
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o
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e Files are short-lived in the network with only a mini-
mum number of files being requested across months.

o
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Flgure 4:Implications of locality on user performance. The upper plot e Active users coincide at least 30% of the time and

presents the total download time per user without and with a locality- could potentially cooperate in a locality-aware P2P
aware p2p scheme. The lower plot presents the percent improvement in system.

the achieved mean download rate. o At least 20% of the downloaded content existed lo-
rate of user; across the entire trace, then our simulation cally in active users, while a minimum of 40% existed
works as follows: 1) while the cumulative number of bytes  |ocally in both active and nonactive users in two of our
downloaded by all peers is smaller than the file size, users  traces.

download at their measured rate@, ¢), 2) when the cu-
mulative amount of bytes downloaded by the active users
exceeds the size of the file, then all active users can down-
load the rest of the file they need &{7) (a rate which is
likely to be lower than the actual rate the user can receive
within his own network), 3) when useéfinishes the down- 4 Impact of Peer-Assisted Content Distribu-

load of the entire file, it leaves the network - the number of tion on ISPs: A global perspective

active users is reduced by one and the cumulative amount ] o ] ]

of bytes in the system is reduced by the number of byteé” 'Fhe previous sect|op we estapllshed the benefits of lo-
downloaded by the departing user (e.g. the file size): thi§allty aware peer—aSS|sted. solutions for a small ISR both
means that when the last user leaves the network the cumif! terms of ingress bandwidth as well as user experience.
lative amount of bytes in the system goes back to zero. Afn this section we study the impact of peer-assisted con-
the end of the simulation we measure the total number of€nt distribution systems on ISPs and content providers at a
bytes downloaded by each usermnd the amount of time larger scale. We assess the overall effects of such a sys-
it took for useri to finish the download. We then com- t€m, by studying the BitTorrent tracker log of the Red-
pute the average throughput each useould achieve in hgt v9.0 d|str|t_)ut|pn. .We analyze and compare traditional
the locality-aware case. client-server distribution approaches with existing P2P and
caching techniques, as well as locality-aware peer-assisted

We ran the simulation experiment described above for .
mechanisms.

the three most popular files in our packet traces. Notice In the remaining of the section, we first provide a de-

that these files had at least five user requests in a day ans%ription of the tracker log and the analysis methodology,

at least one user in the Torrent downloads the file in its . " 27
. . ) : and then present our findings for the various content distri-
entirety during the one day period. In Fig. 4, we plot the

average latency in the two tested scenarios (locality and nokgunon Scenarios.

locality) and the mean rate improvement for each user. Ap- o )
proximately 70% of the peers show increased mean rate i#.1  Tracker log description and content dis-

the locality scenario. The improvement ranges from mini- tribution scenarios

mal to more than 100% for a particular client, which expe-The tracker log spans five months, from April to August
riences a mean rate improvement of up to 150%, resultin@003, and consists of reports conveying the progress of in-
in a reduction in download time exceeding one hour. 24%dividual peers in downloading the 1.855GB of the Redhat
of the clients experience more than 50% faster download9.0 image file. As reported in [9] the user-population ex-
rate, while 30% of the clients see no improvement withhibits clear flash-crowd behavior.

locality since no other user is active at the same time for Each peer sends periodic (typically every 15-30 minutes)
that particular file and thus the file needs to be downloadedpdates to the tracker containing the amount of uploaded
from outside the ISP. Admittedly, the sample provided byand downloaded data for the specific interval. Every en-
our packet traces is very small. However, given that largetry of the log contains the IP address of the sender, a

e Peer download rates increase and download comple-
tion times per peer decrease for at least 70% of the
clients in an idealized peer-assisted scenario.



timestamp and the peer report to the tracker. Peer report®n) do not affect our analysis, and in fact they should be
typically contain the following fields:file hash peer id treated as distinct peers (downloaded/uploaded bytes affect
port, downloadedbytes,uploadedbytes,left bytes,event  the current ISP in each case).
(started/completed/stoppedp (optional) andnumwant After identifying the individual peers inside the network
(preferred length of the requested peer list). we group IP addresses into ISPs using the ASFinder mod-
Similar to our packet level analysis, identification of in- ule from the Coral Reef suite [12]. For the mapping we use
dividual peers through the tracker messages is the first e®GP tables from RouteViews collected in May and August
sential element in order to explore the impact of the Red2003. Having a global view of where peers are located
hat distribution on the ISPs through the BitTorrent net-inside the network we study the impact of the following
work. However, the procedure of distinguishing peers incontent distribution scenarios:
the log messages poses further challenges beyond the pit-e A server, server farm or CDN is responsible for the
falls highlighted in section 3. First, the peer id is always content distribution $cenario ). Peers receive the
random; user clients are not encoded in the peerid as, atthe content directly from the server(s) that reside outside
time, there existed one major client, namely the official Bit- the ISP network. Every peer request corresponds to a
Torrent client (http://www.bittorrent.com/). Second, user- transfer across the ISP’s Internet link.
sessions, especially multi-session downloads cannot be re- e A distribution system based on a standard P2P system
constructed in a straightforward manner (also discussed in  (Scenario 2. Here, content is distributed across peers.
[9]). A session is defined as a sequence of reports with the  Peers are matched based on random selections in the
same IP and peer id which is modified with every paused  network. However, we take into consideration the tim-

and resumed session. Thus, calculating downloaded vol-  ing information existing in the tracker log. Peers are
umes per peer is problematic as tt@vnloaded-byteseld matched only if both of them are active at a specific
refers to session and not overall bytes. Finally, users may time interval. Peers become active at the time of their
change IPs across or within the same session. first report in the log or with atart event. Similarly,

To disambiguate individual peers we employ the follow- ~ We consider peers inactive aftestopevent or in the
ing methodology: absence of a report for the specific peer within an hour.
A user is defined by th&® and the peer idn agreement Timing information and stop/start event reports are vi-

with our practices in section 3. If the local IP exists in the  tal for two reasons: a) They minimize the probability
peer report, we replace the IP address of the sender with ~ Of double-counting peers (smooth transition to a new
the local peer IP, only if it does not correspond to private-  Peer id), and b) they allow us to reproduce the dynam-
address space (e.g., 192.168/24, etc.). The source IP ad- ics of today’s popular P2P systems. If matched peers
dress may reflect NATs or proxies and thus the local ad- ~ appear both within the boundaries of the same ISP,
dress is preferred. their download/upload volumes are not considered for
To track multi-session downloads originating from the  the specific time-interval, as they do notincur any cost
same IP as well as users behind NATs, we correlate the  for the ISP (the transfer is local).

number ofleft bytes across consecutive reports from the o A distribution system based on a P2P BitTorrent-like

same IP and varying peer ids. The left-bytes field signi-  system Gcenarios3&4), where peers periodically re-
fies the number of bytes left to complete the overall down- define their peer list based on measurements of the up-
load of the file, decreasing with time for individual peers. load throughput offered by other peers in the network.

Thus, we regard as two separate peers, peer ids for which  |n this case a peer obtains the requested content se-
the number of left bytes is increasing across two consecu- lecting peers randomly from groups of active users of
tive reports with the same IP. On the contrary, if the number  comparable upload throughput (tit-for-tat policy). The
of left bytes in the current report isss or equato the pre- upload bands are based on a per-IP maximum upload
vious report, the two peer ids are merged into one (the most  throughput as observed throughout the log (scenario
recent), potentially underestimating the user population in 3), or on peeinstantaneousipload throughputs (sce-

some cases. . o nario 4). Similar to scenario 2, we consider all timing
We track peers changing IPs within the same /24 subnet  information (active/inactive peers) from the log, and
by maintaining a mapping of all peer ids to IPs. All re- transfers within the boundaries of an ISP are not taken

ports with the same peer id originating from the same /24 into consideration.
are treated as one peer (subject to our left-bytes condition
above). We observed approximately 50K such reports (ap-
proximately 2%). Users are less likely to switch IPs out-

side /24 net boundaries (at least within the time-scale of
minutes); however, note that users switching IPs across dif-
ferent ISPs (e.g., the download resumes at a different loca- 2The use of different routing tables does not impact our findings.

e A peerassisteccontent distribution system exploiting
locality within the ISP’s boundariesS¢enario . In
this scenario, a peer requesting content will be redi-
rected to any active peer (if available) within the same




. (a& Scenario 1 . (b) Scenarios 2,3,4 (c) Scenario 5 N (d) Scenario 6 )
Figure 57 Graphical representation of the examined scenarios. a) Each new download incurs additional cost for the’ ISP while the content provide

uploads as many copies as individual users. b) The content provider uploads less copies shifting the distribution cost to the ISPs through P2P. c) /
idealized peer-assisted solution ensures that one copy is downloaded per ISP while users cooperate internally. d) A caching solution where a copy
downloaded per ISP and all users are served from the local cache.

ISP (we discuss such mechanisms in Section 5). As- To quantify the ISP cost, we measure the total
suming that multiple active users within an ISP haveingress/egress bandwidth consumed, as well a®3He

the ability to cooperate, we nominate a “leader” peerpercentile of traffic in hourly intervals as observed on their
that first acquires the content and serves the rest adiccess links. Such metrics are of significant interest to ISPs
local users. The leader is the peer with the most availsince they typically translate to monetary costs. Scheme
able content (inferred by the left-bytes field) at every performance is summarized across ISPs using the average
interval. Thus, when a leader is active within an ISPvalue of the obtained distributions.

all other local peers are served by the leader. Note Content provider costis measured in terms of total traffic
that the leader is more of a conceptual entity for byte-served which corresponds to the bandwidth requirements
tracking purposes in the log, than an actual implementhat the provider should meet in each case. As with the ISP
tation of a peer-assisted solution. In reality, such acost, we also measure thg'" percentile of the total traffic
model assumes that peers have different, overlappingerved per hourly interval. Our findings can be summarized
or not pieces of the file and cooperate by serving eaclin the following points:

other; an assumption which should not be far fromre- o peer-assisted content distribution reduces ISP down-

ality since downloaded pieces are chosen randomly. link bandwidth by a factor of two.
e A distributed caching architecture&s¢enario § re- e A P2P locality case only requires 1.5 times the peak
sembling a perfect content distribution network with capacity required by a perfect caching algorithm.

caches at the access link(s) of each ISP. In this sce-
nario, we assume infinite-space caches at the edge of
the network, resulting in only one downloaded-copy
of the content per ISP. Clients requesting the content . . . -
are served locally by the cache. Thus, only the first ¢ ISP savings I the peer-a_msmsted scenario increase
download for each ISP incurs cost and will be con- roughly linearly to the logarithm of active users.
sidered. Caching would be the equivalent of a perfect ® The overhead of a peer-assisted approach in terms of
peer-assisted distribution scenario, where local peers ~ Peak load as defined by t195"" percentile, is mini-
are always active and can satisfy all requests. mal and in some cases even less than the respective
Fig. 5 graphically depicts the various scenarios. The con-  overhead of a caching solution.
tent provider shifts the cost of distribution to end-nodes ofln the remainder of this section we expand on the above
the network with P2P (Fig. 5(a)&(b)), while locality mech- findings.
anisms (peer-assisted Fig. 5(c) or caching Fig. 5(d)) pro-
vide savings for ingress ISP traffic. 422

e ISPs are required to upload just over only one copy of
the content satisfying at the same time a large number
of local peers with a local-aware solution.

Impact on Downloaded Traffic
4.2 Evaluation of content distribution sce- N this section, we consider the impact that peer-assisted
. content distribution has on the ISP’s downstream traffic.
narios , A peer-assisted distribution scheme can lead to downlink
We now evaluate the cost and benefits for the content

provider and the ISPs for all scenarios described in the prelgandmdth savings only if there are multiple peers concur-

vious section. First, we provide the evaluation metrics ancfently downloading the same file within the ISP. If no active

. : . . peers exist for the same file or the matching algorithm does
a brief overview of our findings, and then present extensiv o )
not have the ability to account for them, then the benefits
results for each case.

of peer-assisted distribution, in terms of downstream band-
4.2.1 Metrics and Overview width, can be significantly reduced.
We study the benefits and costs in terms of traffic volumes Table 3 presents the average value of the total and the
for the content provider and the ISPs. All scenarios are95'" percentile of the data downloaded by each ISP for
evaluated under the same set of metrics. our 6 content distribution scenarios and for both May and



August BGP tables (AS1 and AS2 respectively). P2P al- .
gofci]thms that match(nodes at random (Zcenari)(;)Z) providgable 3 Down_loaded data (in MB) by. each ISP. percent-
very little benefit in terms of ISP bandwidth savings com- 2983 show savings compared to the client/server model.
pared to client/server distribution. In fact, a P2P algorithrm | ASl(Avrg) | AS2(Avrg) [ AS1(957) [ AS2(95™) |
with random peer matching provides less ti24 band- 22; - 92‘;1(31730/ s 111%3(11330/) - 48(01430 7 852650/)
width savings over the case where the same file is distrib—<-5173757 (2:50/2) 1490 (2:60/3) 786 (222%) 843 (2.33@
uted once for each client. Sc.4 | 13872 (1.9%)| 15023 (1.9%)| 791 (1.7%) | 852 (1.1%)
However, current P2P systems such as BitTorrent do nQtSc.5 | 6710 (52.5%)| 7243 (52.7%)| 625 (22.3%)| 688 (20.2%)
rely on a completely random matching of nodes. As dis{ Sc.6 [ 1191 (91.6%)| 1268 (91.7%)| 459 (42.9%)| 490 (43.2%)

cussed in previous sections, BitTorrent features an algo-
rithm that leads to peers clustering according to their up- Tgpje 4: Average uploaded data (in MB) by each ISP.

load capacities. Such a P2P algorithm may result in lo- AST | AS? AS1 ASD

cality, if nodes within an ISP were to have similar down- (avg) | (avg) | (95") | (95th)
load/upload speeds. Client/Server - - - -

Table 3 shows that BitTorrent-like systems improve the P2P Random|| 17239 | 18188 | 750 789

: . P2P BitT 17551 | 18538 | 759 808

locality as more local clients are matched, however, t_he ex PP Locallty | 2827 | 2971 | 238 48

tra benefits _cqmpared toa ;ompletely random selection are savings 84% | 84% | 68% | 69%
almost negligible. A potential reason is that the user popu- Caching - - - -

lation for each throughput band is quite large, ergo random

peer selection within the band is more likely to lead to a_ . ] . ]
peer outside the ISP. This imposed cost is evident in table 4, where simple P2P

On the contrary, peer-assisted locality solutions of-content distribution results in high upstream bandwidth re-
fer high potential benefits. Our results show that guirements compared to the traditional client server model

peer-assisted locality-aware scheme can reduce the ISPT the caching infrastructure) where local users do not
ingress link utilization by a factor of two serve content.

Finally, the perfect caching solution provides the best On the contrary, locality keeps most of the traffic within
possible benefits for the ISP since only one copy of the¢he ISP’s boundaries while the amount of traffic uploaded
file is downloaded regardless of the number of internal re€xternally is reduced by more than a factor6ofIn fact
quests. Compared to the caching infrastructure, the peef0st ISPs only need to upload slightly over one copy of the
assisted locality-aware solution results in several times théle in order to satisfy a large number of internal useis-
optimal bandwidth requirements, since peers are not al@amination of theéd5'" percentile offers similar observations
ways active resulting in multiple downloads per ISP. Never-when comparing current P2P with locality aware systems.
theless, one should note that in absolute terms, the amouhtowever, cross-examination of the peak capacity across ta-
of traffic generated by such a peer-assisted scheme is onfjfes 3 and 4 shows that the peak upload capacity required
a small fraction of what a client/server solution would pro- iS much smaller than the download capacity.
duce.

In terms of thed5*" percentile, Table 3 demonstrates that 4.2.4 Impact vs. ISP size

locality-aware solutions perform much closer to a cachingye now examine how peer-assisted content distribution af-
infrastructure. In most cases P2P solution requires only  fects |SPs depending on their size. Fig. 6 shows the savings
approximatelyl.5 times the amount of peak capacity re- i, terms of total traffic and thest" percentile offered by
quired by a caching solutionP2P systems are most help- 5 perfect peer-assisted locality-aware solution compared to
ful when demand is high since a large number of simul- ¢jient-server solution depending on the maximum num-
taneous users provides increasing opportunities for Coofser of active users inside an ISP (which is a rough indi-
eration. However, when user populations is low, P2P sySzation of the ISP’s size). Fig. 6(a) shows that savings
tems like BitTorrent almost revert to a client/server model.from the peer-assisted locality-aware solution increase al-
Thus, P2P systems even though they do not operate at thgqst |inearly with the logarithm of the number of active
optimal when decreasing the total amount of traffic, they,,sers. While small ISPs do not experience high benefits as

appear most beneficial when they are needed the most (e-prected, medium and large-size ISPs greatly benefit from

during peak loads). the peer-assisted locality-aware systetn.fact, the ben-
efits for ISPs with more than thirty maximum active users
4.2.3 Impact on Uploaded Traffic are higher than60%. In terms of the95t" percentile, the

Since peers become servers in the P2P paradigm, ISPenefits are even higher for the same population size; for
are bound to observe increasing amounts of egress trak system with a maximum number of active users equal to
fic, which may considerably impact their bandwidth cost.thirty, the benefits are approximated9% (Fig. 6(b)).



Scenario 5 (P2P-assisted locality) Scenario 5 (P2P-assisted locality)
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(a) Savings vs. maximum number of active users (b) 95th percentile of savings vs. maximum number of active users
Figure 6:Ssavings of a peer-assisted distribution versus the traditional client/server model in terms of total traffic@ii¥l frercentile with respect
to the ISP size (maximum number of active users). ISPs with more than thirty active users experience savings of 60% and 80% for total and peak traff
respectively.
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(a) Overhead of a locality-aware algorithm over a perfect (b) Overhead of a locality-aware algorithm over a perfect
caching system as a function of the ISP’s size caching system as a function of the ISP’s size (95th percentile)

Figure 7:Comparison of the peer-assisted distribution versus a perfect caching infrastructure. While in terms of total traffic the overhead appears higt
the two scenarios appear equivalent in terms of peak traffic. The overhead in terms of total traffic flattens out with increasing ISP size.

4.2.5 P2P Locality-Aware vs Proxy Caches .
y-Anare v o Table 5: Total egress server capacity

, , i , AS1 AS2 AS1 AS2

We now examine how optimal the_ peer-assisted solution (avg) @vg) | (95 | (95th)
appears compared to per-ISP caching. Client-Server|| 59.8TB | 59.8TB | 171B | 1718

. . P2P Locality || 28.4TB | 28.3TB | 8.1TB | 8.1TB

Figure 7 presents the ratio of bytes downloaded by a savings 525% | 52.7% | 52.3% | 52.3%
peer-assisted solution versus a caching solution. The over- | Caching 5TB 5TB | 1618 | 1.6 1B
head of a peer-assisted solution can be quite high compared savings 91.6% | 91.7% | 91% | 91%

to the caching solution for small ISPs, since the request
rate is low. As the ISP size increases, the overhead of th4.2.6

peer-assisted solution also incregses and large ISPs ne(_adr_tfﬁa”y, we consider the reduction in bandwidth enjoyed
do;'mload alarger nurr1nber thCOpéeS comparedﬂto a cachlngy the content provider when a peer-assisted locality-aware
solution. However, the overhead appears to flatten out aly,ion js used. To estimate the amount of data served by

large ISP_ sizes since large number of active users ensur@s, .ontant provider in the peer-assisted case, we assume
Cooperation. that requests which are not satisfied within an ISP need

On the contrary the overhead of a a locality-aware solul0 be satisfied by the content provider. This is an upper
tion is small compared to caching in terms of #" per-  bound of the amount of bandwidth required from the con-
centile. Indeedthe 95" percentile of the peer-assisted so- tent provider since a fraction of the requests would also be
lution is equal to or even lower from the one of the cachingsatisfied by other ISPs in a P2P system.
scenario The lower95t" percentile in the peer-assisted  Table 5 demonstrates tHatality results in less than half
case results from the fact that most peak rates observed the resource requirements when compared to the client-
the peer-assisted solution are lower than the peak rate sferver model both in terms of total egress traffic &5¢
the caching scheme, thus pushing the percentile closer foercentile Further, a caching solution reduces the total
the mean rate. egress capacity by one order of magnitude.

Impact of Locality on the Content Provider



Table 6: Downloaded data (in MB) by each ISP for different locality algorithms.
[ | 124 [ /16 [ DOMAIN [ Hierarchical [ Proxy Tracker]
P2P Locality (Avrg) || 13964 (1.2%)| 11643 (17.7%)| 10864 (23.1%)| 10227 (27.5%)| 6710 (52.5%)
P2P Locality 05t") || 779 (3.1%) | 698 (13.2%) | 709 (11.8%) | 689 (14.3%) | 625 (22.3%)

that different clients in the same domain may span multiple

Table 7: Uploaded data (in MB) for each ISP. ASes, thus, generating large amount of cross-over traffic

[ [[ 24 ] 716 | DOMAIN [ Proxy Tracker]

among ISPs.
Eiﬁ tgﬁ E)Ag)\t/;%) 5341175 42%566 4278%5 2283287 Static prefix-based solutions (e.g. /24, /16) that match
users within a certain prefix perform overall slightly worse
) ) ) than a DNS based solution. Small prefixes (e.g. /124) result
5 Locality Algorithms and their Perfor- in creating small groups with a limited population of active
mance users, while on the contrary, very large prefixes result in

In this section we describe two simple potential imple-users being too spread across multiple ISPs. Our results
mentations of a peer-assisted content distribution mechndicate that the best prefix-based grouping is /13, which
anism and compare their performance. Locality may beperforms slightly better than the domain-matching case.
implemented either by ISPs or be imposed by the content Finally, we also examine the performance of a
provider. ISPs may implement a locality-aware BitTorrent- hierarchical-prefix matching solution where users are first
like system by deployingroxy-trackersat the edges of matched within a /24 prefix, then, /16, /14, and finally /13.
their network. Proxy-trackers will then intercept requestsThe advantages of such a hierarchical solution would be
of local peers and redirect them to any existing active userthat a) peer-matching can dynamically accommodate ISPs
within the boundaries of the ISP. This practice correspondof different sizes, and b) nearby peers within an ISP are
to our peer-assisted locality scenario which we extensivelynatched first. The hierarchical-matching algorithm pro-
studied throughout the previous section. However, suclvides the best performance after a proxy-tracker matching
infrastructure-based solutions are not always possible tscheme, although, it still fails to match a large number of
deploy and maintain. local peers. This may be due to the fact that ASes typi-
Alternative locality-based algorithms may be supportedcally own non-consecutive ranges of IP addresses, a prac-
by the content provider without relying on extra infrastruc- tice that decreases the effectiveness of any prefix-matching
ture being deployed. Such locality solutions could be im-algorithm.
plemented with small modifications to BitTorrent trackers
and cquld consider algorithms paged on simple p(efix ruIe_sG Related Work
domain names, or more sophisticated hierarchical prefix

matching rules, network-aware clustering [13] or routing previous work on BitTorrent has focused on measurements
table lookups (the two latter cases would lead to perfor{4, 9], theoretical analysis [22], and improvements [27].
mance very similar to the proxy-tracker scenario). Izal et al. analyze the log of a BitTorrent tracker show-
To evaluate the performance of such algorithms, we asing the flash-crowd effect of a single file, download speeds,
sume a certain division of clients among ISPs based oand the amount of time that peers stay after they have com-
AS information from our May BGP table (results are sim- pleted the download [9]. Pouwelse et al. present an exten-
ilar for August). Then, we compare the performance ofsive analysis of BitTorrent showing availability, peer up-
different locality algorithms versus a perfect P2P locality-times, and providing a better understanding of peer inter-
aware system that would utilize a proxy-tracker at the edgerrival times [21].
of each ISP. Note however that the resulting matching of Apart from BitTorrent, several measurement studies
peers in the peer-assisted scheme will be inefficient whehave addressed the issues of availability [2, 3, 8], in-
the imposed locality algorithm does not match AS bound-tegrity [29], flash-crowds [4][14], and download perfor-
aries (for example a locality algorithm based on a /16 prefixmance [1][26][25][3] in other P2P systems. Saroiu et
matching). al. use SProbe (sprobe.cs.washington.edu) to measure the
Tables 7 and 6 show the amount of data downloaded andandwidth of Gnutella peers [25]. Liang et al. provide
uploaded by each ISP depending on the locality algorithman extensive study of the performance of the KaZaA net-
used. The percentage results in brackets are the savinggrk [15]. An analysis of Gnutella traces in terms of re-
with respect to a client/server solution. Table 6 shows thasource demand, popularity of particular search terms, over-
locality solutions that try to match clients within the same lay topology, and node latency was presented by Nogueira
DNS domain are not as efficient as proxy-tracker solutionset al. [18]. Gnutella data, was also examined by Ripeanu
however, they provide roughl§0% of the overall bene- and Foster [23], focusing on node connectivity, overlay
fits. The limitations of such a solution arise from the facttopology, and protocol message overhead. A trace analysis



of the network traffic from the perspective of traffic char- the flash crowd effect reduce the observed hit ratios) versus
acterization and bandwidth provisioning was presented byne tracker in the Redhat log data.
Sen and Wang [26]. Markatos [16] conducted a study of Peer-assisted vs. existing content distribution solu-
Gnutella protocol traffic aimed at caching query/responsgions: Our analysis does not in any way suggest that peer-
traffic to reduce network load. Leibowitz et al [14] exam- assisted solutions should replace current content distribu-
ined Kazaa traffic to determine proportion of total networktion practices such as CDNs. Issues such as file availability
traffic by file popularity. with small user population, limited end-to-end connectiv-
To the best of our knowledge, this paper presents the firsty with NATs, security, reliability and service guarantees
rigorous study of the impact that peer-assisted content disaeed to be robustly resolved before such solutions can be
tribution solutions have on ISPs from both a local and adeployed in a commercial setting. In the meantime, our
global perspective. The fact that users in peer-assisted séindings suggest that peer-assisted schemes will definitely
lutions only form a sharing community only while down- prove beneficial when complementing current practices.
loading the same file, significantly differentiates them from Impact of peer-assisted content distribution on inter-
other existing file-sharing applications and has importanhal ISP traffic: While locality-aware peer-assisted solu-
implications in the potential benefit of locality-based solu-tions appear attractive for ISPs, we would like to stress here
tions. For instance, [24] provides an extensive analysis ofhat decreasing egress traffic may create the need for traf-
content delivery systems, including CDN caching, KaZaafic re-engineering within ISP boundaries to account for the
and Gnutella. However, their results do not carry over welladditional internal upload traffic. Increased upload traffic
to peer-assisted solutions such as BitTorrent where coopmay prove especially important for those ISPs that depend
eration only happens if clients are active and sharing th@n other carriers to deliver last-mile traffic (e.g., European
same file. Tier-2 ISPs). In fact, for such ISPs, utilizing their transit
Regarding the locality analysis, previous studies havesgress capacity might result in a more cost-effective solu-
proposed new ways of clustering peers (e.g. [5][19][20])tion rather than re-routing traffic internally. Caching, on
and studied the potential benefits of locality in P2P file-the contrary, fits naturally with the traditional asymmetric
sharing systems such as KaZaa and Gnutella [8][24]. Irarchitecture of today’s ISPs, where the downstream chan-
this work, we quantify the potential benefits of peer-nel is more heavily provisioned relative to the upstream,
assisted locality-aware solutions in a real setting and studgriven by the assumption that customers download more
the benefits of very simple locality algorithms that requirethan what they upload.
minor changes to existing solutions. Moreover, we study
the potential benefit that locality-based solutions have for
the content provider and the clients in terms of bandwidth8

reduction and decreased download times respectively.  gased on payload packet traces as well as tracker-based
logs, we have studied the impact that local-aware peer-
7 Discussion assisted content distribution solutions can have on ISPs,
content providers, and end-users. In particular, we
Our analysis thus far has presented a detailed descriptidmave identified that current P2P solutions are very ISP-
of the cost and benefits of locality-aware peer-assisted corunfriendly, generating large amount of unnecessary traffic
tent distribution. However, we would like to stress here aboth downstream as well as upstream.
number of implications based on our findings. We studied locality in the context of BitTorrent. Our
Global vs. local benefits Our analysis presents two traces indicate that BitTorrent is locality-unaware, severely
different perspectives of the potential long-term benefits ofncreasing ISPs’ bandwidth requirements. In particular, up
peer-assisted content distribution. While in the global cas¢o 70-90% ofexisting localcontent was found to be down-
total savings appear significant, locality appears to only ofioaded from external peers.
fer minimal savings in our monitored network. This dis- In BitTorrent, users typically only share content while
crepancy is due to various factors, some inherent to eactheir download is active. Our results show that such
case, others reflecting our measurement data. First, sin@efeature does not significantly impact the benefits of a
savings depend on the ISP size (section 4), benefits are linBitTorrent-like solution. In fact, we found that users re-
ited for our monitored network (smaller than typical ISPs questing the same file within an ISP overlap 30%-70% of
with a limited number of simultaneous active users). Fur-the time and could, therefore, efficiently help each other if
ther, while the tracker log covers a period of six monthsa locality algorithm were in place. Furthermore, by hav-
(including the initial flash crowd effect), the duration of ing users stay longer after the download is complete and
all our packet traces is roughly a day thus hiding potentiakhare their content, the potential benefit of a locality al-
benefits. Finally, locality analysis for our monitored ISP gorithm would be an extra 20%-40% in terms of reduced
reflects a large number of files (unpopular files or files pastiownloaded bytes by the ISP.

Conclusions



Peer-assisted content distribution incurs significant up-[5]
stream capacity costs for the transit links (roughly dou-
bling the bandwidth requirements). However, simple local- [6]
ity based mechanisms can rectify this effect, approximating[7]
the performance of a perfect caching architecture. Overall,
locality-aware peer-assisted algorithms decrease the band®!
width of the content provider’s egress link by more than a
factor of two. Strategies such as those used by BitTorrent[Q]
trying to match users with similar capacities provide little
locality benefits.

The benefits of a peer-assisted locality solution increasélol
with the logarithm of the number of active users. Our find-
ings show that as soon as there are more than 30 acti\ﬁl]
users within an ISP, a peer-assisted locality solution pro-
vides more than 60% savings in terms of ISP’s ingress traff; 5
fic compared to a client/server distribution.

On the contrary, a peer-assisted locality-aware solution
generates five times more traffic on average through thé3]
ISP’s link than a perfect caching solution. However, in
absolute terms this represents only a small fraction of thét!
traffic generated by a client/server solution.

The benefits of a peer-assisted solution are always mucfs,
more pronounced in terms 85" percentile, thus, absorb-
ing peak loads and reducing the monetary impact on ISPs
and content providers. Simple locality-aware mechanism$L6]
based on domain-name grouping, or prefix grouping pro-
vide roughly 50% of the potential benefits.

Our study shows that while current peer-assisted conter{‘tw]
distribution solutions are ISP-unfriendly, this is not a fun- 4,
damental limitation and that minor modifications can in-
deed significantly reduce the costs of all parties involved
in the content distribution process. Such simple modifica-
tions to peer-assisted protocols can provide a cost-effective?
solution that can be exploited by content providers to scale
and accelerate the delivery of content to millions of users,,
without pushing ISPs towards regulating or blocking such

traffic. [21]
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