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INTERNATIONAL TELEMATICS LTD.

•Specialises in designing and manufacturing of Telematic solutions 

for companies with remote assets such as road vehicles

• Ibright – Telematic Computer for Fleet Managers

• GPS

• Engine Management Interface

• Driver Behaviour Monitoring (Swerving, Braking, etc.)



THE PROJECT

•To develop an application to predict truck stop durations at 

pickup/delivery sites

•Use of previously recorded sample data

• Truck details

• Pickup/delivery site details

• Currently recorded known stop duration of a truck at a site

• Day and time of the service



NODE.JS AND MONGODB

•What is Node.js?

• Platform built on Chrome’s JavaScript runtime

• Event-driven and non-blocking I/O model

•What is MongoDB?

•Open source NoSQL database

• Document database

• High performance and easy scalability



PREDICTION TECHNIQUES

•Data Mining Techniques

• Supervised Learning

• Unsupervised Learning

•Cluster Analysis (Unsupervised)

• Unsure about the data structure

• Possibility of no error/reward signals to evaluate a solution.

• Adaptable to changes



CLUSTER ANALYSIS

•Divides data into groups based on relational 

information in the data

•K-Means Clustering Algorithm

• Initially choose K number of total clusters/

centroids

• Assign each data object to its nearest 

cluster/centroid



IMPLEMENTATION METHOD

•Partition the data based on the different Geofences (locations of 

stops) recorded in the sample data 

•Randomly select 5 points in each Geofence Partition – Centroids 

•Assign the data objects in each partition to its nearest centroid 

to form clusters around the centroid

• Nearest centroids found using Euclidean Distance



IMPLEMENTATION TECHNIQUES

•Euclidean Distance

•Measure the distance of similarity of two data entries.

• Each attribute of a data entry has a specific weight of importance

• Boolean used to measure similarity of non numerical data

• Internal Cluster Validation

• Silhouette Measure (Average inter-cluster distance measure)

•Final Prediction Evaluation

• 10-Fold Cross Validation



EUCLIDEAN DISTANCE 

• 𝑑(𝐴, 𝐵) = 𝑤1(𝐴1 − 𝐵1)
2 + 𝑤2(𝐴2 − 𝐵2)

2 …+ 𝑤𝑛(𝐴𝑛 − 𝐵𝑛)
2

Example - Data attributes are VehicleID, Month, and Duration (500s max)

• A = (“1001”, June, 400) and B = (“1001”, July, 150)

→ 0.25(1001 == 1001)2 + 0.25(𝐽𝑢𝑛𝑒 == 𝐽𝑢𝑙𝑦)2 + 0.5(0.8 − 0.3)2

→ 0.25(0)2 + 0.25(1)2 + 0.5(0.5)2

→ 0 + 0.25 + 0.125

→ 𝑑 𝐴, 𝐵 = 0.61 = Distance between data entry A and data entry B



INTERNAL CLUSTER VALIDATION

•Silhouette Measure

• 𝑠 𝑖 =
𝑏 𝑖 −𝑎(𝑖)

max{𝑎 𝑖 ,𝑏 𝑖 }
, −1 ≤ 𝑠(𝑖) ≤ 1

• a(i) = The average distance of i to all other data entries in its cluster

b(i) = The distance between i and closest neighbouring cluster

•A positive value of s(i) means that the data entry is 

appropriately clustered, where a negative values means it is 

not



MY APPLICATION















NEXT STAGES

• Improve accuracy of clusters and centroids

•Research and implement techniques to find a final prediction 

result

•Final evaluation of this final stop prediction
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