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Summary:

This session my progress is translate and present the content and messages of 3 articles from latest developments of iSCSI 

And write a user brief for request for proposals. 
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The basic structure and apply iSCSI SAN
Nearly all medium and small size organization in IT area has already built efficient Ethernet structure, so iSCSI SAN is easy to be built, cost effective and be flush of people who can manage it, plus the superiority of Storage area network, it will be most used by medium and small size organization in the future.

SAN let people think which only service for big size organization. With the improvement of the technology, medium and small size organization can use the advantage and functionality of Storage area network.
SAN is network which connect the server side and storage devices. Compare with DAS which is directly connect server and storage devices, both of them have high transform speed but SAN have more extendable and in special area like commercial, large-size organization fibre channel SAN are wildly used.

But when we face the advantage of SAN like Centralizing data storage, Connectivity over long distance, linearly extendable, fault tolerance and lot of add on functionality, even high bandwidth for data transformation are still needed by small and medium size organization.
Two main structure of SAN

1. Fiber Channel: the oldest SAN technology, wild used in great size organization.

2. iSCSI: another name is internet SCSI/IP SAN. Is a lower lever SAN structure and have great future.
Opportunity for iSCSI SAN

Because nearly all medium and small size organization in IT area has already built efficient Ethernet structure, iSCSI SAN is easy to be built, cost effective and be flush of people who can manage it, plus the superiority of Storage area network, when we build a iSCSI SAN we can predigest most loading time and validate process, at same time no need to add professional manager for SAN.

Ethernet switch technology make iSCSI SAN can cross different web area, connect many switch, make high performance, easy to extension solution. There are many company already give iSCSI software and hardware like IBM, HP, EMC, Intel, ATTO, Adapec, Qlogic, LSI, MCData…..

Following is describe of iSCSI SAN structure and how to apply iSCSI SAN.

Host side

Host side mush is the side which sends iSCSI command. common way there are following way

1. Software driver program: just like driver program or service, user side needs install this software only and through Ethernet save and take iSCSI SAN storage devices. at present Microsoft iSCSI initiator(windows) be published.
2. TOE card(TCP/IP offload Engine): Can effect reduce the high load of host side and improve the speed of transform speed, using in server, iSCSI storage and web saving, like Adaptec and so on, can suppout Windows, Linux, Solars.

3. iSCSI card: ISCSI card is a specialist iSCSI high speed transformation interface card, work as SCSI card and FC card in server and work station.
Switch

1. Ethernet switch can use in iSCSI, so we can find it really easy. Most switch can connect iSCSI host side and iSCSI storage devices directly and make our SAN system. Prevalent thinking, when 10Gb/s Ethernet switch prevalence, need for specialist iSCSI switch will less then our thinking.

2. iSCSI switch: there are lot of company suppout iSCSI switch but after we read there specification, most of them is just a bridge devices which convert SCSI or FC to iSCSI, or insert virtual storage in switch which can improve add on value/price. When we choice this price is first factor.

Storage devices

1. directly iSCSI disk array
Disk array support 1 or 2 Ethernet interface connect to switch and as a iSCSI storage devices. 

Can only add or change the disk on disk array, no more extendable.  

2. using iSCSI converter/bridge
Convert SCSI or FC to iSCSI Ethernet interface, use LUN connect all logic disk to Ethernet. 

This on easy to install, cost effective, extendable, even CD/DVD/MO disk can be a iSCSI storage devices shared on SAN. The speed of iSCSI converter is more than 100Mb/s which can fully support iSCSI.

3. Storage server

We can install SCSI target software like SANmelody, IPstor, WinTarget on our computer and built a storage server. For this one we must consider the performance and reliability of server to exertion effective and functionality.
Future of iSCSI SAN

Soon more and more organization will join iSCSI SAN, we can using second level appliance, data backup and huge number of media data storage at beginning. With iSCSI specialty and advantage, the future of iSCSI is non-limit. 

High level using with iSCSI SAN
Since IETF public iSCSI standard there are more and more iSCSI equipment. But what can iSCSI do, no only on disk array, but also some other solution?
Backup- recovery accelerator

For improve and accelerate the backup and breakthrough the congenital limit of type backup system, we can using two level backup solution which is using type in first level and in other times transform data with many copies to disk or other storage space in second level. So for the whole system, first level worked as a temporary cache and we can use cheaper disk array. at present accelerate backup and recovery is ripeness use with iSCSI technology.

Using in disaster recovery

We can using iSCSI’s connect over long distance ability, put whole backup system in the remote side and layout a automatic remote recovery mechanism. Anciently the cheapest way for remote backup is copy the type and sends to remote side by manual work. By using iSCSI storage devices we can let data been saved and backup automatic on remote machine. Then we reduce the manual work and risk from error.
When autochthonic side get report of disaster and we can sill save and using the data in the remote side with iSCSI. This low price disaster recovery is a great choice for medium and small size organization.
Introduce to High availability solution

The reason for an organization build HA solution is for a open system solution which can reduce the down time of accident to the lowest. 
Problem at this point –stability of network bandwidth
 iSCSI have lower cost, easy to built, management over long distance and more advantage, but the stability of IT network is a bottleneck of iSCSI, if a company put all information on iSCSI storage space, nobody can tolerance for lose connect to network course system breakdown. So improve bandwidth and have a suitable environment is important. 
How to using iSCSI built Microsoft congregate storage structure

The foundation of maintain the stability and improve the system usability is backup data on time, using disk array to make sure saving is safely, then adopt congregate storage structure build fault tolerance mechanism. Microsoft system support congregate service structure which can help IT manager from increase system usability, balance the load of web server to end side server congregate fault tolerance, built basic non-abortive structure for organization. 

To make congregate easy to layout and execute, windows server 2003 can using direct built-in congregate service and no need for extra install.
Help IT professional people breakthrough bottleneck of congregate storage

From system view, Microsoft let congregate become easy. IT people more easy to built high availability system structure and we still need thinking one three challenge.
1. who be familiar with system manage may not familiar with storage manage

Most storage devices built with assistance from professional manufacturer and manufacturer doing maintenance of system. But system need be adjust all the time, like add more disk, more space, other server connect, so for ability of deal with emergency, IT people must familiar with redressed and maintenance
2. the cost effective of storage devices

The capability, disk type, interface of congregate storage devices is different. SCSI disk array can satisfy 2 point congregate storage, not can not extension to big structure. 
3. can system grown as company grow

Storage capability and speed should grow as company size grows.
Using windows storage server structure built congregate storage system
What we can do to help IT people breakthrough this bottleneck? From another view, we should using the technology and knowledge which IT people already know, and integrity it. Windows storage Server is storage integrity flat like this.

For example we install windows server 2003 inside server and let professional manufacturer support hardware. Let IT people using windows manage and web manage familiar with storage manage.

If we want Windows storage server storage structure can support congregate storage system, we must using iSCSI which let SCSI command can travel in IP network. Using windows Storage Server plus FalconStor iSCSI storage Server for Windows Storage Server 2003, we can let Windows Storage Server as iSCSI Target, and Windows server just need download Microsoft iSCSI initiator from Microsoft webpage and install it, we can using iSCSI for transmitted between shared disks.

Three great advantage of congregate storage
1. Using the technology which IT people familiar with.

2. more flexibility manage to congregate storage capability 

We can let manager control whole system on their set with web management. Using Brower we can add now disk to congregate and presences with Terminal connect to congregate server add new disk recourse.

We can also using disk tool built in Window server 2003 like Diskpart to extend the free space on congregate disk array. And we don’t need shut down server and stop any service.  
3. effective according to invest

We can use built-in disk array space manager tools in Windows storage server when our company just started and connection more and more disk array. 
Thinking on Storage security

IT people will suspicion on security with IP network and Windows server. One fold job let Windows storage server can work steady as a expert storage server.

We can shut down all incompatible equipment like Client for Microsoft Networks and File and Printer Sharing for Microsoft Networks to avoid virus attack. Using Windows server built in firewall limit abnormality action, only appropriate service to avoid hacker and malice attack.

Thinking and layout on storage efficiency

Is the performance of iSCSI become bottleneck of system?

In iSCSI transfer we need convert SCSI command and data to TCP packet and send it on IP network, so any convert will reduce the performance. But from test data we found the ullage between iSCSI transfer and direct SCSI disk array is 10% and if we use better disk array, we can get more effective. 
Unremitting evolution and more solutions
iSCSI started at 1996, become a standard in 2003. Most storage manufacturer support iSCSI and Microsoft will release free download of iSCSI initiator 2.0. which can support real Microsoft MPIO structure, using Load Balance Policy control the connection between storage network and built more security network.
User Brief
At present most storage devices in CNZ Company using DAS connect, this make data decentralization, hard to management, not security and lower the total efficiency. So fully consider on colligate storage and backup, reduce number and type of storage devices, connect between new and old system and cost effective to choice best iSCSI Storage are network solution.

The design of data storage and backup should focus on e-commerce and using advanced storage, network and medium technology to build an integrity iSCSI storage area network for high efficiency data transformation and sharing. This storage area network should work for whole company about 150 computers and should contain VOIP and maybe video commerce service. So the total data transfer rate should be at least 700mb/s，and may need to upgrade to 1.5Gb/s if we want to fully support video transfer (we are using 1gb/s Ethernet), and it need consider following points.
Fully Storage area network functionally 

· Centralizing manage

· Open and Multi-protocol support

· Availability

· Scalability

· Modular

· Secured 

· Upgradeable and Scalable 

High availability
The whole system must have great stability, can work long time with out fault. So develop an effective data storage system is really important. This will include advanced storage devices and advanced storage management software.

High reliability
The storage system should have the fault tolerance. Validate before using the data to confirm data on storage devices are correct. And make sure we are immunity of virus, virus detection before auto and manual save is important. 

High performance
Whole network system should base upon Gigabit Ethernet and the capability of storageis at least 2TB and 10TB extendable. 

We need back up huge number of data in short time. And two level backup systems are needed. First level using cheap disk as a temporary cache and data finally saved at second level disk array.

And the back up system should have ability to recovery a directory on a disk, one disk or whole system.

Easy to management

To reduce the complexity of management, we need iSCSI SAN management software with friendly interface, easy to control and powerful functionality. Then try to use congregate storage structure to decrease number of disk unit...
Extendable 

When we built this iSCSI SAN we require to think about extendable of system. The capability and speed of SAN can be improved with company size grown. The aim in this project is 10TB extendable.

Practicability
This project should fully consider of practicality and budgetary. Use lowest cost to built acceptable performance iSCSI Storage area network. And the core modules in our system: Cost effective.
