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Hardware used in iSCSI storage area network 

Summary:

This session my research is forces on hardware used in iSCSI storage area network. One of the great Feature for iSCSI storage area network is cost effective. But hardware using in iSCSI SAN always cost lot of money. So get a balance between cost and effective is very important for us. In this report I will cover which hardware is most using in iSCSI SAN and some example with there price.
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iSCSI SAN hardware
As I have write in previous report, a complete SAN need at least one iSCSI router or iSCSI bridge, two iSCSI switch and many LAN server as client side in iSCSI SAN which have iSCSI NIC card or iSCSI adapters for connecting to our iSCSI SAN and many storage disk array or storage resource as server side in iSCSI SAN which have iSCSI connecting too, which are always integrity inside storage devices. 
A complete SAN should have a administer console and have iSCSI NIC card inside it for connecting to our iSCSI SAN which can doing SAN management and monite. And one backup system, which can be tape, storage disk array, or replication from remote backup machine. 
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iSCSI router
iSCSI router used for connects network-attached storage arrays and other storage-area network arrays to clustered servers via ethernet or Fibre Channel. Can support multiple cards to single iSCSI router

Multiple HBAs in separate servers can be used in conjunction with a Gigabit capable switch connected to an iSCSI capable router with Fibre Channel ports. This is then connected directly to a native Fibre Channel RAID Array. This configuration is also appropriate as the next step in transitioning to an iSCSI front-end SAN with Fibre Channel storage devices. 

(http://www.enterprisestorageforum.com/technology/features/article.php/11192_1547831_2)

Some simple product
The product, dubbed StorageWorks SR2122 iSCSI storage router, was designed exclusively for HP by Cisco Systems. The device has the ability to bridge and route storage data between an IP-based array and a Fiber Channel (FC) array, said Mark Nagaitis, director of product marketing for HP's infrastructure and NAS division. 

Nagaitis envisions the SR2122 iSCSI storage router being used to connect servers in remote sites to connect back to the FC-based SAN and to connect servers that don't need as much performance, or for companies that don't want to buy and install another host bus adapter in a given server. 

The SR2122 has two Gigabit Ethernet ports and 2Gb FC interfaces for connecting to the SAN.
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Price (US$):

HP CPE 3Y 4H 13X5 HW SR2122 RTR - $2,469.95 - Tech Depot
HP CP 3Y 4H 13X5 HW SR2122 RTR - $2,534.40 - PriceGrabber.com
HP CP 3Y 4H 24X7 HW SR2122 RTR - $2,803.95 - Computers4SURE 

 (http://www.infoworld.com/article/03/02/25/HNhpiscsi_1.html)

Cisco 5420 IP Storage Router

Includes:

· [image: image3.jpg]



· 1U high stackable appliance 

· iSCSI technology 

· Fibre Channel port 

· Gigabit Ethernet port—1000Base-SX 

· High Availability 

· GUI / CLI / SNMP Management 

· Fibre Channel point-to-point, loop and fabric 

· Access Control Lists (ACLs) for secure access to storage 

· Logical Unit Number (LUN) mapping 
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With the Cisco SN 5420 Storage Router, any application that can access storage using the SCSI protocol becomes an IP application. This capability enables your existing application software suites to operate without modification.
Price: US$3299
(http://shopper.cnet.com/Cisco_SN_5420_router/4014-3319_9-6057637.html?q=)

(http://images.google.com/imgres?imgurl=http://www.cisco.com/global/TH/images/news/200204_router_cisco_sn_5420.jpg&imgrefurl=http://www.cisco.com/global/TH/about/news/200204_router.shtml&h=180&w=357&sz=13&tbnid=jqVmPAz94MMJ:&tbnh=58&tbnw=117&hl=en&start=5&prev=/images%3Fq%3DCisco%2BSN%2B5420%2B%26hl%3Den%26lr%3D%26sa%3DN)

iSCSI switch
iSCSI switch is used for add more intelligence to data transfer management. They can determine if data should remain on a LAN and transfer data only to the connection that needs it.
Simple product

Cisco MDS 9506
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The Cisco MDS 9506 Multilayer Director delivers multiple layers of intelligence, including multi-protocol support (Fiber Channel, iSCSI, FCIP), Virtual SANs (VSANs), embedded diagnostics and role-based security. With these innovations, companies can build highly scalable, available storage networks with comprehensive security and unified management.

The MDS 9506 delivers industry-leading performance (1.44 Terabits internal system throughput), port density (up to 128-ports) and high availability, to lower TCO and enable integrated SAN infrastructures. MDS 9000 Modules, including 16- and 32-port 1 or 2 Gb Fiber Channel Switching Modules and an 8-port IP Services Module, are interchangeable across MDS 9000 Directors and Fabric Switches, providing a smooth migration path, common sparing and investment protection. Integrated management, including an embedded Fabric Manager and integration with HP OpenView-SAM and CiscoWorks RME, provide ease of administration to improve customer productivity.

(http://www.pcuniverse.com/product.asp?pid=2930473&m_id=32)

HP ProCurve 4108GL Modular Switch with 72 10/100 Ports 
Reinforcing HP's offering of affordable, high-availability products, the HP ProCurve Switch 4108GL is a high-performance, Layer 2 modular switch, meeting high port density needs at the edge of the network. The HP ProCurve Switch 4108GL comes in a bundle as an 8-slot chassis with 72 10/100 ports, power supply, and transceiver module, or as an empty 8-slot chassis with power supply. Available accessories include 10/100BaseTX module, 100/1000BaseT module, transceiver module, and redundant power supply. This product features hot-swappable modules and iSCSI support.




(http://www.tigerdirect.com/applications/searchtools/item-details.asp?EdpNo=1234363&Sku=H24-J4861A&SRCCODE=GOOPROD&CMP=OTC-FROOGLE)

HEWLETT PACKARD - procurve switch 5308xlan 8slot l2-4 chassis


 

SANRAD V-Switch 2000
SANRAD V-Switch 2000 combines an interoperable dual port iSCSI gateway with SANRAD StorageProTM Management Services for cost effective IP Connectivity, full block-based data access, network volume management, integrated data replication and traffic optimization.
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Price(US$):

HP - procurve switch 5308xlan - $2,324.78 - SHOP.COM
HP ProCurve 4108GL Modular Switch - $3,817.99 - TigerDirect.com
Cisco MDS 9506 Switch - $45,861.62 - PC Universe

Sanrad V-SWITCH 2000 - only $1310.99

iSCSI bridge

Bridges convert network data formats and perform basic data transmission management. Bridges provide connections between LANs. They also check data to determine if it should cross the bridge. This makes each part of the network more efficient.

Simple product

POTOMAC iSCSI Bridge

[image: image14.png]



Features 

· Maximum return on existing investment. 

· Ease of implementation. 

· Detailed GUI. 

Interfaces

Host Port:
1 Gigabit Ethernet Port; transfer rate 200MB/s (burst) auto negotiation for 10Mb and 100Mb networks

Slave Ports:
LVD/SE : Auto sensing SCSI Ultra 160; maximum transfer rate 160MB/sec Connectors

PRICE: about US$1450

(http://www.avax.com/iSCSI_bridge.html)
iSCSI NIC(network interface card)

NICs are used to physically connect host devices to the network media. They use this connection to access databases. A NIC is a printed circuit board that fits into the expansion slot of a bus on a computer motherboard. It can also be a peripheral device. NICs are sometimes called network adapters. 

Simple example
Adaptec ASA 7211

The Adaptec 7211C (copper) delivers high performance, interoperable connection into iSCSI SANs in Gigabit Ethernet environments. Unlike NIC based implementations the Adaptec 7211C (copper) offers ASIC-based complete TCP/IP and iSCSI offload enabling lower CPU utilization and the best price-performance.
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price(US) $660

(http://www.adaptec.com/worldwide/product/proddetail.html?sess=no&language=English+US&prodkey=ASA-7211C&cat=%2fTechnology%2fiSCSI%2fiSCSI+HBAs)

QLogic SANblade 4010/4040 

Description: 64-bit, 133MHz PCI-X to 1Gb iSCSI adapter, single-port, copper
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(http://www.qlogic.com/support/product_resources.asp?id=341)


Intel PRO/1000 T IP Storage Adapter
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he Intel PRO/1000 T Desktop Adapter card is very small. It uses only one 82544GC chip which combines a MAC controller and a physical-level one. The chip is enclosed in a TFBGA case with 364 pins. The parameters are: 

· Support of PCI 32/64bit bus, 33/66 MHz (including PCI Hot Plug), and PCI-X, rev.1.0a 

· 10/100/1000 Mbit/sec 

· Full Duplex mode support at all speeds 

· Hardware monitoring and calculation of IPv.4 checksums 

· $186.9

Storage disk array

Most contemporary SANs include RAID systems as their primary data storage devices. This situation is happen on both fibre channel and iSCSI SAN. These systems have become highly evolved and offer the foundation features that have come to be expected in a modern SAN. 

And I have already write about this in my session6 RAID system for iSCSI SAN report

Inherent scalability of SAN
One of the many useful, and often touted, features of most SANs is their easy and inherent scalability.  And while it is true that SAN technology makes adding physical devices fairly simple, it is important to understand that merely adding raw hardware resources to a SAN doesn't mean that its clients and their operating systems, or other SAN members, will automatically recognize them. This is particularly true when it comes to adding disk storage capacity. 

Most SANs incorporate some type of data storage hardware.  Generally, this equipment is in the form of RAID storage systems and JBODs(Just a Bunch Of Disks Used to refer to hard disks that aren't configured according to RAID -- a subsystem of disk drives that improves performance and fault tolerance).  Adding additional, or higher capacity, disk drives to these RAID and JBOD systems in a SAN is a very common way to increase the SAN's raw storage capacity.  And, while the RAID systems will often auto detect these additional disk drives, they won't typically expand the file systems that were created on them before the additional disk capacity was added.  In fact, most of a SAN's client servers and their operating systems will not automatically do anything about the extra added capacity.  The simple reason for this is that while the 'raw' storage capacity was increased by adding additional hardware (disk drives), the file systems that existed on the storage systems - before the additional disks where added - won't magically expand to include the new disk space without some help from specialized volume and file management software.  This is especially true when expanding JBODs.

Once raw capacity is increased, either via expanded RAID systems or JBODs, an administrator must manually use operating system utilities running on the SAN's client servers to either prepare and/or create new file systems on the added  devices (JBOD) or additional LUN space (RAID).  But a problem arises with many, if not most, unmodified operating systems when it is desired to "simply add or append" additional new capacity to pre-existing volumes or file systems.  Generally, pre-existing file systems need to be erased and then re-created in order to incorporate new raw capacity.

However, software is available that can seamlessly add new raw storage capacity to both volumes and file systems.  In fact, this software can even perform this expansion transparently and without the need to unmount file systems from their operating systems or shutting down servers.

Another inherent feature of many SANs is the ability to permit the sharing of storage capacity between multiple servers, even servers running different operating systems (heterogeneous server environments).  This means that a single storage system's raw capacity can be divided among, and exclusively assigned to, different servers.  But please note that this sharing relates to the raw storage capacity available on a storage system and not to any data contained on it.  Here too, in order to share data on a shared storage system, special software is almost always required - particularly if the data is to be shared between servers running different operating systems.

Even in cases where storage systems are used without file systems, such as with certain database applications, it is still possible to add storage without quiesing or shutting down the servers.  All that is needed is the proper management software for the appropriate applications.

Along with the features cited above, volume and file system management software can provide numerous other capabilities within a SAN environment.  Some of these offerings include creating software RAID volumes on JBODs, changing RAID levels "on-the-fly," spanning disk drives or RAID systems to form larger contiguous logical volumes, file system journaling for higher efficiency and performance, and open file management. 

  (http://www.dothill.com/tutorial/tutorial.swf)
Server Clustering
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In a SAN context, server clustering generally refers to the grouping together of servers for the purpose of enhancing their performance and/or providing failover protection in the event that a member server malfunctions.  Uninterrupted and seamless availability of data and applications during and after a server failure is a primary benefit of a server cluster architecture within a SAN.   

Though servers can be clustered together outside of a SAN environment, there are many benefits associated with clustering them together as part of a SAN.  These benefits include shared access to resilient disk and tape backup systems, higher performance data replication options, improved storage scalability, and enhanced resource availability through the inherent advantages of SAN based storage systems.

In many cases, the specialized software involved in server clustering can even fail back a server in the event it is repaired or begins working properly again.  Other software options can even divide application tasks among servers in a cluster in order to dramatically improve its response time and performance.

Server clusters can be very valuable when considering disaster recovery options.  In these cases, the clustered servers might be joined together with WAN connections instead of direct SAN interfaces in order to provide enough geographic distance.

However, these remotely connected servers might still be connected to local SANs at their location and these SANs could even include additional clustered servers.

Background
The term clustering has several meanings in information technology.  A generic definition of clustering covers any situation in which multiple servers share a task or data.

In today's business and e-business environments, more and more customers are becoming critically dependent upon their information technology resources.  As a result, they demand that these resources always be available.  Any outage could have serious business implications - including lost revenue and lost business.  At the extreme, an extended system outage can cause a business to be permanently closed.  The cost of one hour of system downtime can range from tens of thousands of dollars to several million dollars, depending upon the nature of the business.  Therefore, many users require that their system services be continuously available, that is that the services be available 24 hours a day, 365 days a year.  Technologies that support increased computer system availability have become critical to many businesses.

A key technology that enables continuous data and application availability is clustering.  A cluster is a collection of one or more complete systems that work together to provide a single, unified computing capability.  The perspective from the end user is that the cluster operates as though it were a single system.   Work can be distributed across multiple systems in a cluster.   Any single outage (planned or unplanned) in the cluster will not disrupt the services provided to the client.  Client services can even be relocated from system to system within the cluster in a relatively transparent fashion.

SAN architectures can also accommodate multi-dimensional growth.  Capacity management techniques can be used to ensure that new storage can be added continuously, so server applications always have the storage capacity they need. If more processing power is needed, SANs also facilitate adding more servers to the SAN, with each new server having shared access to stored data.  For higher performance access to data, multiple copies of data can be created on a SAN, thus eliminating bottlenecks to a single disk.

(http://www.dothill.com/tutorial/tutorial.swf)
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