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SAN Research
Summary:

This is the project session 2 theme report, and in this session the objective of my research is storage area network, what SAN is, which features SAN have. And this report covered what I think is significant and reliable information.
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Objective and definition：
storage-area network (SAN) is a dedicated, high-performance special-purpose network that exists separately from the corporate network used to move data between servers and storage resources. Because it is a separate, dedicated network, it avoids any traffic conflict between clients and servers. 

Storage Area Network runs on specific interfaces, such as Fibre Channel or a Small Computer System interface(SCSI), that transfer data quickly between storage devices.

SAN technology allows high-speed server-to-storage, storage-to-storage, or server-to-server connectivity. This method uses a separate network infrastructure that relieves any problems associated with existing network connectivity.
(Cisco CCNA 1 network basics v3.1 module2)

(http://storage.ittoolbox.com/nav/t.asp?t=387&p=387&h1=387)

A SAN, or storage area network, is a dedicated network that is separate from LANs and WANs, It generally serves to interconnect the storage-related resources that are connected to one or more servers. It is often characterized by its high interconnection data rates(Gigabits/sec) between member storage peripherals and by its highly scalable architecture. Though typically spoken of in terms of hardware, SANs very often include specialized software for their management, monitoring and configuration.

(http://www.dothill.com/tutorial/tutorial.swf)

Features and benefits:

Here is a features and benefits example from HP SAN solution, and I think this example can be extending to all Storage area network. And I will explain on all point after this example.

· Centrally managed: Fully integrated with HP's OpenView Storage Area Manager framework to provide the ability to control/manage a heterogeneous fabric environment 

· Upgradeable: Investment protection through backwards compatibility with older generation switches, and ability to upgrade device firmware non-disruptively 

· Reduced complexity: Architectural guidance through SAN Design Guide and solution-focused blue-prints 

· Highly available: Ability to provide 99.999 or higher availability levels through director-class products and redundant-fabric SAN designs 

· Secured: Authentication, authorization, access control and zoning provide added level of network security 

· Interoperable: Extensive HP testing to ensure seamless performance 

· Open: Support for multiple operating systems and clustering environments; NEW standards-based fabric interoperability among B-series, M-series & C-series, for outstanding flexibility and investment protection. Please refer to SAN Design Guide for currently supported configurations. 

· Scalable: In distance, connectivity and performance, with support for more than 3,000 total ports in modular SANs to enable today's and tomorrow's connectivity needs 

· Multi-protocol: Ability to support multi-protocol infrastructures with FC, iSCSI, and FCIP. 

· Modular: Ability to implement modular SAN designs with increased scalability, stability and rate of utilization on storage assets through integrated subnet routing ( B-series MP Router, and C-series Inter VSANs) 
End of HP solution example 

(http://h18006.www1.hp.com/products/storageworks/san/)

Centralizing manage: 

Centralizing data storage operations and their management is certainly one of the chief reasons that SANs are being specified and deployed today. Administrating all of the storage resources in high-growth and mission-critical environments can be daunting and very expensive. SANs can dramatically reduce the management costs and complexity of these environments while providing significant technical advantages.

Open and Multi-protocol support:

SANs can be based upon several different types of high-speed interfaces and Support for multiple operating systems and clustering environments, such as Windows, mac OS, Linux. In fact, many SANs today use a combination of different interfaces. 

Performance 

SANs allow concurrent access of disk or tape arrays by two or more servers at high speeds. This provides enhanced system performance.
Availability: 

SANs have built-in disaster tolerance. Data can be duplicated on a SAN up to 10 km (6.2 miles) away.

Scalability: 

A SAN can use a variety of technologies. This allows easy relocation of backup data, operations, file migration, and data replication between systems.

Modular:

The hardware standard for data Communications, SAN, fibre channel, iSCSI, Is already made by IETF, short for Internet Engineering Task Force, the main standards organization for the Internet, and IEEE which is Institute of Electrical and Electronics Engineers, a international standard Association.
Backup Solution

One of the most valuable time and cost-saving features of a SAN architecture is its ability of offload backup operations from a LAN and/or backup servers. This capability can significantly increase the amount of LAN bandwidth available to network clients and end users during backup operations. When backup servers are relieved from the “data mover” role, they become more abailable for other productive tasks.

(http://www.dothill.com/tutorial/tutorial.swf)

(http://www.findarticles.com/p/articles/mi_m0BRZ/is_5_24/ai_n6108365)

(http://www.ietf.org/rfc/rfc3720.txt)

(http://www.ieee.org/portal/site/mainsite/menuitem.818c0c39e85ef176fb2275875bac26c8/index.jsp?&pName=corp_level1&path=about/&file=quick_facts.xml&xsl=generic.xsl)

Security:
Since two main approach SAN, Fibre channel and iSCSI uses the IP protocol, it therefore relies on IP security protocols. Unfortunately, basic IP transmissions lack security, allowing anyone with the know how and inclination to intercept or modify IP communications. One of the more popular methods used for securing IP communications is the IP Security Protocol (IPSec). IPSec is an IP layer-based security protocol, which is in contrast to other security protocols like SSL ( Secure Sockets Layer) that operate at the application layer of the OSI model.

To create secure data transmissions, IPSec uses two separate protocols: Authentication Headers (AH) and Encapsulating Security Payloads (ESP). 

AH is primarily responsible for the authentication and integrity verification of packets. It provides source authentication and integrity for data communication but does not provide any form of encryption.

ESP is responsible for providing encryption services for the network data; however, it can also be used for authentication and integrity services.

Used together, AH and ESP provide integrity, authentication, and encryption protection for IP-based communications.

(January 27, 2004 By Mike Harwood)

(http://www.enterprisestorageforum.com/ipstorage/features/article.php/3304621)
SAN Hardware:

SANs are built up from unique hardware components. These components are configured together to form the physical SAN itself and usually include a variety of equipment. RAID storage systems, hubs, switches, bridges, servers, backup devices, interface cards and cabling all come together to form a storage system that provides the resources that facilitate the policies of an IT organization.

Because most of SAN solution is based upon the fibre channel SAN and I find a example from Intel which is using two Fibre Channel switches to connect a server cluster to a pool of storage resources, including storage disk arrays and tape backup units. The SAN also contains a Fibre Channel over Internet Protocol (FCIP) gateway for remote data backup and disaster recovery over the wide area network (WAN). The focus of this segment is a flexible storage disk array that supports the pictured Fibre Channel network and is also configurable for alternative technologies like iSCSI.
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(http://www.intel.com/design/network/solutions/san/)
RAID Short for Redundant Array of Independent (or Inexpensive) Disks, a category of disk drives that employ two or more drives in combination for fault tolerance and performance. RAID disk drives are used frequently on servers but aren't generally necessary for personal computers.

There are many RAID level from 0 to 6.

(http://www.webopedia.com/TERM/R/RAID.html)

Routers can regenerate signals, concentrate multiple connections, convert data transmission formats, and manage data transfers. They can also connect to a WAN, which allows them to connect LANs that are separated by great distances. None of the other devices can provide this type of connection.

The Cisco 12000 Series routers make up a portfolio of intelligent routing solutions that scale from 2.5 Gbps/slot to 40 Gbps/slot capacity, enabling carrier-class IP/MPLS core and edge networks.
(http://www.cisco.com/en/US/products/hw/routers/ps167/index.html)

Hubs: Hubs concentrate connections. In other words, they take a group of hosts and allow the network to see them as a single unit. This is done passively, without any other effect on the data transmission. Active hubs concentrate hosts and also regenerate signals.
Switches: Workgroup switches add more intelligence to data transfer management. They can determine if data should remain on a LAN and transfer data only to the connection that needs it. Another difference between a bridge and switch is that a switch does not convert data transmission formats.

Cisco Catalyst® 2950C-24 is a member of the Catalyst 2950 Series Intelligent Ethernet Switches, and is a fixed-configuration switch that provides wire-speed Fast Ethernet connectivity for midsized networks

(http://www.cisco.com/en/US/products/hw/switches/ps628/ps630/)

Bridges: Bridges convert network data formats and perform basic data transmission management. Bridges provide connections between LANs. They also check data to determine if it should cross the bridge. This makes each part of the network more efficient.

The Cisco Aironet® 350 Series Wireless Bridge enables high-speed long-range outdoor links between buildings and is ideal for installations subject to plenum rating and harsh environments.

（http://www.cisco.com/en/US/products/hw/wireless/ps458/ps460/）

Interface card: provides network communication capabilities to and from a PC. On desktop computer systems, it is a printed circuit board that resides in a slot on the motherboard and provides an interface connection to the network media.
Cable: category 6 unshielded twisted pair(UTP) network patch cable use for Gigbite Ethernet, and category 5or 5e UTP network patch cable used for 10/100Mbite Ethernet, fiber cable use for fiber channel connection.

Software used:
More than ever before, software is playing a vital role in the successful deployment of SANs. Much of the technology, and many of the features, provided by SANs are actually embedded in its software. From volume management to serverless backup, choosing and configuring the software components is very important and should be done with care.

Many Companies offer a wide variety of software products and solutions that are specifically designed to enhance the performance, data availability and manageability of SANs. Some of these solutions have been custom developed by these companies for lines of data storage systems. Other offerings are more universal or “open” and address a very broad range of customer requirements and equipment.

(http://www.dothill.com/tutorial/tutorial.swf)

The storage array controller will perform data integrity, disk caching, and optionally the RAID stack. It also hosts the management software. The virtualization engine can optionally be hosted on the storage array as well. The operating system (OS) can either be a standard server OS, such as Windows* NT* or UNIX*. It can be a real-time operating system (RTOS) like VxWorks* or a Linux* derivative.
Xiongfei Li
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