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Summary:

This is the Btech project session 3 theme report, and in this session the objective of my research is iSCSI(internet small computer system interface)what is iSCSI, is iSCSI follow the SCSI, why we want to use iSCSI instead of fibre channel. And some iSCSI hardware.
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Objective and definition:

iSCSI is Internet SCSI (Small Computer System Interface), an Internet Protocol (IP)-based storage networking standard for linking data storage facilities, developed by the Internet Engineering Task Force (IETF). By carrying SCSI commands over IP networks, iSCSI is used to facilitate data transfers over intranets and to manage storage over long distances. The iSCSI protocol is among the key technologies expected to help bring about rapid development of the storage area network (SAN) market, by increasing the capabilities and performance of storage data transmission. Because of the ubiquity of IP networks, iSCSI can be used to transmit data over local area networks (LANs), wide area networks (WANs), or the Internet and can enable location-independent data storage and retrieval.

(http://whatis.techtarget.com/definition/0,,sid9_gci750136,00.html)
Functionality:

When an end user or application sends a request, the operating system generates the appropriate SCSI commands and data request, which then go through encapsulation and, if necessary, encryption procedures. A packet header is added before the resulting IP packets are transmitted over an Ethernet connection. When a packet is received, it is decrypted (if it was encrypted before transmission), and disassembled, separating the SCSI commands and request. The SCSI commands are sent on to the SCSI controller, and from there to the SCSI storage device. Because iSCSI is bi-directional, the protocol can also be used to return data in response to the original request.

(http://whatis.techtarget.com/definition/0,,sid9_gci750136,00.html)

SCSI over IP
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The Small Computer Systems Interface (SCSI) enables host computer systems to perform block data input/output (I/O) operations to a variety of peripheral devices. Target devices may include disk and tape devices, optical storage devices, as well as printers and scanners. The traditional SCSI connection between a host system and peripheral devices is based on parallel cabling. Parallel SCSI cabling has inherent distance and device support limitations. For storage applications, these limitations have fostered the development of new technologies based on networking architectures such as Fibre Channel and Gigabit Ethernet. Storage area networks (SANs) based on serial gigabit transports overcome the distance, performance, scalability and availability restrictions of parallel SCSI implementations. By leveraging SCSI protocols over networked infrastructures, storage networking enables flexible high-speed block data transfers for a variety of applications, including tape backup, server clustering, storage consolidation, and disaster recovery. The Internet SCSI (iSCSI) protocol defines a means to enable block storage applications over TCP/IP networks.

The SCSI architecture is based on a client/server model. The client is typically a host system such as file server that issues requests to read or write data. The server is a resource such as a disk array that responds to client requests. In storage parlance, the client is an initiator and plays the active role in issuing commands. The server is a target and has a passive role in fulfilling client requests. A target has one or more logical units that process initiator commands. Logical units are assigned identifying numbers, or logical unit numbers (LUNs). The commands that a logical unit processes are contained in a Command Descriptor Block (CDB) issued by the host system. A CDB sent to a specific logical unit, for example, might be a command to read a specified number of data blocks. The target’s logical unit would begin the transfer of the requested blocks to the initiator, terminating with a status to indicate completion of the request. The central mission of iSCSI is to encapsulate and reliably deliver CDB transactions between initiators and targets over TCP/IP networks.

(http://www.snia.org/tech_activities/ip_storage/iSCSI_Technical_whitepaper.PDF)

iSCSI Protocol

The iSCSI protocol is a mapping of the SCSI Remote Procedure Call (reference SAM) model to the TCP/IP protocol. The iSCSI protocol provides its own conceptual layer independent of the SCSI CDB information it carries. In this fashion, SCSI commands are transported by iSCSI request and SCSI response and status are handled by iSCSI responses. Also, iSCSI protocol tasks are carried by this same iSCSI request and response mechanism 
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Just as in the SCSI protocol, iSCSI employs the concepts of “initiator,” “target,” and communication messages called protocol data units (PDUs). Likewise, iSCSI transfer direction is defined respective to the initiator. As a means to improve performance, iSCSI allows a “phase collapse” that allows a command or response and its associated data to be sent in a single iSCSI PDU.

iSCSI Protocol Model

iSCSI uses TCP/IP for reliable data transmission over potentially unreliable networks. As shown in Figure 2, the iSCSI layer interfaces to the operating systems’s standard SCSI set. The iSCSI layer includes encapsulated SCSI commands, data and status reporting capability. When, for example, the operating system or application requires a data write operation, the SCSI CDB must be encapsulated for transport over a serial gigabit link and delivered to the target.

[image: image3.png]Initiator Target

IP Network




The iSCSI protocol monitors the block data transfer and validates completion of the I/O operation. This occurs over one or more TCP connections between initiator and target. In practical applications, an initiator may have multiple target resources over an IP network, and consequently multiple concurrent TCP connections active.

Security Considerations

In the past, security as it pertains to storage devices and storage networks has not been a major consideration. Either storage devices were directly attached to hosts or they were connected via a separate SAN independent of user-accessible networks. With iSCSI, as well as other IP-based SAN protocols, storage information is transported over open IP networks and, therefore, is subject to security risks. Knowing this, the IP Storage working group has also developed a draft for securing IP-based storage communications. This work is contained in the “Securing Block Storage Protocols over IP” draft. The iSCSI protocol draft specifies two elements relative to security, authentication, and packet protection.

(http://www.cisco.com/warp/public/cc/pd/rt/5420/prodlit/imdpm_wp.pdf)
Value of iSCSI

By building on existing IP networks, users can connect hosts to storage facilities without additional host adapters, better utilize storage resources, and eliminate the need for separate parallelWAN infrastructures. Because iSCSI uses TCP/IP as its transport for SCSI, information can be passed over existing IP-based host connections typically via Ethernet. Additional value can be realized by being able to better utilize existing storage resources. Because hosts can utilize their existing IP/Ethernet network connection to access storage elements, it is now easier to consolidate storage and, therefore, realize higher utilization. As mentioned previously, SANs have in the past required special provisions for WAN connectivity. Significant cost savings can be realized by utilizing existing WAN connections for hosts to access storage via IP.

KEY FEATURES:

1. Built on Familiar Standards

iSCSi is based upon the TCP/IP over Ethernet Most IT administrators are familiar with deployment and provisioning of Ethernet and TCP/IP networks.

2. Flexible Storage Infrastructure Reduces TCO

iSCSI technology facilitates more rapid expansion of new storage capacity without directly  impacting individual server or application operation. With the flexibility of a networked infrastructure in place, total costs decline.

3. Reach Greater Distances with Less Infrastructure

iSCSI, because it uses TCP/IP, can move more data over great distances without the expensive optical equipment Fibre Channel requires.

4. Provides a High Degree of Interoperability

Reduces disparate networks and cabling, and uses regular Ethernet switches instead of special Fibre Channel switches

5. Supports Block and File Level Data

Servers with iSCSI can support simultaneous transport of both file-level and block-level data.

 (http://www.snapappliance.com/images/default/solution_briefs/iscsi_sb_web.pdf)
In SAN using iSCSI instead of the Fibre Channel

Using iSCSI instead of the Fibre Channel protocol for transferring data across a network can save companies money, according to analysts. The most significant savings come from being able to use SCSI network interface cards rather than Fibre Channel host bus adapters (HBA). Fibre Channel HBAs cost anywhere from $1,000 to $2,000, whereas network interface cards generally cost less than $500, said John Webster, a storage analyst at Data Mobility Group LLC in Nashua, N.H. 

More big savings come from using the same network administrators to manage storage networks as manage a company's common data networks, according to Gartner Inc. Stamford, Conn.-based Gartner has said iSCSI will connect nearly 1.5 million servers to storage-area networks by 2006, which would be a greater share of the market than Fibre Channel.

（http://www.computerworld.com/softwaretopics/os/windows/story/0,10801,82689,00.html）

System bus compare

SCSI: The most common drive interface for enterprise-class drives today is SCSI Ultra160, which has a theoretical bandwidth of 160 MB/s, shared by up to 15 drives. The maximum bus length is 12 meters. The SCSI interface has now scaled to Ultra320, and developers are trying to get to Ultra640. Many believe that 640 MB/s, if achieved, will be the ceiling for SCSI.

Fibre Channel: Like Gigabit Ethernet, Fibre Channel uses 8b/10b encoding of the data. Therefore, the nominal link bandwidth of 2 Gbps carries data at 1600 Mbps, which yields 200 MB/s. So the theoretical bandwidth of a full duplex Fibre Channel link is 400 MB/s. The plans are for Fibre Channel to scale from 2 Gbps to 4 Gbps, even to 10 Gbps in the future. It is expected that the FC-SW2 SAN fabric, which utilizes 2 Gbps, will skip the 4 Gbps speed and go directly to 10 Gbps. The Fibre Channel disk interface (FC-AL)  owever, will likely move from 2 Gbps to 4 Gbps as its top speed, as the copper interface used for disk drives can probably not be clocked beyond 4 Gbps.

Ethernet for iSCSI: Even though the initial iSCSI deployment is on Gigabit Ethernet, its real value will be realized as iSCSI scales up to 10 Gigabit Ethernet. One of the differences is how the TCP/IP stack is executed. At Gigabit Ethernet speeds it is possible to execute the TCP/IP stack in software on an I/O processor. However, 10 Gigabit Ethernet is going to require a hardware-assisted TCP/IP Offload Engine (TOE). The widespread deployment of iSCSI as a SAN fabric alternative to Fibre Channel is dependent on these technology developments.
(ftp://download.intel.com/design/network/solutions/manual/Chapter9.pdf)

hardware 
iSCSI adapters

there are many iSCSI adapter product. Here I list some most useful adapter.

1. Adaptec ASA 7211

The Adaptec 7211C (copper) delivers high performance, interoperable connection into iSCSI SANs in Gigabit Ethernet environments. Unlike NIC based implementations the Adaptec 7211C (copper) offers ASIC-based complete TCP/IP and iSCSI offload enabling lower CPU utilization and the best price-performance.
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price(US) $660

(http://www.adaptec.com/worldwide/product/proddetail.html?sess=no&language=English+US&prodkey=ASA-7211C&cat=%2fTechnology%2fiSCSI%2fiSCSI+HBAs)


2. QLogic SANblade 4010/4040 
Description: 64-bit, 133MHz PCI-X to 1Gb iSCSI adapter, single-port, copper
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(http://www.qlogic.com/support/product_resources.asp?id=341)


3. Intel PRO/1000 T IP Storage Adapter
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he Intel PRO/1000 T Desktop Adapter card is very small. It uses only one 82544GC chip which combines a MAC controller and a physical-level one. The chip is enclosed in a TFBGA case with 364 pins. The parameters are: 

· Support of PCI 32/64bit bus, 33/66 MHz (including PCI Hot Plug), and PCI-X, rev.1.0a 

· 10/100/1000 Mbit/sec 

· Full Duplex mode support at all speeds 

· Hardware monitoring and calculation of IPv.4 checksums 
· $186.9
(http://www.digit-life.com/articles/intelpro1000t/)

(http://www.sanrad.com/iscsi.asp?IP-SAN=229)

iSCSI storage routers

Cisco SN 5420 and 5428

The Cisco SN 5420 and 5428 storage routers support iSCSI draft 8. They use iSCSI as the transport for block-level storage access. Storage devices/ LUNs in the traditional Fibre Channel SAN are presented to the IP network hosts if they are directly attached. An iSCSI driver or iSCSI network interface card should be installed in the IP hosts in order to support iSCSI operations.

(http://www.cisco.com/warp/public/cc/pd/rt/5420/prodlit/imdpm_wp.pdf)

