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Summary:

On BTech project session 6 my research focuses on Ethernet RAID system and backup of iSCSI Storage area network. RAID is the most widely used for primary data storage devices in storage area network which support many small disks works together. And we can use this technology to build our storage devices based on Tb.
Backup system and disaster recovery is also important in iSCSI storage area network.
With out backup our storage system is unsafely and easy to corruption.
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RAID System

Objective and functionality 
Most contemporary SANs include RAID systems as their primary data storage devices. This situation is happen on both fibre channel and iSCSI SAN. These systems have become highly evolved and offer the foundation features that have come to be expected in a modern SAN. First and foremost, RAID systems offer data protection, or fault tolerance, in the event of a component or I/O path failure. This is true even if fundamental elements, such as disk drives, fail in the system. Additionally, by way of numerous data striping techniques (described below), and controller configurations, today's RAID systems offer very high performance, storage capacity, scalability, and survivability. Other reliability features available in today's RAID systems include redundant cooling systems, power supplies, controllers and even monitoring circuitry. These, and other features and characteristics, contribute dramatically to high data availability in a SAN. Modern RAID systems can even permit the direct connection of backup equipment, thus facilitating LAN-free and even serverless data backup and replication.
RAID Short for Redundant Array of Independent (or Inexpensive) Disks, a category of disk drives that employ two or more drives in combination for fault tolerance and performance. RAID disk drives are used frequently on servers but aren't generally necessary for personal computers.

There are many RAID level from 0 to 6.

(http://www.webopedia.com/TERM/R/RAID.html)
Start of RAID

The RAID disk drives are started at 1987, Gibson and Katz at the University of California Berkeley, published a paper entitled "A Case for Redundant Arrays of Inexpensive Disks (RAID)" . This paper described various types of disk arrays, referred to by the acronym RAID. The basic idea of RAID was to combine multiple small, inexpensive disk drives into an array of disk drives which yields performance exceeding that of a Single Large Expensive Drive. Additionally, this array of drives appears to the computer as a single logical storage unit or drive.
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(http://www.dothill.com/tutorial/html_tutorial/topic03.htm)
Two main approaches of RAID 
· Hardware RAID
The hardware based system manages the RAID subsystem independently from the host and presents to the host only a single disk per RAID array. This way the host doesn't have to be aware of the RAID subsystems(s).
· Software RAID
Using software to connect many independent disks for RAID

One example is The MD driver in the Linux kernel is an example of a RAID solution that is completely hardware independent. The Linux MD driver supports currently RAID levels 0/1/4/5 + linear mode. 
Just like any other application, software-based arrays occupy host system memory, consume CPU cycles and are operating system dependent. By contending with other applications that are running concurrently for host CPU cycles and memory, software-based arrays degrade overall server performance. Also, unlike hardware-based arrays, the performance of a software-based array is directly dependent on server CPU performance and load.
There are number of different RAID levels
RAID 0 is the fastest and most efficient array type but offers no data redundancy or fault-tolerance. 

RAID 1 is the array technique of choice for performance-critical, fault-tolerant environments and is the only choice for fault-tolerance if no more than two drives are available. 

RAID 3 is a popular choice for data-intensive or single-user applications that access long sequential records. However, it does not typically allow multiple I/O operations to be overlapped. 

RAID 4 offers no practical advantages over RAID 5 and does not typically support multiple simultaneous write operations. 

RAID 5 is generally the best choice for multi-user environments that are not particularly sensitive to write-performance. At least three, and typically five or more drives are required to build a RAID 5 array.

(http://www.webopedia.com/TERM/R/RAID.html)

SCSI and RAID

To better understand RAID it is worthwhile looking at SCSI (Small Computer System Interface) technology. The Shugart Associates System Interface (SASI) was used as the basis for developing the initial standard - ANSI X3T9.2 (aka X3T10) in 1979. Popularised on Apple's Macintosh Plus in 1984, SCSI worked through the 8-bit parallel port. Published as an ANSI standard (X3.131-1986) in 1986, SCSI offered a fast throughput (for the time) of 5Mbps. Over the years the original SCSI-I command set has been superceded. Data transfer rates increased with Fast SCSI (also called SCSI-II) offering 10Mbps while a 16-bit version known as Fast/Wide SCSI increased this to 20Mbps. Ultra Wide doubled this again to 40Mbps. 

SCSI-I and SCSI-II allowed up to 7 devices to be chained together while Ultra SCSI allows up to 15. However as data transfer rates increased, maximum cable length decreased due to signal degredation. The next incarnation - Ultra2 SCSI - again doubled performance with a throughput of 80Mbps and because of a change in the signalling technology, it increased overall SCSI chain length to 12m. On September 14, 1998, Ultra 3 SCSI was introduced, increasing transfer rates to 160Mb per second 

SCSI's massive performance increases have been necessitated by a corresponding increase in capacity of disk drives as users demand more storage capacity. The huge volume of disk drive production has also driven down cost and this was one of the main factors that led to the development of RAID - a Redundant Array of Inexpensive Disks grouped together to appear as a single virtual device to the host system. There are several levels of RAID, denoted by number, covering a spectrum of speed, reliability, and price points. 

Beyond the potential cost savings, RAID also allows aggregate disk performance to far exceed the speed and throughput of a single device. However, to get the maximum performance from RAID technology when building a big disk subsystem you must understand application characteristics and overall system loading. Properly configured, RAID also tolerates individual device failure, allowing continuous uptime, so it is important to also establish an acceptable service level.

(http://www.eirespace.com/raid/raid.htm)
Example of iSCSI RAID system
VTrak 15200 SATA RAID Storage System is a High-availability, high-performance RAIDstorage connected through a dual host-porthardware-accelerated iSCSI interface
Cost-effective, easy-to-manage storage for outstanding productivity

The Promise VTrak 15200 is optimized for organizations deploying cost-effective, small to medium application clusters, disk-to-disk backup and small storage area network (SAN) solutions.The dual 1Gb Ethernet iSCSI host interface ports offer the ease of management and performance required by companies running popular departmental and back-office applications including file/print, e-mail, light database and Web services. This reliable storage system delivers advanced functionality and performance, while offering high availability and data integrity—all at a very affordable price.
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VTrak 15200 already pass design of windows certificate. 

(http://www.promise.com/marketing/datasheet/file/VT15200_DS_021405.pdf)

StraightLine iSCSI SAN eRAID-100 
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Web based management

1 Terabyte capacity in 1U

Create "Virtual Disks" (vDiskTM) with 3 mouse clicks

RAID 0, 1, 5, 10 or 50 and JBOD

Installs and is ready to use in less than 10 minutes
StraightLine iSCSI SAN eRAID-800 

[image: image4.jpg]



Web based management with the StraightLine Web Console

10 Terabyte maximum capacity in 8U enclosure

Create "Virtual Disks" (vDiskTM) with 3 mouse clicks

RAID 0, 1, 5, 10 or 50

Redundant power supplies and fans

Installs and is ready to use in less than 10 minute

iSCSI storage area network backup and disaster recovery
Here is a simple block diagram of Storage area network
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We can find the backup is important in storage area network as same as RAID storage disk, and Admin console.
Backup in DAS system
Administrators do their best to perform frequent backups of critical information and data stores on key systems, such as the company’s Microsoft Exchange servers or servers housing data from key Microsoft SQL Server databases. Yet, performing backups in DAS environments can introduce other headaches: 

• Backup jobs routinely overflow their limited backup windows -- eating into “primetime” user productivity and causing significant slowdowns in LAN and application performance. 

• For applications still in use, backing up open files can introduce other issues and may require complex workarounds and third party software in order to keep applications up and running during the backup.

• Backing up multiple servers directly to local tape drives, or to shared tape resources, is often a painful process to manage. 

• Frequent server additions and changes may also not be reflected in the latest backup jobs. 

• Data, when stored on a variety of tapes, is often an ineffective way to achieve rapid restores of key operational data in the event of disaster. 

(http://searchstorage.techtarget.com/searchStorage/downloads/lefthand_wp.pdf)

[image: image6.jpg]



SAN serverless backup

One of the most valuable time and cost saving features of a SAN architecture is its ability to offload backup operations from a LAN and/or backup servers.  This capability can significantly increase the amount of LAN bandwidth available to network clients and end users during backup operations.  When backup servers are relieved from the "data mover" role, they become more available for other productive tasks.

LAN-free and serverless backup solutions optimize backup operations by offloading backup data traffic from a LAN, thereby increasing the amount of LAN bandwidth available to end users.  Serverless backup extends these performance gains by removing more than 90 percent of the backup administration overhead that is usually placed on a backup server as backups are performed.  This is achieved by incorporating some of the backup intelligence into the data storage or connectivity peripherals themselves.  This can significantly free up backup servers by releasing them from large portions of a backup operation's administration and data moving chores.  Using these SAN based backup solutions lets administrators optimize network and server utilization. 

(http://www.dothill.com/tutorial/html_tutorial/topic05.htm)
Traditional backup operations place the application server, the backup server and the LAN all in the data path.  Consequently, as the amount of storage grows, the amount of time and network resources needed to back it up grows.  Now that businesses and organizations have moved toward 24 x 365 operation, backup tasks are competing with critical business applications for server time and network resources.  Invariably, this causes network congestion and can result in business slowdowns. 

For "serverless" backup operations, host computers (servers) do not "handle" or touch the backup data itself.  Instead, these hosts merely direct and monitor the backup without actually moving the data.  The backup data is copied directly from disk to tape, or disk to disk, by the storage peripherals themselves using intelligence that is incorporated into them.  Optionally, this intelligence can even be placed inside of other SAN components, such as Fibre Channel switches or hubs.  Freed from the routine data transport burden, server resources can be put back to more productive uses.  Or, in other words, the backup or tape server is delegated the role of "backup coordinator," rather than data mover.  Serverless backup takes LAN-free backup a step further since it removes backup traffic from both the LAN and the backup server.

Serverless backup systems can also provide additional cost savings by eliminating expensive, high-end servers.  Another advantage unique to the serverless backup architecture is its ability to stream the same data to several tape libraries or other targets simultaneously, even if they are geographically separated, without the need for copying and moving the actual tapes - an important advantage in disaster recovery plans. 
Backup Hardware
Mechanically, backup equipment used in SANs is typically the same as that used in conventional configurations.  What is different, however, is how these devices are interfaced to their host servers and client storage systems.  Since most contemporary SANs are connected together using Fibre Channel, and since many backup devices use SCSI interfaces, some type of bridge is often required.
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These bridges perform the electrical, and any protocol, conversions required between the disparate buses or channels.  There are many bridge manufacturers that supply these units, but it is vital to confirm compatibility with the selected backup device(s) before attempting to configure the units together or specifying units for purchase.  This SAN topic has many caveats and is often an area that benefits from direct experience.  SAN consultants, equipment vendors, and SAN solutions providers can be excellent sources for this type of compatibility information.
Though SAN backup solutions typically employ a tape server, tape library, and disk-based storage attached together with a iSCSI infrastructure, it is becoming fairly common for backup solutions to include disk to disk copies.  With today's backup windows shrinking and IT policies calling for remote site replication, backup can now mean much more than just making tapes.  Backup can now include data replication to local or remote disk sites via WANs, disk to disk backups that accommodate offline data processing and short backup windows, or all of these at the same time.
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Data Replication
Among the Fortune 500, an iSCSI configuration gaining popularity is the combination of Fibre Channel and iSCSI to provide remote data replication for disaster recovery. In this environment, users have built a Fibre Channel SAN infrastructure to access primary storage repositories. Alternatively, they require the broader capabilities found in many Fibre Channel disk subsystems but are restricted by Fibre Channel's 6.2-mile distance limit. Fibre Channel-to-iSCSI lets them span distances required for disaster recovery. 
(http://www.networkworld.com/storage/2002/0527iscsi.html)
Using replication for disaster recovery

Copying data from one server to another, or from one data storage system to one or more others, may be achieved in a number of ways.  Traditionally, organizations have used tape-based technologies to distribute information.  However, for many organizations that have built their businesses on an information infrastructure, the demand for instant access to information is increasing.  While tape-based disaster recovery and content distribution solutions are robust, they do not support an instant information access model.  Many organizations are supplementing, or replacing, their existing disaster recovery and content distribution solutions with online replication.

Using data replication we can achieve Disaster Recovery/Off-host Processing
Disaster recovery maintaining an up-to-the-moment copy of critical data at an alternate site.  These sites are generally geographically distant from one another and employ various types of WANs for connectivity. 

Off-host processing moving critical data to a replicated server, from which to perform backups, reporting, testing, or other operations that require production data but would affect the performance of the production system.

Overland Data’s REO 4000 iSCSI backup system



Overland Data's REO 4000 is the highest-performing hard disk based backup system and hard disk data recovery appliance on the market. The REO 4000 eliminates the delay, expense, and burden of backup and restores. It combines the flexibility, ease of integration and cost-effectiveness needed for immediate data recovery with the ability to easily move backup data to tape backup for long-term retention.
· 2-8 TB native capacity 
· iSCSI or FC connectivity 

· Tape emulation 
· Virtualized disks 

· SATA disk drives 
· RAID 5
(http://www.datum.com.sg/reo4000/Why%20We%20Bought%20the%20REO%204000.pdf)
