BTech450

Final Report

  BTech 450

Project final report
By Xiongfei Li

Sponsoring by Computers New Zealand (CNZ)

Abstract 

This report will cover what I have completed in whole year BTech 450 project. The project was supervised by Computers New Zealand.

The objective of my project is research and develops a cost effective iSCSI based storage area network solution for my sponsor company CNZ. 
In my project my supervisor Mr. Tn Chen has separate it to two part.

First part is research part I have done in first semester. In this part I have wildly research on internet to find all information about iSCSI storage area network. I have done some topic like objective and functionality of iSCSI, SAN, TCP/IP Ethernet and hardware, software used in iSCSI Storage area network.

The second part is developing part in second semester. In this part I use the result of my research to develop a usable iSCSI storage area network solution. My job from user brief, project brief, project proposal, product recommend to Implementation procedure. 
For the details of my project please look at Table of Content.
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Objective of project
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First, the objective of CNZ project is to assist final year B Tech students to relate academic studies to real life development and deployment of technologies.  Students will work as CNZ virtual staff members in establishing an infrastructure of engineering and information technology knowledge base.  The infrastructure refers to a framework of content that will identify: (a) state of the art of technology applications in New Zealand and (b) the procedures for handling system integration and implementation projects.  The project will be conducted in such a manner that both the students and CNZ will benefit from the involvement.
And for me my topic of project is iSCSI Storage area network. And the objective is developing a cost effective iSCSI based storage area network solution for medium size organizations like CNZ. And this iSCSI SAN system will used to manage a lot of data storage.

New technology like iSCSI is its ability to provide more than simple functionality and connectivity. That argument is addressed by leveraging fast, wire-speed TCP/IP products common to networking today with fast storage systems. This combination can offer maximum performance and efficiency comparable to many Fibre Channel-based solutions.
iSCSI is an implementation of SCSI over TCP/IP over Ethernet as ratified by the Internet Engineering Task Force (IETF).  It is the newest standard for storage area networks and complements optic fibre based Storage Area Networks.  All components for making up an iSCSI SAN are available but some such as Storage Virtualisation Software are not standardised.  This project is in the area of product development research
Sponsor Company Background
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Computers New Zealand refers to three companies that are under the same management and are based in Compucon House in Albany Auckland.
Modern Technology NZ Limited is a computer system manufacturer producing Compucon branded servers and workstations for the business and corporate communities.  The company started operation in 1992 and has achieved ISO-9002 quality management standard since 1995.  It is reputable as the best engineering company in the local PC industry.

Computers New Zealand Limited is an IT service company.  It started operation in 2001 and has many business alliances including an Internet Service Provider (ISP), a Linux and Internet Security specialist and several IT network specialists.  Its flagship product for firewall and mail gateway is now in its second generation (FMG-II). It current effort is to develop a quality assurance system for IT practitioners.

AZUL Limited is a software development company specializing in Point-of-Sale software for retail chain businesses and integrated database including accounting and service scheduling for medium size businesses.  It inherited the intellectual properties of another company in 2003 in POS and Pinstripe software that has been deployed by over 1,000 sites throughout New Zealand for the last 15 years.

Project Supervision
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TN Chan, the chief executive officer of CNZ group of companies will personally supervise the students as the Industrial Partner of the University.  TN has a degree in Mechanical Engineering, is currently an MIEE and a Chartered Electrical Engineer as registered in London, Member of the Institution of Professional Engineers New Zealand and Member of the Institute of Directors.  TN worked for Electricorp New Zealand and DesignPower (an engineering consulting company) in Wellington prior to founding Modern Technology, and was the design manager for Ohaaki Power Station and Wairakei Power Station supervisory control project in 1990.  TN will communicate with the University IT Coordinator on a regular basis.

Progress of project


In my planning, my project will follow waterfall model of system development life cycle (SDLC). And SDLC is a model from plan, analysis, design, and implement until test for acceptance. But for the reason of easy to understand I just separate my project to two big part, research part in first semester and implementation part in second semester.

In research part, it will cover planning, analysis and half of the design part of the system development life cycle. And this will focus on finding the system request, research on uncertainty, technical and economic feasibility, problem analysis and built blueprint and infrastructure of my project.

In development, it will cover another half of design part, implementation part and test part of SDLS. And this will based upon system design, hardware, network and software design, implantation plan, installation and prototyping test.

For the many reason of time and equipment cost, I do not have chance to doing prototyping test for my implantation plan and hope I can do this in the feature work.
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(Figure1 a waterfall model of SDLC)

User functional requirements


1. Background
At present most storage devices in CNZ Company using DAS connect, this make data decentralization, hard to management, not security and lower the total efficiency. So we need a advanced storage system which  fully consider on colligate storage and backup, reduce number and type of storage devices, connect between new and old system and cost effective.

2. Objective

Compare between DAS, iSCSI SAN and FC SAN we think iSCSI SAN is suitable for our situation. So the objective for this project is develop a cost effective iSCSI based storage area network solution for CNZ company that need to manage a lot of data storage.
3. Request of System

The design of data storage and backup should focus on e-commerce and using advanced storage, network and medium technology to build an integrity iSCSI storage area network for high efficiency data transformation and sharing. This storage area network should work for whole company about 150 computers and should contain VOIP and maybe video commerce service. So the total data transfer rate should be at least 700mb/s，and may need to upgrade to 1.5 GB/s if we want to fully support video transfer (we are using 1 GB/s Ethernet).

For this project we request following points:

3.1 Fully Storage area network functionally 

· Centralizing manage

· Open and Multi-protocol support

· Availability

· Scalability

· Modular

· Secured 

· Upgradeable and Scalable 

3.2 High availability

The whole system must have great stability, can work long time with out fault. We need our storage system available 24 hours 7days. So develop an effective data storage system is really important. This will include advanced storage devices and advanced storage management software.

3.3 High reliability

The storage system should have the fault tolerance. Validate before using the data to confirm data on storage devices are correct. And make sure we are immunity of virus, virus detection before auto and manual save is important. 

3.4 High performance

Whole network system should base upon Gigabit Ethernet and the capability of storage is at least 2TB and 10TB extendable. And new system must have same or better quality of storage than existing.

We need back up huge number of data in short time. And two level backup systems are needed. First level using cheap disk as a temporary cache and data finally saved at second level disk array.

And the back up system should have ability to recovery a directory on a disk, one disk or whole system.

3.5 Easy to management

To reduce the complexity of management, we need iSCSI SAN management software with friendly interface, easy to control and powerful functionality. Then try to use congregate storage structure to decrease number of disk unit...

3.6 Extendable 

When we built this iSCSI SAN we require to think about extendable of system. The capability and speed of SAN can be improved with company size grown. The aim in this project is 10TB extendable.

3.7 Practicability

This project should fully consider of practicality and budgetary. Use lowest cost to built acceptable performance iSCSI Storage area network. And the core modules in our system: Cost effective. Total cost of ownership for 5 years is 1/10 of existing set up.

3.8 Compatibility

Only zero or positive impact for our existing data network and storage facilities

4. System structure

Our iSCSI SAN storage system will build based upon Ethernet Local area network which we already owned. And we want to install advanced iSCSI initiator and target hardware or software on our system and iSCSI storage management software inside server computer. 

5. System function

a) Data storage

· We need following function for our data storage:

· Multi-operation system support

· Multi- Database support

· RAID support

· RAID management

· Highly extendable

b) Data backup

· We need following function for our data backup:

· Multi- operation system and platform support

· Multi- database backup

· Multi- medium support

· Centralization data management and backup

· Multi-backup strategy

· Using less CPU and network resource

· Data encrypt

· Virus scan

· Highly extendable

· Fast backup possible

c) Data recovery

· Data recovery should consider following point:

· Disaster recovery

· Fully or part able recovery

· Fast recovery

· Data log for recovery 

d) Management function

The management software should have friendly user interface, enough to manage lot of data storage and network transfer. 

6. Budget

For our storage system we need fully consider about cost effective and we will using LAN NIC card, router, switch for our SAN equipment. And the most cost for this project is NZ$2000.

Range of approaches 

The whole ISCSI SAN can be separate to three parts. They are host side, switch side and storage side.
In each of those three parts we have many approaches to achieve our integrity ISCSI SAN storage system.

Host side devices

The host side devices in ISCSI SAN system also are client side computer in Local area network, at present we have two solutions. First on is use software ISCSI initiator with normal Ethernet NIC card, another one is use hardware ISCSI initiator.

Software ISCSI initiator is implement as the complete iSCSI initiator (the driver) will be built into the operating system software and functions with the network stack (iSCSI over TCP/IP). The software initiator supports both standard Ethernet network adapters and TCP/IP offloaded network adapters (NIC card). For the reason of cost effective, software iSCSI initiator is wildly use in exist iSCSI SAN system. Most ISCSI initiator is free or open software.
Hardware ISCSI initiator is integrity more functionality inside normal Ethernet NIC card, this functionality maybe TCP/IP offload, SCSI command support. Those functionality can effectually reduce computer CPU’s utilize and giving ability for old computer (CPU speed lower then 800MHz) can connect to ISCSI SAN with high performance. 

For hardware ISCSI initiator there still have two choices. First one is TOE card, second one is ISCSI card. In TOE card, it just integrity TCP/IP offload engine inside and this can help CPU without doing process on network transport. Normally one TOE card cost NZ$ 200-300. But at this time we still need ISCSI initiator software to add SCSI command for our host side computer. So TOE card are not fully ISCSI card. For this problem, some company provide ISCSI card. Which is add SCSI command, ISCSI management and TCP/IP offload functionality inside NIC card to achieve better performance for ISCSI SAN connecting. But ISCSI card are always very expensive, normally NZ$ 800-900. But it is really useful for large size company on finical or commence area which have great size data transform rate and huge data need to be storage.

For the reason of software ISCSI initiator will cost lot of computer CPU unitize so software ISCSI initiator only suitable for the CPU which has CPU speed higher then 800MHz. And for other old and slow computer we have to use hardware ISCSI initiator. For some extremely important computer we will consider to use one or two ISCSI card to achieve high performance.

Also we should consider about upgrade the computer which have CPU speed lower then 800MHz. 

So overview, we will use one to two iSCSI cards, three to five TOE card for old computer and install software iSCSI initiator on rest computers to build our host side in iSCSI SAN.

Switch device

We can give two solutions for iSCSI SAN switch device, first one is using Ethernet switch, another one is using professional iSCSI switch. But iSCSI switch is a normal switch with Fibre channel connect and some SAN management. For the reason of we will not touch fibre channel at all and the price of iSCSI switch ata least double then normal switch. We will only consider about normal Ethernet switch.

Ethernet switch is a layer 1 and 2 device in OSI model, which add more intelligence and network function then Ethernet bridge and hub. Because most company built there Ethernet is based on Gigabit, so we will use switch which should support 10/100/1000Mb network.

Storage devices

There are three ways we can connect our storage devices to iSCSI storage area network.

First one is using iSCSI storage disk array, which is integrity iSCSI and Ethernet interface inside storage device, and which have advantage like easy to install and connected. But this may cost extra money on buying now storage devices, so we will ignore this from finance reason.

Second one is using iSCSI converter/bridge, this is the way connect our old, traditional storage device to iSCSI SAN. And we can upgrade CD/DVD/MO disk to iSCSI SAN. This solution gives us an easy upgrade, reasonable price, flexibility of using and upgrade.

We will consider this solution to upgrade our existing storage device for connect them to iSCSI SAN. And we will adding some storage software to make it easy to use and manageable. 

Third one is using storage server, this is install iSCSI Target software on suitable computer, to make a storage functionality storage server. And let client side which install iSCSI initiator to view iSCSI resource. Because storage server is use exist server computer with iSCSI Target software and some storage management software, so storage server is the most cost effective storage side devices and we can upgrade our storage devices with adding more connect to our storage server.

The thing we should worry about is Microsoft does not support iSCSI target software and we can only get this from storage devices vendor or third party software. So the compatibility should be considered.

Project proposal

1. DAS connect

DAS is short for Direct Attached Storage, an old storage way which wildly used in lot of company in IT area. Camper with recently storage system like storage area network, DAS connect has data decentralization, hard to management, not security and lower the total efficiency. 
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This is a simple DAS connect we can find single server connecting with a storage disk array and make system complexity and hard to management.

2. Overall of this project

2.1 Objective:

The objective of this project is built a cost effective iSCSI Storage area network server for a medium size organization CNZ.

2.2 Background

This new iSCSI SAN storage system will be used to supersede old DAS storage system which used by CNZ company recently.

2.3 Output

At the end of this project we will have an integrity iSCSI SAN system server the demand of storage in CNZ Company. At the same time we will have backup and recovery system appertain of SAN system.

2.4 brief introduce to this project 
Overall for our project we will install iSCSI initiator(including both software and hardware iSCSI initator) on all computer in the Local area network and connect those host side computer to the Ethernet switch which we already using in LAN system. Then connect our storage device to this Ethernet switch and build our iSCSI storage area network system.

2.5 Optional of storage device

For connect storage device to Ethernet switch, there are few solution we can choice.

First one is direct connecting with iSCSI storage disk array, but we need buying new disk array with iSCSI interface connect sort. This one only consider as update using.

Second one is using iSCSI converter or bridge. This one is covert different interface to iSCSI and can connect it with our Ethernet switch, this solution with easy of using and high extendable. And it can convert mostly all storage devices like ATA, SATA, DMA hardware disk, SCSI, disk array even CD/DVD/MO disk to iSCSI and share it on Storage area netework.
Third one is using Storage Server which is using a separate server computer as storage server and installs iSCSI Target software and some iSCSI management software inside it to achieve network management and storage management. Then connect our storage device with this computer and connect this computer with our Ethernet switch to finish a Storage area network.

At this moment we will think about using second one or third one. Cost effective is most important for our project so which one will be choice at last was being based on cost of this solution. For second one we will cost on iSCSI convert and bridge devices for all of our storage devices, and for third one we will need one separate server computer and we need buy some software for SAN management to achieve iSCSI SAN.

In CNZ case we will be most thinking about using storage server solution.

3. Response for user brief

3.1 Fully Storage area network functionally 

Our system will have fully storage area network functionally. 

3.2 High availability

Because our project will be using install SAN target software and management software on a server computer. If we using iSCSI converter, we got more stability and don’t have problem from server computer down. Stability of iSCSI SAN with storage server is based on storage server computer. Performance is the key point and we suggest using at least intel XERON 1.6gHZ CPU to achieve high availability.

Our system will server 24 hours 7 days if we don’t meet server computer down. But 1 hour maintenance time every day is our suggestion.

3.3 High reliability

The storage system will have the fault tolerance inside RAID system. And we will using CRC encoding check to make sure data in correct status to make sure validate before using the data to confirm data on storage devices are correct. And we will suggest CNZ computer install advance anti-virus software with recently virus definition on each computer in LAN and some fire well configuration inside Ethernet switch. And we will install some advance anti-virus software inside storage server to make sure we are immunity of virus.

3.4 High performance

Because our SAN system is base on exist Ethernet system. So in CNZ case, we will use Gigabit Ethernet and the capability of storage is. As we know iSCSI storage system is a great improve of DAS system. So the quality of service will be much batter. Although there may have some latency with convert SCSI to iSCSI. 

And our backup system will soppurt two level backup systems, and we will using some ATA disk which inside server computer for fist level backup and storage disk array for second level.

And there will have a backup server on the remote side of our storage area network and all backup file will be store as compress status. 

3.5 Easy to management

We will choice our SAN management carefully to achieve easy to management. This part needs more SAN management software information, and we will add it later.

3.6 Extendable 

The extendable is based on number of port of our Ethernet switch and the performance of our server computer, and if we using a Ethernet switch will more port we will have more extendable. Mostly, 10TB extendable is easy to be achieving with a Ethernet switch with 10 ports.

And as the company size grown, we can just buying new storage devices and connect it with our Ethernet switch and make it work in our iSCSI storage area network. 

3.7 Practicability

In this project we will fully consider about cost effective. So we will use Microsoft iSCSI initiator and target which is free software and our existing LAN switch, router and hub and our existing server and client computer.

The only thing will cost some money is iSCSI management software.

And personal we don’t think the total cost of ownership can be 1/10 in next 5 years, because with update from DAS to SAN, the total cost of ownership is not change to much, the improve is on Centralizing manage, Open and Multi-protocol support, Availability and Scalability. So we think best effective can reduce total cost of ownership to 85% of existing system.

3.8 Compatibility

Because our project is install iSCSI initiator and target and management software inside both server and client computer in LAN so there will be no impact to our storage facilities at all.

4. System function

a) Data storage

Our storage area network has following function on data storage

· Multi-operation system support

This include Microsoft windows, UNIX, Linux, Mac OS

· Multi- Database support

Our storage system will support Oracle, SQL and Microsoft access database system 

· RAID support

Our SAN system will support from RAID lv0 to lv4 and include lv0+1.

· RAID management

Advanced RAID management software will be installed on storage server computer.

· Highly extendable

Extend is based on our Ethernet SAN and choice of storage device, each of them have at least 5TB extendable.

b) Data backup

Our SAN has following function on data backup

· Multi- operation system and platform support

This include Microsoft windows, UNIX, Linux, Mac OS

· Multi- database backup

Our storage backup system will support Oracle, SQL and Microsoft access

· Multi- medium support

Our backup system support most of storage medium like ATA, STAT, SCSI even CD/DVD/MO disk.

· Centralization data management and backup

Data management wills the control by storage server computer only.

· Multi-backup strategy

We support direct disk to disk backup and remote backup from network. 

· Using less CPU and network resource

With better CPU we can get better effective.

· Data encrypt

Data encrypt is wildly used in storage.

· Virus scan

· Highly extendable

· Fast backup possible

c) Data recovery

Our data recovery should consider following point:

· Disaster recovery

· Fully or part able recovery

· Fast recovery

· Data log for recovery 

Product recommendation 


Host side devices

Consider about the advantage and the cost of both software and hardware iSCSI initiator, we will use software iSCSI initiator on most of the host side computer and few hardware iSCSI initiator on slow computer with CPU speed lower then 800MHz. Also we will choice TOE card for most computer need hardware iSCSI initiator and one or two iSCSI card on extremely important devices.
1. Software iSCSI initiator which using software driver program.

With this implementation, the complete iSCSI initiator (the driver) is built into the operating system software and functions with the network stack (iSCSI over TCP/IP). The software initiator supports both standard Ethernet network adapters and TCP/IP offloaded network adapters (NIC card).

Software products recommendation
There are numbers of software iSCSI initiator in storage area network area. But we don’t need worry about being confuse about which one we will use. Because each of them is based upon different operation system or plat form. 

The most important one is Microsoft iSCSI Software Initiator Version 2.0 (build 1653) based on Microsoft Windows operation system.
Microsoft support for standard Ethernet network adapters enables businesses to take advantage of iSCSI technologies by using standard off-the-shelf network adapter technology, without the need to purchase specialized hardware. For businesses where high performance solutions are critical, the Microsoft iSCSI initiator also supports the use of accelerated network adapters to offload TCP overhead from the host processor to the network adapter.
Microsoft iSCSI Software initiator version 2.0 is the newest version from Microsoft which gives window series user ability to build their iSCSI network easier and feasible. 

Microsoft iSCSI initiator supports most of windows operation system.

Windows XP Pro SP1 or later
Windows Server 2003 or later
Windows 2000 SP3 or later

With Microsoft iSCSI software initiator we can easy to find the remote iSCSI hard disk array and make it simulate as a local disk which displayed on disk management. This can let business people who familiar with Microsoft windows system can familiar with utilize this new technology iSCSI SAN. And we can use and save our file on remote disk array just like using our local hard disk.    

In our project, we highly recommend using this Microsoft for all our windows system which need connected to iSCSI SAN. Because this is the most cost effective way to achieve our aim, we don’t need cost any money on equipment or toll software. what we need is setting iSCSI initiator and use it.
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Can be downloaded from: 

http://www.microsoft.com/downloads/details.aspx?FamilyID=12cb3c1a-15d6-4585-b385-befd1319f825&displaylang=en#overview
Cisco iSCSI initiator

Cisco iSCSI initiator doing the same functionality as Microsoft one, but Cisco iSCSI initiator only works with Cisco storage devices on Linux operation system. 
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There are some other software iSCSI initiator like ATTO Xtend SAN work for Mac OS, Red Hat and Suse Linux iSCSI initiator and HP-UX iSCSI initiator which service for different operation system.

NIC (network interface card) product recommendation
To combine with software iSCSI initiator we just need one Ethernet network interface card on each computer. At present, most company in IT area already build their own local area network and this mean they already have this network interface card built-in their computer system.

So this is another reason that we recommend using software iSCSI initiator with Ethernet network interface card.

Cameo 32-bit PCI 10/100/1000Mbps Gigabit Ethernet Card Realtek 8169S Chipset is only NZ$19.02.

[image: image7.jpg]



Features IEEE Standard/Network Topology 

 IEEE802.3 10 Base-T Ethernet 

 IEEE802.3u 100 Base-TX Fast Ethernet PCI Buses Supported 

 PCI 2.2 / 2.1 

 Network Management 

 WOL: Wake on LAN 

 ACPI 1.0 

 DMI 2.0 OS Software Support 

 Windows 95/98, ME, NT3.5 or later 

 Windows 2000 and Windows XP 

 RedHat 6.2 or later 

 FreeBSD 4.2, SCO 3.2.4, SCO 5.x, Unixware 7 

 DOS 6.22 Controller-Processor 

 VIA-VT6105M Operating Temperature 

 Operating temperature 0oC to 50oC 

 Storage temperature -25oC to 55oC Operating Humidity 

 5% to 90% non-condensing 

	


(http://www.pricespy.co.nz/pno_2451.html)  

2. Hardware iSCSI Initiator

The iSCSI initiator or driver can be implemented in the hardware adapter card, rather than in the host software. This can be done by using an iSCSI HBA(iSCSI card) or a multifunction offload device(Tcp/ip offload engine or TOE card). In either case, the iSCSI processing is offloaded to the hardware adapter card instead of processing the iSCSI protocol in the host software. With both TCP and iSCSI processing on the adapter card, high-speed transport of block data with minimal CPU overhead is possible. (The drawbacks to this approach are that these high-performance solutions are more costly.) 
Course the reason from cost, TOE card and iSCSI card always more then US$500 each, we will skip this solution mostly. 

TOE card Product recommendation
An iSCSI TOE card offloads information from the network and separates the SCSI and Gigabit packets and routes them accordingly. 

Whilst an iSCSI TOE card would offload some of the CPU processing it is not necessary for most servers. In our testing using a server with a Gigabit card and no iSCSI TOE card would typically use 5-10% CPU cycles. You would normally install an iSCSI TOE card if you wanted remote boot to disk or you had a database server and required all available CPU power. 


ADAPTEC 7711C GIGE NAC COPPER TOE CARD LINUX 
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	Unit Price
	$818.50 


1 GB Ethernet adapter with ASIC-based full TCP/IP offload (copper). Maximize network application performance and extend lifetime of existing servers with the fastest and most robust implementation in the industry.

The Adaptec 7711C (copper) is a complete TCP/IP Offload NIC designed to maximize network performance and lower CPU utilization. By processing TCP in the NAC, the Adaptec 7711C removes the TCP burden and allows the host CPU to devote more cycles to application processing and accelerates the network.

(www.nextwarehouse.com/ prod.cfm/23062/1975700)

iSCSI card Product recommendation
In theory an iSCSI card is supposed to avoid excessive CPU utilization.

Adaptec iSCSI 7211C


Price NZ$ 1090

The Adaptec 7211C (copper) delivers high performance, interoperable connection into iSCSI SANs in Gigabit Ethernet environments. Unlike NIC based implementations the Adaptec 7211C (copper) offers ASIC-based complete TCP/IP and iSCSI offload enabling lower CPU utilization and the best price-performance. The Adaptec 7211C (copper) provides best-in-class interoperability and is ideal for applications like storage consolidation, LAN-free and server-free back-up, database and e-mail deployment, as well as remote replication and disaster recovery.

Highlights 

The premier choice for connectivity 

High-speed iSCSI SAN connectivity with minimal CPU utilization  

Fully offloads protocol processing from the host CPU 

Enables any enterprise that uses standard Ethernet technology to consolidate storage, increase data availability, and reap the benefits of SANs  

Ideal for environments where storage consolidation, LAN-free backup, and remote replication  

Support milt-operation system

Switch device

We can give two solutions for iSCSI SAN switch device, first one is using Ethernet switch, another one is using professional iSCSI switch. In our project we will use normal Ethernet switch instead of professional iSCSI switch, because iSCSI switch just adding some bridge and management functionality inside normal switch, but the price at least double then normal switch.

Ethernet switch is a layer 1 and 2 device in OSI model, which add more intelligence and network function then Ethernet bridge and hub. Because most company built there Ethernet is based on Gigabit, so we will use switch which should support 10/100/1000Mb network.

Simple product

NETGEAR GSM7224 24-Port Layer 2 Managed Gigabit Ethernet Switch  

Featuring 24 10/100/1000Base-T ports and a non-blocking design, the Netgear GSM7224 Layer 2 Managed Ethernet Switch delivers wire-speed Gigabit performance for demanding environments. These include high-performance workgroups at the edge of the network and Gigabit servers in demanding small networks. The switch offers full Gigabit throughput simultaneously to all 24 10/100/1000 ports, and includes Layer 2 management functionality for high reliability, control and availability. Optimize network speed, bandwidth, security, and control with extensive VLAN support, resiliency, traffic prioritization, port trunking, port mirroring, RADIUS, SNMP, DHCP features and broadcast storm protection. Easy to setup and use, this managed gigabit switch provides high productivity and enhanced performance for high-bandwidth applications like video, voice and database management. All ports of the GSM7224 Layer 2 Gigabit Ethernet switch are auto-negotiating and support Auto Uplink™technology, with forwarding rates of up to 35.7 million pps, and a switching capacity of 48 Gbps. Two management interfaces - an easy-to-follow Web interface, and a command line interface available through console or Telnet provide flexible options for simplified management. Plus, comprehensive remote administration capabilities reduce the need for on-site administration.

[image: image9.jpg]



Price $789

GS608 8-port Gigabit 10/100/1000 Mbps Ethernet Switch

[image: image10.png]



This is a home or small company using high-speed network on a small scale, nothing delivers like these stylish powerhouses. These fast, easy, and affordable Gigabit switches give your company or home network the maximum capacity to handle huge bandwidth. Packed with ease-of-use features to simplify your networking experience, their sleek design makes them look great on a desktop – either flat or in the provided stand. The GS608 move very large files such as high-end multimedia, gaming, Internet access, and other speed-intensive applications across your network instantly, and because they are standards-based, they painlessly integrate existing 10, 100, and 1000 Mbps devices on your network. The fan-less design results in silent operation allowing you to focus on your game or relax to your music. Matched with NETGEAR's thorough testing, the GS600 switches provide long-lasting performance you can count on.

Features 

Eight 10/100/1000 Mbps Ethernet ports 

Stylish Design - looks great flat or in provided stand 

Smart - honors 802.1p priority tags, great for VoIP applications 

Flexible - great for PC or Macintosh® computers 

Silent - noise-free operation for a peaceful work environment 

Price: $160

Cisco Ethernet switch 2600, 3600,3700 series

[image: image11.png]



The Cisco 16-port and 36-port 10/100 EtherSwitch modules for Cisco 2600, 3600, and 3700 series routers offer branch office customers the option to integrate switching and routing in one platform. Combining robust Layer 3 flexible WAN routing with low-density line-rate Layer 2 switching, the EtherSwitch modules provide straightforward configuration, easy deployment and integrated management in a single platform.

Key features of the EtherSwitch Network Module:

· 16 or 36 10/100 switched Ethernet ports in a network module

· Line-rate Layer 2 switching across Ethernet ports

· Optional in-line power to power IP phones or Cisco wireless access points (requires external power supply)

· Port autosensing

· QoS and VLAN support from 802.1 P/Q standards

· 802.1D Spanning Tree protocol support

Storage devices

Because we will consider use iSCSI bridge for update our existing storage devices suitable for SAN and storage server for other storage devices.
iSCSI bridge product recommendation
POTOMAC iSCSI Bridge
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Features

Maximum return on existing investment. 

Ease of implementation. 

Detailed GUI. 

Interfaces

Host Port: 

1 GigabitEthernet Port; transfer rate 200MB/s (burst) auto negotiation for 10Mb and 100Mb networks 

Slave Ports: 

LVD/SE: Auto sensing SCSI Ultra 160; maximum transfer rate 160MB/sec 

Connectors
Gbe : RJ45 

SCSI: 68-way HDC

Third one is using storage server, this is install iSCSI Target software on suitable computer, to make a storage functionality storage server. And let client side which install iSCSI initiator to view iSCSI resource. Because storage server is use exist server computer with iSCSI Target software and some storage management software, so storage server is the most cost effective storage side devices and we can upgrade our storage devices with adding more connect to our storage server.

The thing we should worry about is Microsoft does not support iSCSI target software and we can only get this from storage devices vendor or third party software. So the compatibility should be considered.

Storage server product recommendation
Intel® iSCSI Target Software Development Kit v1.0 for Intel XScale® Core-based Platforms

Intel® iSCSI Target Software Development Kit v1.0 for Intel XScale® core-based platforms is Intel's software implementation of the iSCSI Target protocol as defined by the Internet Engineering Task Force (IETF) Request for Comment (RFC) 3720. This software kit is ideally suited for storage system manufacturers and Independent Software Vendors (ISVs) who want to deploy industry-leading iSCSI external storage solutions on low-cost Intel XScale technology platforms running Linux* for the growing IP storage market.

PyX iSCSI-T Target Software
The SBE/PyX iSCSI software products are robust, cost-effective iSCSI storage management solutions delivering fault tolerant, high availability, uniform iSCSI software protocol with full error recovery. Fully compliant with IETF iSCSI standards, this powerful iSCSI software suite delivers multi-path migration and load balancing functionality. The SBE/PyX solution uses active/active trunking providing seamless connectivity migration which supports uninterrupted data flow and aggregation of bandwidth. This means that requests from a failed communication path can be automatically re-assigned to active communication paths, allowing iSCSI data to continue to flow uninterrupted. As a result, the solution ensures that there is no single point of failure on the storage transport layer between any two iSCSI nodes.

Technologies involved

1）Storage area network (SAN)

Storage-area network (SAN) is a dedicated, high-performance special-purpose network that exists separately from LANs and WANs; it generally serves to interconnect the storage-related resources that are connected to one or more servers. Because it is a separate, dedicated network, it avoids any traffic conflict between clients and servers. It is often characterized by its high interconnection data rates(Gigabits/sec) between member storage peripherals and by its highly scalable architecture. Though typically spoken of in terms of hardware, SANs very often include specialized software for their management, monitoring and configuration.

(http://www.dothill.com/tutorial/tutorial.swf)

Storage-area network (SAN) can provide much benefit.

· Centralizing manage

· Open and Multi-protocol support

· Availability

· Scalability

· Modular

· Secured 

· Upgradeable and Scalable 

SAN Hardware:

SANs are built up from unique hardware components. These components are configured together form the physical SAN itself and usually include a variety of equipment. RAID storage systems, hubs, switches, bridges, servers, backup devices, interface cards and cabling all come together to form a storage system that provides the resources that facilitate the policies of an IT organization.

For the reason of  most of SAN solution is based upon the fibre channel SAN and I have find a example from Intel which is using two Fibre Channel switches to connect a server cluster to a pool of storage resources, including storage disk arrays and tape backup units. The SAN also contains a Fibre Channel over Internet Protocol (FCIP) gateway for remote data backup and disaster recovery over the wide area network (WAN). The focus of this segment is a flexible storage disk array that supports the pictured Fibre Channel network and is also configurable for alternative technologies like iSCSI.
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(fimgure2: a simple SAN from Intel website)

Software used:

More than ever before, software is playing a vital role in the successful deployment of SANs. Much of the technology, and many of the features, provided by SANs are actually embedded in its software. From volume management to serverless backup, choosing and configuring the software components is very important and should be done with care.

Many Companies offer a wide variety of software products and solutions that are specifically designed to enhance the performance, data availability and manageability of SANs. Some of these solutions have been custom developed by these companies for lines of data storage systems. Other offerings are more universal or “open” and address a very broad range of customer requirements and equipment.

(http://www.dothill.com/tutorial/tutorial.swf)

2) Internet small computer system interface (iSCSI)

Objective and definition:

iSCSI is Internet SCSI (Small Computer System Interface), an TCP/IP-based storage networking standard for linking data storage facilities, developed by the Internet Engineering Task Force (IETF). By carrying SCSI commands over IP networks, iSCSI is used to facilitate data transfers over intranets and to manage storage over long distances. The iSCSI protocol is among the key technologies expected to help bring about rapid development of the storage area network(SAN) market, by increasing the capabilities and performance of storage data transmission. Because of the ubiquity of IP networks, iSCSI can be used to transmit data over local area networks , wide area networks or the Internet and can enable location-independent data storage and retrieval.

(http://whatis.techtarget.com/definition/0,,sid9_gci750136,00.html)

Functionality:

When an end user or application sends a request, the OS generates the appropriate SCSI commands and data request, which then go through encapsulation and, if necessary, encryption procedures. A packet headeris added before the resulting IP packets are transmitted over an Ethernet connection. When a packet is received, it is decrypted (if it was encrypted before transmission), and disassembled, separating the SCSI commands and request. The SCSI commands are sent on to the SCSI controller, and from there to the SCSI storage device. Because iSCSI is bi-directional, the protocol can also be used to return data in response to the original request.

(http://whatis.techtarget.com/definition/0,,sid9_gci750136,00.html)

SCSI over IP
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(fingura3: SCSI over IP model)

iSCSI Protocol

The iSCSI protocol is a mapping of the SCSI Remote Procedure Call (reference SAM) model to the TCP/IP protocol. The iSCSI protocol provides its own conceptual layer independent of the SCSI CDB information it carries. In this fashion, SCSI commands are transported by iSCSI request and SCSI response and status are handled by iSCSI responses. Also, iSCSI protocol tasks are carried by this same iSCSI request and response mechanism 
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(fingura4: SCSI over IP model)

Just as in the SCSI protocol, iSCSI employs the concepts of “initiator,” “target,” and communication messages called protocol data units (PDUs). Likewise, iSCSI transfer direction is defined respective to the initiator. As a means to improve performance, iSCSI allows a “phase collapse” that allows a command or response and its associated data to be sent in a single iSCSI PDU.

iSCSI Protocol Model

iSCSI uses TCP/IP for reliable data transmission over potentially unreliable networks. As shown in Figure 2, the iSCSI layer interfaces to the operating systems’s standard SCSI set. The iSCSI layer includes encapsulated SCSI commands, data and status reporting capability. When, for example, the operating system or application requires a data write operation, the SCSI CDB must be encapsulated for transport over a serial gigabit link and delivered to the target.

[image: image16.png]Initiator Target

IP Network




(fingura5: 5 layer iSCSI model)

The iSCSI protocol monitors the block data transfer and validates completion of the I/O operation. This occurs over one or more TCP connections between initiator and target. In practical applications, an initiator may have multiple target resources over an IP network, and consequently multiple concurrent TCP connections active.

(http://www.cisco.com/warp/public/cc/pd/rt/5420/prodlit/imdpm_wp.pdf)

KEY FEATURES of iSCSI:

1. Built on Familiar Standards

iSCSi is based upon the TCP/IP over Ethernet Most IT administrators are familiar with deployment and provisioning of Ethernet and TCP/IP networks.

2. Flexible Storage Infrastructure Reduces TCO

iSCSI technology facilitates more rapid expansion of new storage capacity without directly  impacting individual server or application operation. With the flexibility of a networked infrastructure in place, total costs decline.

3. Reach Greater Distances with Less Infrastructure

iSCSI, because it uses TCP/IP, can move more data over great distances without the expensive optical equipment Fibre Channel requires.

4. Provides a High Degree of Interoperability

Reduces disparate networks and cabling, and uses regular Ethernet switches instead of special Fibre Channel switches

5. Supports Block and File Level Data

Servers with iSCSI can support simultaneous transport of both file-level and block-level data.

 (http://www.snapappliance.com/images/default/solution_briefs/iscsi_sb_web.pdf)


[image: image17]
(Table 1 the TCO (total cost of ownership) between DAS iSCSI SAN and FC SAN)

System bus compare

SCSI: The most common drive interface for enterprise-class drives today is SCSI Ultra160, which has a theoretical bandwidth of 160 MB/s, shared by up to 15 drives. The maximum bus length is 12 meters. The SCSI interface has now scaled to Ultra320, and developers are trying to get to Ultra640. Many believe that 640 MB/s, if achieved, will be the ceiling for SCSI.

Fibre Channel: Like Gigabit Ethernet, Fibre Channel uses 8b/10b encoding of the data. Therefore, the nominal link bandwidth of 2 Gbps carries data at 1600 Mbps, which yields 200 MB/s. So the theoretical bandwidth of a full duplex Fibre Channel link is 400 MB/s. The plans are for Fibre Channel to scale from 2 Gbps to 4 Gbps, even to 10 Gbps in the future. It is expected that the FC-SW2 SAN fabric, which utilizes 2 Gbps, will skip the 4 Gbps speed and go directly to 10 Gbps. The Fibre Channel disk interface (FC-AL)  owever, will likely move from 2 Gbps to 4 Gbps as its top speed, as the copper interface used for disk drives can probably not be clocked beyond 4 Gbps.

Ethernet for iSCSI: Even though the initial iSCSI deployment is on Gigabit Ethernet, its real value will be realized as iSCSI scales up to 10 Gigabit Ethernet. One of the differences is how the TCP/IP stack is executed. At Gigabit Ethernet speeds it is possible to execute the TCP/IP stack in software on an I/O processor. However, 10 Gigabit Ethernet is going to require a hardware-assisted TCP/IP Offload Engine (TOE). The widespread deployment of iSCSI as a SAN fabric alternative to Fibre Channel is dependent on these technology developments.
(ftp://download.intel.com/design/network/solutions/manual/Chapter9.pdf)
3) TCP/IP
Objective and definition:

TCP/IP (Transmission Control Protocol/Internet Protocol) is the basic communication language or protocol of the Internet. It can also be used as a communications protocol in a private network (either an intranet or an extranet). When you are set up with direct access to the Internet, your computer is provided with a copy of the TCP/IP program just as every other computer that you may send messages to or get information from also has a copy of TCP/IP

(http://searchnetworking.techtarget.com/sDefinition/0,,sid7_gci214173,00.html)

All of the protocols in the TCP/IP suite are defined by documents called Requests For Comments (RFC's).

(http://www.rfc-editor.org/)

Functionality:

TCP/IP is a two-layer program. The higher layer, Transmission Control Protocol, manages the assembling of a message or file into smaller packets that are transmitted over the Internet and received by a TCP layer that reassembles the packets into the original message. The lower layer, Internet Protocol, handles the address part of each packet so that it gets to the right destination. Each gateway computer on the network checks this address to see where to forward the message. Even though some packets from the same message are routed differently than others, they'll be reassembled at the destination.

(http://www.itprc.com/tcpipfaq/faq-1.htm#what-tcpip)

The TCP/IP model:

The U.S. Department of Defense (DoD) created the TCP/IP reference model, because it wanted to design a network that could survive any conditions, including a nuclear war. In a world connected by different types of communication media such as copper wires, microwaves, optical fibers and satellite links, the DoD wanted transmission of packets every time and under any conditions. This very difficult design problem brought about the creation of the TCP/IP model.

Unlike the proprietary networking technologies mentioned earlier, TCP/IP was developed as an open standard. This meant that anyone was free to use TCP/IP. This helped speed up the development of TCP/IP as a standard.
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OSI model:

As we know there are another really important network model standard in data communication area which is OSI model.

The Open System Interconnection (OSI) reference model released in 1984 was the descriptive network model that the ISO created. It provided vendors with a set of standards that ensured greater compatibility and interoperability among various network technologies produced by companies around the world.
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OSI reference model have 7 layers which is used to understand how information travels throughout a network. The OSI reference model explains how packets travel through the various layers to another device on a network, even if the sender and destination have different types of network media and OSI model can provide many benefits, such as reduce complexity, standardizes interfaces, facilitates modular engineering and so on….

Comparison of the OSI model and the TCP/IP model

There are some similarities and differences between OSI model and TCP/IP model

Similarities include: 

· Both have layers. 

· Both have application layers, though they include very different services. 

· Both have comparable transport and network layers. 

· Both models need to be known by networking professionals. 

· Both assume packets are switched. This means that individual packets may take different paths to reach the same destination. This is contrasted with circuit-switched networks where all the packets take the same path. 

Differences include: 

· TCP/IP combines the presentation and session layer issues into its application layer. 

· TCP/IP combines the OSI data link and physical layers into the network access layer. 

· TCP/IP appears simpler because it has fewer layers. 

· TCP/IP protocols are the standards around which the Internet developed, so the TCP/IP model gains credibility just because of its protocols. In contrast, networks are not usually built on the OSI protocol, even though the OSI model is used as a guide.

Although TCP/IP protocols are the standards with which the Internet has grown, this curriculum will use the OSI model for the following reasons: 

· It is a generic, protocol-independent standard. 

· It has more details, which make it more helpful for teaching and learning. 

· It has more details, which can be helpful when troubleshooting. 

Networking professionals differ in their opinions on which model to use. Due to the nature of the industry it is necessary to become familiar with both. The focus will be on the following: 

· TCP as an OSI Layer 4 protocol 

· IP as an OSI Layer 3 protocol 

· Ethernet as a Layer 2 and Layer 1 technology
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(http://www.technology.niagarac.on.ca/courses/ctec1906/notes/tcp-ip-06.html)

Common on TCP/IP model:

[image: image21.png]FTP HTTP SMTP DNS DNS TFTP
TCP uppP
P
Many LANs
Internet LAN and WANs.





This figure illustrates some of the common protocols specified by the TCP/IP reference model layers. Some of the most commonly used application layer protocols include the following: 

· File Transfer Protocol (FTP) 

· Hypertext Transfer Protocol (HTTP) 

· Simple Mail Transfer Protocol (SMTP) 

· Domain Name System (DNS) 

· Trivial File Transfer Protocol (TFTP) 

The common transport layer protocols include: 

· Transport Control Protocol (TCP) 

· User Datagram Protocol (UDP) 

The primary protocol of the Internet layer is: 

· Internet Protocol (IP) 

The network access layer refers to any particular technology used on a specific network.

In TCP/IP – Ethernet data communication the data is send like this
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TCP protocol:

TCP is a connection-oriented transport protocol that sends data as an unstructured stream of bytes. By using sequence numbers and acknowledgment messages, TCP can provide a sending node with delivery information about packets transmitted to a destination node. Where data has been lost in transit from source to destination, TCP can retransmit the data until either a timeout condition is reached or until successful delivery has been achieved. TCP can also recognize duplicate messages and will discard them appropriately. If the sending computer is transmitting too fast for the receiving computer, TCP can employ flow control mechanisms to slow data transfer. TCP can also communicate delivery information to the upper-layer protocols and applications it supports.

TCP Header Format

TCP segments are sent as internet datagrams. The Internet Protocol header carries several information fields, including the source and destination host addresses [2]. A TCP header follows the internet header, supplying information specific to the TCP protocol. This division allows for the existence of host level protocols other than TCP.
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(http://www.cisco.com/warp/public/535/4.html)

(http://www.unix.org.ua/orelly/networking/tcpip/appf_01.htm)

(http://www.networksorcery.com/enp/protocol/ip.htm)

The fundamentals of TCP are defined in RFC 793, and later RFC's refine the protocol. RFC 1122 catalogues these refinements as of October 1989 and summarises the requirements that a TCP implementation must meet. 

TCP is still being developed. For instance, RFC 1323 introduces a TCP option that can be useful when traffic is being carried over high-capacity links. It is important that such developments are backwards-compatible. That is, a TCP implementation that supports a new feature must continue to work with older TCP implementations that do not support that feature. 

(http://www.itprc.com/tcpipfaq/faq-1.htm#what-tcpip)

(http://searchnetworking.techtarget.com/sDefinition/0,,sid7_gci214172,00.html)

IP protocol:

Internet Protocol (IP) is the central, unifying protocol in the TCP/IP suite. It provides the basic delivery mechanism for packets of data sent between all systems on an internet, regardless of whether the systems are in the same room or on opposite sides of the world. All other protocols in the TCP/IP suite depend on IP to carry out the fundamental function of moving packets across the internet.

And IP is a connectionless protocol, which means that there is no continuing connection between the end points that are communicating. The most widely used version of IP today is Internet Protocol Version 4 (IPv4). However, IP Version 6 (IPv6) is also beginning to be supported. IPv6 provides for much longer addresses and therefore for the possibility of many more Internet users. IPv6 includes the capabilities of IPv4 and any server that can support IPv6 packets can also support IPv4 packets.

IP Datagram Header

This description is taken from pages 11 to 15 of RFC 791, Internet Protocol
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The first field in the IP header is the version field. This is used to identify which version of IP was used to create the header. This is important in internets because not every network is running the same version of a protocol. If the IP header was created in a network using the latest version of IP, it may contain information not recognizable by an older version of IP.

(http://www.tekelec.com/ss7/protocols/ip2.asp)

 (http://searchenterprisevoice.techtarget.com/sDefinition/0,,sid66_gci214031,00.html)

(http://www.itprc.com/tcpipfaq/faq-1.htm#what-tcpip)

UDP protocol:

There is another protocol widely used in data communication area and instant of TCP protocol and combine with IP which is UDP protocol.

UDP (User Datagram Protocol) is a communications protocol that offers a limited amount of service when messages are exchanged between computers in a network that uses the Internet Protocol (IP). UDP is an alternative to the Transmission Control Protocol (TCP) and, together with IP, is sometimes referred to as UDP/IP. Like the Transmission Control Protocol, UDP uses the Internet Protocol to actually get a data unit (called a datagram) from one computer to another. Unlike TCP, however, UDP does not provide the service of dividing a message into packets (datagrams) and reassembling it at the other end. Specifically, UDP doesn't provide sequencing of the packets that the data arrives in. This means that the application program that uses UDP must be able to make sure that the entire message has arrived and is in the right order. Network applications that want to save processing time because they have very small data units to exchange (and therefore very little message reassembling to do) may prefer UDP to TCP. The Trivial File Transfer Protocol (TFTP) uses UDP instead of TCP.

(http://searchwebservices.techtarget.com/sDefinition/0,,sid26_gci214157,00.html)

4) Ethernet
Objective and definition:

Ethernet is now the dominant LAN technology in the world. Other popular LAN types include Token Ring, Fast Ethernet, Fiber Distributed Data Interface (FDDI), Localtalk, Ethertalk, and Arcnet. Ethernet is a family of LAN technologies that may be best understood with the OSI reference model. The original and most popular version of Ethernet supports a data transmission rate of 10 Mb/s. Newer versions of Ethernet called "Fast Ethernet" and "Gigabit Ethernet" support data rates of 100 Mb/s and 1 Gb/s (1000 Mb/s). An Ethernet LAN may use coaxial cable, special grades of twisted pair wiring, or fiber optic cable. "Bus" and "Star" wiring configurations are supported. Ethernet devices compete for access to the network using a protocol called Carrier Sense Multiple Access with Collision Detection (CSMA/CD).
 (http://www.techfest.com/networking/lan/ethernet1.htm#1.1)

(http://www.lothlorien.net/collections/computer/ethernet.html)

The standard of Ethernet is defined by IEEE(Institute of Electrical and Electronics Engineers) with IEEE 802.3 CSMA/CD.

(http://www.ieee802.org/3/)

Ethernet and the OSI model:

Ethernet operates in two areas of the OSI model. These are the lower half of the data link layer, which is known as the MAC sublayer, and the physical layer.
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Ethernet at Layer 1 involves signals, bit streams that travel on the media, components that put signals on media, and various topologies. Ethernet Layer 1 performs a key role in the communication that takes place between devices, but each of its functions has limitations. Layer 2 addresses these limitations.
The Ethernet MAC Sublayer 

The MAC sublayer is concerned with the physical components that will be used to communicate the information. MAC refers to protocols that determine which computer in a shared-media environment, or collision domain, is allowed to transmit data.

The MAC sublayer has two primary responsibilities: 

•[image: image26.png]


Data encapsulation, including frame assembly before transmission, and frame parsing/error detection during and after reception 

•[image: image27.png]


Media access control, including initiation of frame transmission and recovery from transmission failure

（http://www.cisco.com/univercd/cc/td/doc/cisintwk/ito_doc/ethernet.htm#wp1020617）

Functionality:

Data that moves from one Ethernet station to another often passes through a repeater. All stations in the same collision domain see traffic that passes through a repeater. A collision domain is a shared resource. Problems that originate in one part of a collision domain will usually impact the entire collision domain.

A repeater forwards traffic to all other ports. A repeater never sends traffic out the same port from which it was received. Any signal detected by a repeater will be forwarded. If the signal is degraded through attenuation or noise, the repeater will attempt to reconstruct and regenerate the signal.
Ethernet Frame Structure:

The following illustrates the format of an Ethernet frame as defined in the original IEEE 802.3 standard: 

	Preamble (7bytes)
	Start Frame Delimiter (1byte)
	Destination MAC Address (6bytes)
	Source MAC Address (6bytes)
	Length / Type (2bytes)
	MAC Client Data
(0-n bytes)
	Pad
(0-p bytes)
	Frame Check Sequence (4bytes)


Preamble: 

A sequences of 56 bits having alternating 1 and 0 values that are used for synchronization. They serve to give components in the network time to detect the presence of a signal, and being reading the signal before the frame data arrives. 

Start Frame Delimiter: 

A sequence of 8 bits having the bit configuration 10101011 that indicates the start of the frame. 

Destination & Source MAC Addresses: 

The Destination MAC Address field identifies the station or stations that are to receive the frame. The Source MAC Address identifies the station that originated the frame. The 802.3 standard permits these address fields to be either 2-bytes or 6-bytes in length, but virtually all Ethernet implementations in existence today use 6-byte addresses. A Destination Address may specify either an "individual address" destined for a single station, or a "multicast address" destined for a group of stations. A Destination Address of all 1 bits refers to all stations on the LAN and is called a "broadcast address". 

Length/Type: 

If the value of this field is less than or equal to 1500, then the Length/Type field indicates the number of bytes in the subsequent MAC Client Data field. If the value of this field is greater than or equal to 1536, then the Length/Type field indicates the nature of the MAC client protocol (protocol type). 

MAC Client Data: 

This field contains the data transferred from the source station to the destination station or stations. The maximum size of this field is 1500 bytes. If the size of this field is less than 46 bytes, then use of the subsequent "Pad" field is necessary to bring the frame size up to the minimum length. 

Pad: 

If necessary, extra data bytes are appended in this field to bring the frame length up to its minimum size. A minimum Ethernet frame size is 64 bytes from the Destination MAC Address field through the Frame Check Sequence. 

Frame Check Sequence: 

This field contains a 4-byte cyclical redundancy check (CRC) value used for error checking. When a source station assembles a MAC frame, it performs a CRC calculation on all the bits in the frame from the Destination MAC Address through the Pad fields (that is, all fields except the preamble, start frame delimiter, and frame check sequence). The source station stores the value in this field and transmits it as part of the frame. When the frame is received by the destination station, it performs an identical check. If the calculated value does not match the value in this field, the destination station assumes an error has occurred during transmission and discards the frame.

(http://www.techfest.com/networking/lan/ethernet2.htm)

The Ethernet Physical Layers:

Because Ethernet devices implement only the bottom two layers of the OSI protocol stack, they are typically implemented as network interface cards (NICs) that plug into the host device's motherboard. The different NICs are identified by a three-part product name that is based on the physical layer attributes. 

The naming convention is a concatenation of three terms indicating the transmission rate, the transmission method, and the media type/signal encoding.

IEEE Ethernet naming rules: 
Ethernet is not one networking technology, but a family of networking technologies that includes Legacy, Fast Ethernet, and Gigabit Ethernet. Ethernet speeds can be 10, 100, 1000, or 10,000 Mbps. The basic frame format and the IEEE sublayers of OSI Layers 1 and 2 remain consistent across all forms of Ethernet.

	Speed
	Signal method
	Medium

	10
	BASE
	2

	100
	BROAD
	5

	1000
	
	-T

	10000
	
	-TX

	
	
	-SX


Encoding for Signal Transmission 

In baseband transmission, the frame information is directly impressed upon the link as a sequence of pulses or data symbols that are typically attenuated (reduced in size) and distorted (changed in shape) before they reach the other end of the link. The receiver's task is to detect each pulse as it arrives and then to extract its correct value before transferring the reconstructed information to the receiving MAC. 

Filters and pulse-shaping circuits can help restore the size and shape of the received waveforms, but additional measures must be taken to ensure that the received signals are sampled at the correct time in the pulse period and at same rate as the transmit clock: 

•[image: image28.png]


The receive clock must be recovered from the incoming data stream to allow the receiving physical layer to synchronize with the incoming pulses. 

•[image: image29.png]


Compensating measures must be taken for a transmission effect known as baseline wander. 

Clock recovery requires level transitions in the incoming signal to identify and synchronize on pulse boundaries. The alternating 1s and 0s of the frame preamble were designed both to indicate that a frame was arriving and to aid in clock recovery. However, recovered clocks can drift and possibly lose synchronization if pulse levels remain constant and there are no transitions to detect (for example, during long strings of 0s). 

Baseline wander results because Ethernet links are AC-coupled to the transceivers and because AC coupling is incapable of maintaining voltage levels for more than a short time. As a result, transmitted pulses are distorted by a droop effect similar to the exaggerated example shown in Figure 7-12. In long strings of either 1s or 0s, the droop can become so severe that the voltage level passes through the decision threshold, resulting in erroneous sampled values for the affected pulses. 
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The 802.3 Physical Layer Relationship to the ISO Reference Model :
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The physical layer for each transmission rate is divided into sublayers that are independent of the particular media type and sublayers that are specific to the media type or signal encoding. 

•[image: image32.png]


The reconciliation sublayer and the optional media-independent interface (MII in 
10-Mbps and 100-Mbps Ethernet, GMII in Gigabit Ethernet) provide the logical connection between the MAC and the different sets of media-dependent layers. The MII and GMII are defined with separate transmit and receive data paths that are bit-serial for 10-Mbps implementations, nibble-serial (4 bits wide) for 100-Mbps implementations, and byte-serial (8 bits wide) for 1000-Mbps implementations. The media-independent interfaces and the reconciliation sublayer are common for their respective transmission rates and are configured for full-duplex operation in 10Base-T and all subsequent Ethernet versions. 
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The media-dependent physical coding sublayer (PCS) provides the logic for encoding, multiplexing, and synchronization of the outgoing symbol streams as well symbol code alignment, demultiplexing, and decoding of the incoming data. 

•[image: image34.png]


The physical medium attachment (PMA) sublayer contains the signal transmitters and receivers (transceivers), as well as the clock recovery logic for the received data streams. 

•[image: image35.png]


The medium-dependent interface (MDI) is the cable connector between the signal transceivers and the link. 

•[image: image36.png]


The Auto-negotiation sublayer allows the NICs at each end of the link to exchange information about their individual capabilities, and then to negotiate and select 
the most favorable operational mode that they both are capable of supporting. Auto-negotiation is optional in early Ethernet implementations and is mandatory in later versions. 

Depending on which type of signal encoding is used and how the links are configured, the PCS and PMA may or may not be capable of supporting full-duplex operation.

(http://www.cisco.com/univercd/cc/td/doc/cisintwk/ito_doc/ethernet.htm#wp1020832)

Media and Topologies

One of the most important parts of designing and installing a network is deciding on which cabling medium and wiring topology to use. There are four major types of media in use today: Thickwire, thin coax, unshielded twisted pair (UTP), and fiber optic.

Ethernet media are used in two basic topologies called "bus" and "star". The topology defines how a node (which is any device such as a computer, printer, or hub) is connected to the network.

A bus topology consists of nodes connected together by a single long cable. Each node "taps" into the bus and directly communicates with all other nodes on the bus. The major advantage of this topology is the easy expansion, by adding extra "taps", and the lack a hub. The major disadvantage is that any break in the cable will cause all nodes on the cable to loose connection to the network.

A star topology links exactly two nodes together on the network. A hub is used to collection point where many of the connections come together. The major advantage is any single break only disables one host. The major disadvantage is the added cost of a hub.

(http://www.lothlorien.net/collections/computer/ethernet.html)

5) RAID System
Objective and functionality 

Most contemporary SANs include RAID systems as their primary data storage devices. This situation is happen on both fibre channel and iSCSI SAN. These systems have become highly evolved and offer the foundation features that have come to be expected in a modern SAN. First and foremost, RAID systems offer data protection, or fault tolerance, in the event of a component or I/O path failure. This is true even if fundamental elements, such as disk drives, fail in the system. Additionally, by way of numerous data striping techniques (described below), and controller configurations, today's RAID systems offer very high performance, storage capacity, scalability, and survivability. Other reliability features available in today's RAID systems include redundant cooling systems, power supplies, controllers and even monitoring circuitry. These, and other features and characteristics, contribute dramatically to high data availability in a SAN. Modern RAID systems can even permit the direct connection of backup equipment, thus facilitating LAN-free and even serverless data backup and replication.
RAID Short for Redundant Array of Independent (or Inexpensive) Disks, a category of disk drives that employ two or more drives in combination for fault tolerance and performance. RAID disk drives are used frequently on servers but aren't generally necessary for personal computers.

There are many RAID level from 0 to 6.

(http://www.webopedia.com/TERM/R/RAID.html)
Two main approaches of RAID 
· Hardware RAID
The hardware based system manages the RAID subsystem independently from the host and presents to the host only a single disk per RAID array. This way the host doesn't have to be aware of the RAID subsystems(s).
· Software RAID
Using software to connect many independent disks for RAID

One example is The MD driver in the Linux kernel is an example of a RAID solution that is completely hardware independent. The Linux MD driver supports currently RAID levels 0/1/4/5 + linear mode. 
Just like any other application, software-based arrays occupy host system memory, consume CPU cycles and are operating system dependent. By contending with other applications that are running concurrently for host CPU cycles and memory, software-based arrays degrade overall server performance. Also, unlike hardware-based arrays, the performance of a software-based array is directly dependent on server CPU performance and load.
There are number of different RAID levels
RAID 0 is the fastest and most efficient array type but offers no data redundancy or fault-tolerance. 

RAID 1 is the array technique of choice for performance-critical, fault-tolerant environments and is the only choice for fault-tolerance if no more than two drives are available. 

RAID 3 is a popular choice for data-intensive or single-user applications that access long sequential records. However, it does not typically allow multiple I/O operations to be overlapped. 

RAID 4 offers no practical advantages over RAID 5 and does not typically support multiple simultaneous write operations. 

RAID 5 is generally the best choice for multi-user environments that are not particularly sensitive to write-performance. At least three, and typically five or more drives are required to build a RAID 5 array.

(http://www.webopedia.com/TERM/R/RAID.html)

6)  Software using in iSCSI SAN
Objective

More than ever before, software is paying a vital role in the successful deployment of SANs. Much of the technology, and many of the features, provided by SANs are actually embedded in its software include volume management to server less backup. Choosing and configuring the software components is very important and should be done with care.

iSCSI software

Many companies offer a wide vanity of software products and solutions that are specifically designed to enhance the performance, data availability and manageability of SANs. Some of these solutions have been custom developed by these companies for lines of data storage systems. Other offerings are more universal or “open” and address a very broad range of customer requirements and equipment.

Example 

LeftHand SAN/iQ software
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This is SAN/IQ™ Distributed Storage Matrix (DSM) Screenshot

SAN/iQ™
LeftHand's SAN/iQ software is the intelligence behind the LeftHand SAN. The core engine, SAN/iQ, provides a full set of SAN services including centralized storage management, virtualization, non-disruptive scalability, automated failover, local and remote replication, snapshot, and automated data migration.

This software has remote IP copy application.
Remote IP Copy: 
An add-on application that is designed to simplify the process of maintaining multiple copies of data, with almost real-time concurrency, across multiple facilities.

(http://www.lefthandnetworks.com/products/saniq_overview.php)

iSCSI SAN storage management software

SANs today become rather complex in both their design and implementation. Adding to this are issues relating to their configuration, resource allocation and monitoring. These tasks are concerns have led to a need to proactively manage SANs, their client servers and their combined resources. These needs have led to this new category of software that has been specifically developed to perform these functions and more. Though somewhat recent in its development, SAN management software borrows heavily from the ideas, functions and benefits that are mature and available for traditional LANs and WANs.

Ideally, SAN management software would be universal and work with any SAN. But in today’s multi-vendor and hardware-drivers SAN environments, this management software is often proprietary or tied to certain products and vendors. While this is beginning to change, it still means that SAN management software must be selected with great care, and consideration given to the SAN equipment manufacturers, OS platforms, firmware revisions, HBA drivers, client applications, and even other software that may be running on the SAN.

Until such time as SAN management software becomes very universal, it will be quite important, and even vital, to work closely with product providers in order to achieve the best results in obtaining SAN management goals and benefits. When selecting SAN management software, it is particularly important to ask lots of questions. Inquire about supported PS platforms, compatibility issues with other vendors, minimum revision levels of the components that are in the SAN, and any feature restrictions that may be imposed in certain environments. Even when obtaining the entire SAN from a single provider, it is still prudent to ask these types of questions
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Thinking when choice a iSCSI storage area network management software

More and more, SAN management software is converging on a common set of features. However products differ widely in how well they actually support the different functions. Some emphasize reporting and monitoring tools to keep track of the SAN's performance and use. Others offer wide-ranging automation to handle everything from provisioning to capacity allocation. Some products support a relatively limited number of vendors. Others seem to be out to support every switch and HBA in existence

The first question is "can this product support our present and planned environment?"
This can be a little tricky since software vendors naturally want to claim they can support everything. Some of the big players make a significant attempt, but the fact is you're probably going to be limited in your selection of software by what products will effectively support your choices of operating system and hardware. Also, don't forget to look at how closely SAN management can be integrated with other management products your enterprise uses. 

The next question is "what is really important in our enterprise?"
Here you need to examine the various features and decide which ones are most important to you. Then examine the products and decide which ones are strongest at the things you really need done.

(http://searchstorage.techtarget.com/infoCenter/tip/0,294276,sid5_gci956130_tax294585,00.html?track=NL-57&ad=478732)

7) iSCSI SAN security
In the recently years the information security is one of the hottest topic in information technology area. iSCSI storage area network is a ip based network which will contain use, store and transform the important information and data. So the security and disaster recovery become a important part inside the iSCSI storage area network.

Some people hear IP-SAN, and think every hacker on the internet will have free access to their storage networks. Nothing could be further from the truth. Correctly configured, iSCSI-based arrays offer the highest level of security available in SAN technologies.

ISCSI networks provide a number of integrated security features. Passwords are required for array management and group membership protocols between arrays are always authenticated. Most importantly from the point of view of securing the data, access controls are provided for each volume. Per volume access controls can be a combination of initiator name, initiator IP address, and strong CHAP authentication. Secure authentication of any kind is a security feature not available with Fibre Channel technology.
(http://www.dothill.com/tutorial/tutorial.swf)
Physical security

If someone really wants to get at the information, it is not difficult if they can gain physical access to the computer or hard drive. Storage area network is the network contain lot of important information and we should pay some attention on physical security of iSCSI SAN.

In this area we will need doing something on lock, wall, electronic monitoring, alarms and alarm systems.

Implantation the security 
There are five specific ways to lock the door to an iSCSI SAN. Each one can help to secure your IP SAN, but also has its limitations. Used in concert, however, these methods can vastly increase the security of your storage. 

a. Use access control lists (ACLs). ACLs allow an administrator to limit who can see what in an IP SAN. Most systems support ACLs based on IP address, which is a good start but simple to defeat. Another method is to use the initiator name of an iSCSI client. Like an FC world wide name (WWN) or Ethernet media access control (MAC) address, an initiator name should be a unique identifier for each iSCSI host bus adapter (HBA) or software initiator. However, like a WWN or MAC address, initiator names are simple to override, especially with software-based iSCSI drivers. ACLs, like FC LUN masking, should be seen primarily as a means of dividing storage resources among clients, not as a strong security method. 

b. Use a strong authentication scheme. Authentication protocols like Challenge Handshake Authentication Protocol (CHAP) securely identify clients with user names and passwords. Passwords are never sent over the network in plain text, and the protocol is widely trusted by network administrators. But the passwords must be stored at each end of the connection, sometimes even in a plain text file. Remote Authentication Dial-In User Service (RADIUS) moves password authentication off the iSCSI target to a central authority, but can be tricky to set up and clients can still be breached. 

c. Secure management interfaces. One important lesson from the world of FC security is to focus on securing the management interfaces for storage devices. No matter how secure the SAN is, a user of the management application can reassign storage to change, snoop or destroy data. Keep management interfaces on secure LANs and use strong passwords for management accounts. Make sure your vendors don't leave backdoor accounts with well-known passwords. Role-based security and activity accounting can be helpful forensic tools; if your storage system supports these techniques, use them. 

d. Encrypt exposed network traffic. IP security (IPsec) is a standard protocol for encrypting and authenticating IP packets. IPsec supports two encryption modes: Transport and Tunnel. Transport mode encrypts only the data portion (payload) of each packet, but leaves the header untouched. The more secure Tunnel mode encrypts both the header and the payload. On the receiving side, an IPsec-compliant device decrypts each packet. For IPsec to work, the sending and receiving devices must share a public key. Vendors and consultants recommend using IPsec to encrypt all iSCSI traffic that leaves a secure network. It can be a strong security measure, but can also greatly impact network performance. For this reason, software implementations of IPsec should be avoided unless absolutely necessary. 

e. Encrypt data at rest. Strong encryption of data on disk is widely available and proven. The question is whether this task occurs on the client (an encrypting file system), in the network (an encryption appliance) or on the storage system. A strong case can be made for the first option -- most enterprise operating systems (including Windows and Linux) have excellent file system-based encryption technologies, and encrypting data before it reaches the network ensures that it's encrypted all the way through the wire. If the CPU overhead of such a scheme is a concern, moving the task of encryption to a network- or array-based device is a possibility, although some data protection is lost. One word of caution: Encryption can also lock you out of your own data if you lose the key.

(searchstorage.techtarget.com/ tip/1,289483,sid5_gci1076436,00.html)

8)  iSCSI storage area network backup and disaster recovery
Backup in DAS system

Administrators do their best to perform frequent backups of critical information and data stores on key systems, such as the company’s Microsoft Exchange servers or servers housing data from key Microsoft SQL Server databases. Yet, performing backups in DAS environments can introduce other headaches: 

• Backup jobs routinely overflow their limited backup windows -- eating into “primetime” user productivity and causing significant slowdowns in LAN and application performance. 

• For applications still in use, backing up open files can introduce other issues and may require complex workarounds and third party software in order to keep applications up and running during the backup.

• Backing up multiple servers directly to local tape drives, or to shared tape resources, is often a painful process to manage. 

• Frequent server additions and changes may also not be reflected in the latest backup jobs. 

• Data, when stored on a variety of tapes, is often an ineffective way to achieve rapid restores of key operational data in the event of disaster. 

(http://searchstorage.techtarget.com/searchStorage/downloads/lefthand_wp.pdf)

SAN serverless backup

One of the most valuable time and cost saving features of an iSCSI SAN architecture is its ability to offload backup operations from a LAN and/or backup servers.  This capability can significantly increase the amount of LAN bandwidth available to network clients and end users during backup operations.  When backup servers are relieved from the "data mover" role, they become more available for other productive tasks.

LAN-free and serverless backup solutions optimize backup operations by offloading backup data traffic from a LAN, thereby increasing the amount of LAN bandwidth available to end users.  Serverless backup extends these performance gains by removing more than 90 percent of the backup administration overhead that is usually placed on a backup server as backups are performed.  This is achieved by incorporating some of the backup intelligence into the data storage or connectivity peripherals themselves.  This can significantly free up backup servers by releasing them from large portions of a backup operation's administration and data moving chores.  Using these SAN based backup solutions lets administrators optimize network and server utilization. 

(http://www.dothill.com/tutorial/html_tutorial/topic05.htm)

9) The basic structure and apply iSCSI SAN
Nearly all medium and small size organization in IT area has already built efficient Ethernet structure, so iSCSI SAN is easy to be built, cost effective and be flush of people who can manage it, plus the superiority of Storage area network, it will be most used by medium and small size organization in the future.

SAN let people think which only service for big size organization. With the improvement of the technology, medium and small size organization can use the advantage and functionality of Storage area network.

SAN is network which connect the server side and storage devices. Compare with DAS which is directly connect server and storage devices, both of them have high transform speed but SAN have more extendable and in special area like commercial, large-size organization fibre channel SAN are wildly used.

But when we face the advantage of SAN like Centralizing data storage, Connectivity over long distance, linearly extendable, fault tolerance and lot of add on functionality, even high bandwidth for data transformation are still needed by small and medium size organization.

Two main structures of SAN

1. Fiber Channel: the oldest SAN technology, wild used in great size organization.

2. iSCSI: another name is internet SCSI/IP SAN. Is a lower lever SAN structure and have great future.

Opportunity for iSCSI SAN

Because nearly all medium and small size organization in IT area has already built efficient Ethernet structure, iSCSI SAN is easy to be built, cost effective and be flush of people who can manage it, plus the superiority of Storage area network, when we build a iSCSI SAN we can predigest most loading time and validate process, at same time no need to add professional manager for SAN.

Ethernet switch technology make iSCSI SAN can cross different web area, connect many switch, make high performance, easy to extension solution. There are many company already give iSCSI software and hardware like IBM, HP, EMC, Intel, ATTO, Adapec, Qlogic, LSI, MCData…..

Following is describe of iSCSI SAN structure and how to apply iSCSI SAN.

Host side

Host side mush is the side which sends iSCSI command. common way there are following way

1. Software driver program: just like driver program or service, user side needs install this software only and through Ethernet save and take iSCSI SAN storage devices. at present Microsoft iSCSI initiator(windows) be published.

2. TOE card(TCP/IP offload Engine): Can effect reduce the high load of host side and improve the speed of transform speed, using in server, iSCSI storage and web saving, like Adaptec and so on, can suppout Windows, Linux, Solars.

3. iSCSI card: ISCSI card is a specialist iSCSI high speed transformation interface card, work as SCSI card and FC card in server and work station.

Switch

1. Ethernet switch can use in iSCSI, so we can find it really easy. Most switch can connect iSCSI host side and iSCSI storage devices directly and make our SAN system. Prevalent thinking, when 10Gb/s Ethernet switch prevalence, need for specialist iSCSI switch will less then our thinking.

2. iSCSI switch: there are lot of company suppout iSCSI switch but after we read there specification, most of them is just a bridge devices which convert SCSI or FC to iSCSI, or insert virtual storage in switch which can improve add on value/price. When we choice this price is first factor.

Storage devices

1. directly iSCSI disk array

Disk array support 1 or 2 Ethernet interface connect to switch and as a iSCSI storage devices. 

Can only add or change the disk on disk array, no more extendable.  

2. using iSCSI converter/bridge

Convert SCSI or FC to iSCSI Ethernet interface, use LUN connect all logic disk to Ethernet. 

This on easy to install, cost effective, extendable, even CD/DVD/MO disk can be a iSCSI storage devices shared on SAN. The speed of iSCSI converter is more than 100Mb/s which can fully support iSCSI.

3. Storage server

We can install SCSI target software like SANmelody, IPstor, WinTarget on our computer and built a storage server. For this one we must consider the performance and reliability of server to exertion effective and functionality.

Future of iSCSI SAN

Soon more and more organization will join iSCSI SAN, we can using second level appliance, data backup and huge number of media data storage at beginning. With iSCSI specialty and advantage, the future of iSCSI is non-limit. 

Implementation procedure

Step1 For the reason of don’t impact our existing storage system and give some confidence to our customer. We will do pilot test first.

Before we doing pilot test our storage system use DAS connect and it look like this
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In this pilot test, we will only do installation of iSCSI initiator on 1/3 computer and iSCSI target on one server with either mail or file server in our existing network and storage system. 

Our storage system will looks like this.
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Form this diagram we can find we need add one more SAN switch in pilot test. This switch will be outside of LAN system but still have connect with LAN switch to make our host side computer in pilot test can view resource on mail server and web server. But at the end of this project this switch will be useless. So we consider borrowing a switch to achieve pilot test. 

In pilot test connection of storage devices will be a little bit confuse. Because for SAN centrically storage characteristic, our file server need connect with all storage devices.

After we finish this pilot test, we will test for our iSCSI SAN’s functionality, availability, reliability and easy of use. And we will ask for our customer for there acceptable and confineable. We will response for users request and recompose our storage system. So this mean we will not doing whole system installation until we have been acceptance in pilot test.

Processing in pilot test

1. iSCSI initiator installation

We will install iSCSI initiator on our host side computer. This will be done in two or three days. We will need to consider about using either software iSCSI initiator or hardware iSCSI initiator on our host side computer. With our experience, we will install software initiator on must of the computer to reduce the total cost of own ship (TOC). But the software initiator will cost lot of computer CPU utilizes. So software initiator can only used with a computer CPU higher then 800Hz. With some old or slow computer, we have to use hardware iSCSI initiator, or we will suggest our customer to update their computer. This is depending on TOC too. There are two types of hardware iSCSI initiator, TOE card (TCP/IP offload engine care) and iSCSI card. TOE card is integry TCP/IP offload engine which can reduce utilize of CPU inside normal NIC card. Normally TOE card worth NZ$ 200-300. iSCSI card is the bust host side NIC card which add not only TCP/IP offload, but also iSCSI, SCSI command and transform method inside a normal NIC card to achieve high performance and lowest CPU utilize. But iSCSI card always really expensive, normally cost NZ$800-1200. We will need thinking and consider at this point. Because we can use buy a computer (without monitor) with CPU higher then 800HZ only cost NZ$200-300. What we think is install with TOE card or update our slow computer and install one or two iSCSI card on extremely important computer for our host side devices.

After installation, we also include some test for compatibility (hardware iSCSI initiator) and stability (software iSCSI initiator).

2. Install iSCSI Target and iSCSI SAN management software inside a file or mail server computer to build our storage server. 

In our existing network system, there are three types of server, web server, mail server and file server. 

A Web server is a program that, using the client/server model and the World Wide Web's Hypertext Transfer Protocol (HTTP), serves the files that form Web pages to Web users (whose computers contain HTTP clients that forward their requests). Every computer on the Internet that contains a Web site must have a Web server program. Two leading Web servers are Apache, the most widely-installed Web server, and Microsoft's Internet Information Server (IIS).

We can find whole web server functionality is in Wild Area Network and outside our iSCSI SAN. So iSCSI SAN is not suitable for web server, we only include File server and mail server which based upon storage inside our iSCSI SAN.
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iSCSI target is a software or hardware let storage device be a LUN a visible and controllable on storage server. This will help us easy to control and maintenance storage devices.

We still provide some test for compatibility, stability and easy after installation.

This part will cost 2 or 3 days.

3. Connection between storage server and storage devices. 

At this part we need think about two questions. 

First one is which storage side device we will use to make our storage devices usable in our ISCSI SAN.

In our project we consider to use ISCSI Bridge to add our only devices to ISCSI SAN. ISCSI Bridge is a cheaper and easy to install equipment to give tradition storage device ability to connect with IP network.

Using ISCSI Bridge we can use our existing storage devices and this will save us a lot of money.

The second question is which type of connect we will use.

We can either direct connect storage device to storage server or we can add a switch between storage device and storage server.

With switch we can make our storage system more structured, what we need extra money on switch device. 

Here is diagram for connect without switch
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And with switch
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After we decide these two questions, we also give some test for transit between storage server and storage devices.

Whole this process will cost about 2 days.

.4. When we finished ISCSI initiator and target installation, we will connect those host side and storage side computer to a SAN switch.

As I defined at beginning, this SAN switch will be separate from LAN switch, but still have a connecting with LAN. This can give the host side computer in pilot test ability to view the resource on mail server and web server.

On extra switch will been used in this part and for the reason of temp used, we will consider about borrow to reduce the total cost.

This connects and network topology and test for through will cost 2 days.

5. Configuration and deployment on server side storage server. 

In this step we will let all storage devices visible and controllable on storage server. 

This is down by doing the configuration and deployment of SAN management software.

SAN management software are really important in iSCSI SAN, it doing the job as both network administrator and storage administrator.

As our user required, the SAN management software should be high reliability, high performance and easy to management. 
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And also encryption, decryption, anti-virus and compress will be done in this step.

Configuration for storage server will cost 1 or 2 days.

6. Configuration and collocate for host side computer

We will let remote storage resource visible and controllable as the local hard disk on host side computer. And we can use this storage disk array with iSCSI connect be recognize as local disk on host side computer. Also anti-virus will be requiring on this step. 
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Because we use different type of iSCSI initiator (software, hardware) this configuration will be really different on dissimilarity computer. Install will be easy and fast on computer with iSCSI card and great software driver support. At the same time, if we have an old and incompatible computer, this will be cost lot of time. So still we have to choice our iSCSI initiator carefully. 

So configuration for host side computer will cost about 5 to 8 days.

7. Backup and disaster recovery connect
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After configuration both host side and storage devices we will connect backup and disaster recovery devices to our iSCSI SAN. As we know CNZ company use traditional type backup. We will use the existing type backup. But as our user defined in the user brief, they need back up huge number of data in short time. And two level backup systems are needed. First level using cheap disk as a temporary cache and data finally saved at second level disk array.

So we have to add first level backup system to our iSCSI SAN. We will use 120GB, ATA 133 hard disk to achieve first level backup cache. And type backup system as second level.

And the back up system should have ability to recovery a directory on a disk, one disk or whole system.

At the same time we should know iSCSI SAN support remote disaster recovery solution. This mean we only need a remote computer as disaster recovery computer on LAN or even WAN.
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This backup and disaster recovery connect will cost 2days.

8. Holistic test

At the end of our pilot test, is holistic test. This test is for high availability, compatibility, stability, integrality of all iSCSI SAN which we already connect in pilot test.

This test will cost 3-5 days.

After this test, if the whole system is acceptable and stability for CNZ company, we will do the installation to other host side computer and storage server. If the existing iSCSI SAN system is unconsummated we will restructure and rebuild it to make it acceptations. 

Step 2 fully iSCSI SAN installation

At pilot test we if both of as and customer think our SAN is workable and implementation able, we will do fully iSCSI SAN installation to all computer and server in CNZ company.

In fully installation, the whole process will be similar with pilot test, but this will cost about double times then pilot test. Because we will add lot of more computers to our iSCSI SAN system, at this point the pressure from data translation and network utilize will be great improved. So we will add the pressure test at the end of this step.

1. iSCSI initiator installation on host side computer

3 or 4 days

2. iSCSI target installation on storage server

1 or 2 days

3. network connection between storage server and storage devices

1day

4. Network connection between switch side and host side and switch side and storage server

Because we will doing fully system installation, the temp SAN switch in pilot test can be removed now.

1day

5. Configuration and deployment on server side storage server

2 to 4days

6. Configuration and deployment on host side computer

With the increase number of host side computer add to SAN this step will cost double time then step 1

About 14 days

7.  Backup and disaster recovery connect

2days

8. Holistic test

4days

9. Pressure test

In this part, we will test our iSCSI SAN at the higher utilize and near the limited of data transfer rate to test the stability and availability of our iSCSI SAN.

We will do these tests like all host side computers in the iSCSI SAN will try to send as more data as they can at the same time.

Pressure test will cost 2 days.

Here is the final structure of our iSCSI SAN
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Conclusion of project

I should really think University and department of science give me a great chance to do this project I have learned lot which will help me all of my life.
Learn from project

After this project I have learned lot of thing that I haven’t study in university. 
First is I have learned lot of new technology, those new technologies not only from my own iSCSI SAN project also from my group mate’s VOIP and samba server project.  

Second is I get a much better learning skill. When we graduate, and try to find a job, most of the employer will ask how fast you can learn a new technology instead of what you have learned in university. So learn skill is the most important thing in whole of my life.  

Third one is we get a chance to understand how a real industry project has been processed. From user brief, project proposal, project brief explain what this project will done to project plan define how this project will go on. Normally, only a senior manager who have more then 5 years working experience can face this processing.
Fourth, we have an opportunity to use our own skill, own technology which we study inside university in real industry situation. This really helps me understand what we have and what we will need in the future study.

Also I have learned following skill in this project

Plan own work and progress
In this project the entire progress and project plan is made by our self. And this make us have enough liberty to build our own job. And these really challenge us. 
Time Management

In the university when we doing the assignment of each course, we study the basic skill of time management, and in this project I have proved my time management skill with make our own project plan and finish each session’s job on time. And get a balance between project and course in university and management the time between this two important job is a challenge for me. Session report deadlines have been mostly kept to but not without some late nights. And for further works study more time management skill is really important for me.
Presentation skills

At each session meeting all students in CNZ project will presentation their work done in the last session and after 8 sessions and include introduce talk and end of semester talk, we already finished 10 presentation and all of us lacked presentation skills at the start of the year but at this point we can produce successful presentations to the class.  Especially for the end of semester talk and it is a 15mins presentation, and lot of information even technical brief has been introduce to all class, I am really happy to see nobody fell to sleep ( . and we will contain to study this skill in the second semester. And hope I can do much better with more clear and confidence in the end of year presentation.

Research skills

For my project which is in the area of product development research and in whole first semester I am do research job. Not only record all information I found from book and internet, but also reduce the uncertainty of information, known as pattern recognition. And some more research which should go to the company in this industrial to ask some valuable information and some help.

In whole project I have view hundreds of website and get a great improved on reduce the unvertainty. 

Self study

Although there are three people in CNZ project, we are doing three individual project and we only meet our supervisor every two weeks. So self study is the only way we can finish my project.

There are no people forces you, no fixed timeline control you, and no people help you. How to study the important knowledge by yourself? This is another important work skill I have learned from project and maybe I can’t do it perfect but I will improve it in the second part of project.
Relevance to curriculum
The objective of my project is iSCSI storage area network. So first of all, my project is in the area of storage, data communication and network. I have learned my papers about data communication and network inside university.

They are

Computer science 314 

Information system 224

Information system 329

Also few paper I have studied teach my the process of a project with waterfall model of system development lift cycle. They are

Information 220

Computer science 230

At the same time we have learned lot of paper on software which tell my how to build a client-server model network system and distributed system. They are

Computer science 334

Computer science 335

How will this project help my future?

One most important point is we have one year earlier before other student to face a real industry situation and one year experience is really important for our future work.

This gives me some predominance to other students.

And after this project I have some idea about what I have to improve in future. I have still lack on self-motivation, communication skill; learn skill and lot of others.
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