VoIP Implementation Plan
Choose one branch of the CNZ Company to install VoIP system first. 
In this branch, the overview of the implementation steps shows below:
1. Pre-test: Network assessment.
2. Build VoIP Architecture 
3. Analysis and Order VoIP Product: Buy the VoIP product form the vendor.

4. Install & Configure: Installs the VoIP product to the company and configures it. 

5. Post-Test: 
a. Qos
b. Security
c. Scalability
6. Pilot deployments: install VoIP to other CNZ branches.

7. Maintains: Reassess your network regularly, too. New applications are added, people and departments move around and the network gets reconfigured, all of which can change traffic patterns. Monitoring your network's capacity and performance helps you avoid problems. In addition, VoIP monitoring tools can assist you in reassessing how well your network supports VoIP.

http://www.nwc.com/showitem.jhtml?docid=1513f4
The details of each step show below:
Pre-test: Network assessment: The objective of the assessment phase is to determine if the current capabilities of the network suitable for supporting a complex voice and data convergence. Striving for successful network integration and it has impact on Quality of Service, Scalability
General steps:

1. Ascertain whether the network supports Layer 2 and Layer 3 QoS (Quality of Service) and VLANs (virtual LANs); 
2. Check the duplexity settings of the connections, and use the network-management systems to check switch and router settings. Because most VoIP vendors say duplexity mismatches--full duplex on one end of an Ethernet connection and half duplex on the other--are the biggest cause of VoIP performance problems.
3. Start with the backbone connections, because these have a huge impact on VoIP performance. 

· Manually set both ends of every backbone connection to full duplex. If both ends are set to autonegotiate, we can get clues about duplexity from the error counters. 

· If one end experiences collisions, for example, it probably has been set for half duplex. 

· If the opposite end has lots of CRC (cyclic redundancy check) errors and no collisions, it likely has been set for full duplex. A quick look at the configurations of most devices, especially switches and routers, will tell their duplexity settings.

4. Test PC-to-switch and phone-to-switch connections using autonegotiate if we have standardized on NICs and wiring-closet switches. 

· If autonegotiate gets the highest speed available with full duplex, use it. 

· If we have VoIP phones with built-in switches, choose ones that let you change duplexity settings.

· Check the connections from the phone's built-in switch to the PC and the edge switch.

5. Measure the capacity; 

6. At a minimum, look at a full month's data traffic to gauge cyclical changes in network activity by all the groups in the organization. Drill down into the data regarding peak hours, and collect smaller samples of data that show one-minute or even five- or 10-second peaks.

7. Determine if the network can support the added bandwidth VoIP demands. It's especially important to make sure the network can handle extra voice traffic during busy hours. 
8. PBX's call-detail records. Determine the number of simultaneous calls must be supported and how much bandwidth the VoIP application will add. Make sure there's room for existing applications and anticipated growth as well. 
Before deployVoIP on a network, use tools to determine:

· Voice quality

· How many voice calls a network can support

· How to improve voice quality

· Whether we need to upgrade the network to support VoIP

· What will happen to the performance of existing applications if you deploy VoIP

One tool to assess the network:



Vivinet Assessor: NetIQ's Vivinet™ Assessor helps you determine quickly and easily how well Voice over IP (VoIP) will work on a network prior to deployment. Before you invest in costly training and pilot deployments, Vivinet Assessor predicts the overall call quality you can expect from the network and generates customizable reports detailing the network's VoIP readiness.

http://www.netiq.com/products/vd/default.asp?resellerid=gql
2. Build the voip architecture

The architecture of the VoIP system shows below.
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Avoid Failure:
The legacy phone network is well-known for its five-nines (99.999 percent) availability. A VoIP application, though, will be only as reliable as the data network supporting it.

Increase the data network's reliability with redundancy. At a minimum, we should have dual power supplies, dual CPU cards and mirrored drives at both the core and the edge of our network.

Test high-availability schemes before rollout. In some cases, a backup CPU card in a core router will need several minutes to reboot and load routing tables after the primary card fails. Some routers handle this process more quickly.

If cannot add redundancy, test how long the network could be down when a replacement or repair is needed. Let the management team have input into determining how much downtime is acceptable.

Where possible, use failover standards such as the IETF's VRRP (Virtual Router Redundancy Protocol) and the IEEE's 802.3ad link-aggregation protocol to connect redundant equipment to the edge. Interoperability won't be a problem with redundant connections linking two core routers, for example, because they're from the same vendor. But standards are important at the connection from the core to the edge, because you're bound to have equipment from different vendors throughout your network. A vendor-proprietary failover protocol could be best if the failover time is improved, but weigh the trade-offs of using vendor-proprietary schemes versus standards.

VoIP requires backup power for the LAN equipment, your IP phones and your VoIP servers. 

· If we have backup power in our data center, it's just a matter of upgrading the KVAs (kilo volt-amps).

· Backup power is necessary in the wiring closets for phones and switches. We can power your phones from the closet using the IEEE 802.3af Power over Ethernet standard, which uses Category 5 or better Ethernet wiring. Even a 15-minute backup will get you through a few brownouts or a short outage. Note that any outage will cause the switches and phones to reboot, possibly extending the outage for several minutes and damaging equipment. 

· It's a good idea to have battery-powered backup in the wiring closets. 

VoIP system should be protected, especially from Internet access--VoIP phones are computers and, therefore, can be hacked. 

· We can protect the phones by segregating them to their own VLAN using private addresses so that only the VLAN has access to the VoIP servers.

· Make sure we have authentication and VPNs in place for telecommuters who want to use the corporate phone system from home.

· Finally, to load IP configurations onto the VoIP phones, use DHCP. 

3. Analysis different VoIP products
· Ensure Qos:
· Ensure Security
Delay: 

· The ITU G.114 recommends a maximum one-way delay of 150 ms, or 300 ms round-trip. It's best, however, to keep the round-trip delay to no more than 250 ms because at that point conversation quality declines. A VoIP phone typically adds 60 ms of delay, but this figure varies by vendor and the size of the jitter buffer.

· Delay can be prevented from overloaded router queues or an oversubscribed network by designing your architecture with good QoS and enough bandwidth.

· Distance alone on a WAN circuit will increase delay. The speed of light adds at least 5 ms of delay for every 1,000 miles of fiber. So a coast-to-coast connection of 3,000 miles will have a round-trip delay of 30 ms, which shouldn't be a problem. But the delay will be noticeable over international distances, VPNs or an overloaded network.

· Delay also can magnify echo--a concern even on conventional TDM (Time-Division Multiplexing) networks. VoIP phones have built-in echo cancellation, but as delay is added between the original speech and the caller, the echo becomes more obvious. And echo-cancellation algorithms will have a harder time filtering out echo. Ask the VoIP vendor about its echo-cancellation features. Different vendors use different algorithms, and some work better than others.

Jitter is the variance in delay. Jitter buffers compensate somewhat by buffering packets and controlling how they are played out, but if the jitter buffer is too large, it can generate too much delay. Codecs also may compensate by repeating the last portions of speech.

Packet loss can plague VoIP, too. In general, it's best to keep packet loss in the 1 percent to 2 percent range on the WAN and even less on your LAN. If you rely on DTMF tones, you can't afford any packet loss--one dropped packet could cause a customer to get lost in an automated attendant tree. In that case, you're better off using TDM trunking on the portions of the network that support an automated attendant. Customers dialing into your phone system from the PSTN could easily be kept on TDM connections, since they are coming in over TDM anyway. 

Codecs: The Bandwidth + Delay Equation

Two different codecs are commonly used for VoIP. 

· If only run VoIP on the LAN, G.711 (85 Kbps) is best because LAN bandwidth is so inexpensive. 

· On the WAN, G.729 makes more sense because it uses less than half the bandwidth. The catch is that G.729 adds more delay. In the chart below, we've assumed a 20-ms packetization delay at each end and a receive jitter bugger of 20 ms.

· Some vendors implement VAD (Voice Activity Detection) and silence suppression, which transmits packets only when users are talking. This reduces bandwidth utilization even further. However, speech may get clipped as VAD or the suppression switches on and off.
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Note that setting up voice calls generates additional traffic, as do control packets for RTP (Real-time Transport Protocol) that track the statistics. Integrating the VoIP with software applications, too, adds traffic overhead, so test the applications on your network. Make sure there is enough bandwidth to support the maximum number of simultaneous calls that will occur during peak calling times, as well as the peak traffic utilization for your existing applications.

Prepare your Network for VoIP | Early Assessment is the Key, Peter Morrissey, http://www.nwc.com/showitem.jhtml?docid=1513f4, Jul 8, 2004
4. Install & Configure
The installation of the VoIP system is based on the architecture above. 
If we plug a desktop into VoIP phone, be sure the PC doesn't overwhelm the connection with data. This won't be a problem if the phone's built-in switch and the wiring-closet switch support 802.1p. If they don't, a data transfer may interrupt your voice conversation.
Bottom line: Your QoS policy should give all VoIP traffic first priority. 

Configuration

· Circuit Inventory

· Traffic Studies

· Ehrlangs / CCS

· Blocking

· Quality Tolerance

· Routing

· IP-IP, IP-PSTN, PSTN-PSTN

· Emergency Calls

· System Components/Requirements

· Phone Sets

· ACD

· Paging

· Announcements

· Voice Mail

· Calling Features

· CTI

· ACD

· Music on Hold

· Cabling

· Maintenance

· Reliability & Business Continuity

· Sparing Plan

· Multinational Considerations

· Legal/Regulatory

· Homologation
4. Post-Test: 
· Qos

· Sequrity

· Scalability
(i) Measure Qos:
· Overall voice quality (Estimated MOS)

· Average jitter

· Distribution of packet jitter

· One-way delay

· Throughput

· Consecutive lost data grams

· Percentage data loss
· Compare the performance of different codecs on voice quality
· Compare the effectiveness of different QoS schemes
· Tested the performance of a handful of popular vocoder types that support standards set by the International Telecommunications Union (ITU). The vocoders tested conform to the following ITU standards:
· G.711, encodes voice at a rate of 64 kbps without compression

· G.728, encodes voice at a rate of 16 kbps with compression but audio quality is less than G.711

· G.729a, encodes voice at a rate of 8 kbps with compression; offered voice quality is less than G.711 and G.728

· G.723, encodes voice at 6.3 kbps (and in some cases 5.3 kbps) but sacrifices audio quality

Ensure that voice packets get priority treatment and experience minimal packet loss and delay: 

· turn on Layer 2 (802.1p) and Layer 3 (DiffServ) QoS throughout network. The VoIP equipment should support QoS. Note that Layer 2 QoS settings are lost when the router rebuilds the frame. Most routers can translate the appropriate Layer 2 QoS information using Layer 3 QoS before they transmit a packet--make sure the router does this at wire speed.
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( Sidebar: MOS and PSQM 

When it comes to evaluating voice quality, there are two commonly applied metrics to do so. One is via the use of subjective Mean Opinion Scores (MOS), which are based on the subjective human assessment described by ITU-T Recommendation P.800. During such assessments, subjects listen to speech samples and rate the results using a five-point scale, where a value of 5 is excellent and 1 represents poor quality. The samples vary in content and also by speaker (e.g., adults, male and female, as well as children). Due to the subjectivity of this approach, the scores for a given sample are averaged for all listeners. Such averages, however, will vary from test to test even when the same listening population is used due to variations in human behavior and psyche.

The other voice-quality metric is Perceptual Speech Quality Measurement (PSQM). It is based upon the ITU P.861 recommendation and is a method for estimating the subjective quality of voice-band speech vocoders.

The output of the PSQM algorithm is called the PSQM value, and they range from 0 to 6.5, with a score of 0 meaning no degradation, or perfect sound quality. On the other end of the spectrum, a score of 6.5 indicates the highest degree of sound distortion.

Both MOS and PSQM scores are routinely used to benchmark the functional components of VoIP services on a converged IP network. )
Measuring the Impact of QoS
· Compare the effectiveness of different QoS schemes

· Tune QoS levels to ensure that your VoIP and data applications perform well.
Use an application layer network test tool, an analyzer, a network monitoring tool or any combination to evaluate the throughput allocated to your applications under a QoS scheme.

VPN Factors and Testing Implications

A second level of security involves the use of virtual private networks, or VPNs. Here, too, existing VPN facilities may have consequences for VoIP performance and call quality.

The concern here is the inherent encryption capabilities, in the form of the Defense Encryption Standard (DES) or Triple DES, may affect the quality of voice by the excess latency that could be incurred due to encryption processing. Our tests found that VoIP calls incur a minor 10 ms to 20 ms increase in latency as a result of encryption. But even that small amount should be factored into the end-to-end latency for each call.

Testing for Scalability
When we consider scalability testing, we have to consider the scalability of the network to handle VoIP calls, in addition to data traffic. In order to determine that level, proper network testing is required to determine the maximum call capacity sustainable by the network under normal and peak data loads. Adequate call handling testing should be conducted with QoS enabled, and disabled, with network devices such as firewalls and VPNs enabled and disabled, because organizations need to understand the various set points regarding call handling under various operating conditions and the extent to which voice quality is impacted.

Moreover, testing should include the evaluation of converged network services, such as integrated fax, voicemail/E-mail, and unified directories.

Consider the ripple effect that occurs if a switch fails or a VoIP gateway fails. Ideally, organizations will want other devices in the network to pick up the load, which translates into stress testing of individual components. The idea is to evaluate the scalability, in terms of performance, of individual devices so you understand their limitations in the event they must pick up extra load during an outage.

It is important to conduct this level of scalability testing because organizations need to know not only that the device can handle extra loading, but how much extra load these devices can take on before performances degrades to unacceptable levels.

Moreover, organizations should consider evaluating the degree of network intelligence in a converged network. In the event of an outage, can the network heal itself automatically by apportioning extra loading picked up from a failed device to other live units? Or must human operators intercede to ensure proper network operation and resuscitate failed units?

Obviously, some area of the network may not warrant extra redundancy, while others should be assessed for their scalability so designers are certain they can handle loads during peak periods or in the event of outages.

