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VOIP Quality of Service

Voice over IP (VoIP) is a real-time service and is sensitive to delay and packet loss. 
Maximum Delay Time
The total allowed one-way delay budget for IP-based voice service is generally put in the range of 130–150 milliseconds; that is, a maximum of 0.15 seconds. Delays above this level become conversationally noticeable in the form of missing words.
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Figure 1 Voice packet queue precedence

For example, three packets are in transit through a router, as illustrated in Figure 1. The rightmost data packet is already being queued prior to be being pushed onto the line. Even if a voice packet has just arrived behind this data packet, the voice packet on the left side of Figure 1 will skip the data packet ahead of it. This strategy helps to preserve the high priority of voice packets as they move through the network.
If the router becomes congested, it may start to drop packets. This is not such a disaster for data packets (which can be retransmitted) but it has a serious impact on a voice service. 
Clearly, this application has a one-way data stream! The data can't be retransmitted due to speed of acquisition, limited storage, and so forth. So, it needs to add extra redundancy to the data prior to transmission, which allows the receiver to correct any errors that occur in transit. This is the area of error correction as opposed to error detection. Correction schemes allow receivers to fix errors, whereas detection schemes usually require retransmission.
The major determinants of QoS are as follows:

· Throughput: Amount of available bandwidth between two network points of interest 
· Availability: Fraction of time during which service is available between two points

· Delay: Length of time taken to transmit data from one point to another

· Delay variation: Difference in the delay for two packets

· Loss: Ratio of packets received to packets sent

http://www.phptr.com/articles/article.asp?p=342884&seqNum=3
QoS requirements

Voice over IP traffic has the following requirements:

Latency 
A large latency will cause echos. The entire system latency and jitter sets the minimum access rate and maximum reach of the voice over IP network. 
Jitter
Jitter is the variation in latency. Voice must be delivered to the listener with zero jitter: people do not comprehend voice that slows down and speeds up. 
As all networks have some jitter, the voice signal is deliberately delayed in a de-jitter buffer before it is decoded into sound. A network with a large jitter will need a large de-jitter buffer.

The use of a large de-jitter buffer delays the voice reception by a long time: this gives two effects in a two-way conversation. 
· Firstly, the long delay causes comprehension difficulties as the usual interaction between speakers is disrupted (this effect is occasionally seen with live satellite interviews on television). 
· Secondly, the speaker will hear their voice echoed, also leading to comprehension difficulties.

Path carrier 

Private Automatic Branch Exchanges (PABXs) using Integrated Services Digital Network (ISDN) trunks can "alternative route" if a link is down. This makes the propagation of link-layer quality and carrier information vital: otherwise the VoIP system will place a call to a non-existent end point. These calls will eventually time out, but the telephone user may have hung up by then. 
http://old.www.aarnet.edu.au/rd/voip/qos/configuration.pdf
Measuring QoS
MOS

The traditional measure of a user’s perception of quality is the Mean Opinion Score (MOS) defined in Methods for Subjective Determination of Voice Quality (ITU-T P.800). 
An MOS score can range from 1 (bad) to 5 (excellent), and a MOS of 4 is considered toll quality. The Pulse Code Modulation (PCM) algorithm (ITU-T G.711) has a MOS score of 4.4.

Rating Value

ITU-T G.107 presents a mathematical model, known as the E-Model, which attempts to predict QoS scores using more objective impairment factors. 
TIA/EIA TSB116 provides a comparison of E-Model Rating Values (R) and MOS scores. See Table 1 for details. An R-Value of 94 is equal to a MOS of 4.4

[image: image2.emf]
Table 1. Comparison of R-Values and MOS Scores
Factors Affecting QoS

Impairment factors important to VoIP that are used as input parameters to the E-Model are:

· Delay
· Latency

· Jitter
· Packet Loss

· Bandwidth
· Echo
ftp://download.intel.com/network/csp/pdf/8539.pdf
Delay:

Typically the types of delay components during the VoIP communication are:

· Coder delay: Analog-to-digital speech conversion and PCM compression

· Packetization delay: Time to fill a packet payload

· Serialization delay: Time to push a packet payload onto the wire

· Output queuing: Scheduling a voice packet out of device queues

· WAN delay: Transmission delay across the WAN

· Dejitter delay: Smoothing the inter-arrival time of voice packets

Each of these delay components contributes to the overall budget; 

http://www.phptr.com/articles/article.asp?p=342884&seqNum=3
Basic Delay: Latency

Latency is used to describe the time needed for:

· A packet of voice data to move across the network to an endpoint

· Encoding and packetization at the transmitting end

· De-jittering and decoding at the receiving end

Total latency is also called end-to-end latency or mouth-to-ear latency.

Conversations generally involve “turn-taking” on 200 ms breaks. When network latency approaches this value, the flow of a conversation becomes distorted. The two parties may start to talk at the same time or interrupt each other. 
Variable Delay: Jitter

Jitter is the variation in latency. Latency is often given as an average value. However, VoIP is time-sensitive, and such an average can be misleading.

When a packet stream travels over an IP network, there is no guarantee that each packet in the network will travel over the same path, as in a circuit-switched network.

Because they do not take the same path, intervals between packet arrival times vary since one packet may take more “hops” than the others, delaying its arrival considerably and causing it to have a much higher latency.

Parts of an IP network can also be momentarily overwhelmed with other processing duties in, for example, a router. Both of these circumstances cause latency to become irregular, and this irregular delay is called jitter.

To lessen the effects of jitter, packets are gathered in a jitter buffer at the receive end.

[image: image3.emf]
Figure 1 shows that with the same average latency, increased jitter requires a larger jitter buffer, which consumes additional memory and yields greater latency (The jitter buffers in Figure 1 would handle 99% of all packet latencies).

The jitter buffer must be sized to capture an optimal proportion of the data packets while keeping the effective latency as low as possible. In Figure 1, packets on the left and right ends of the bell curve fall outside of the jitter buffer and are, in effect, lost.

Packet Loss

Because IP networks treat voice as if it were data, voice packets will be dropped just as data packets are dropped under severe traffic loads and congestion.

Lost data packets can be re-transmitted, but, of course, this is not an acceptable solution for voice packets, which can contain up to 40 or as many as 80 ms of speech information. Packet loss can significantly reduce QoS. 
Bandwidth

Bandwidth is the raw data transmission capacity of a network, and inadequate bandwidth causes both delay and packet loss. Since IP network traffic is irregular, packets will often be delayed without some kind of prioritization.

Several techniques can be used to prioritize packets. These include CoS, ToS, DiffServ, and IntServ.

· Class of Service (CoS):

·  The IEEE extension 802.1P describes Class of Service (CoS) values that can be used to assign a priority. 
· Network devices that recognize three-bit CoS values will deliver high priority packets in a predictable manner. 
· When congestion occurs, low-priority traffic is dropped in favor of high-priority traffic.
· Type of Service (ToS):

·  RFC 1349 describes Type of Service (ToS), an in-band signaling of precedence for IP, which allows the Layer 3 IPV4 header to contain eight precedence values (0-7). 
· These values are examined by routers and can also be used by Level 3 switches. 
· Differentiated Services (DiffServ):

· RFC 2474 redefines the ToS field. 
· The redefinition is backwardly compatible. DiffServ defines a small set of Per-Hop Behaviors (PHBs) to define packet treatment. 
· PHB is applied to each packet at each node, and the technique is highly scalable, performing classification at the edge.
· Internet Services (IntServ RSVP): 
· RFC 2205 describes RSVP, an out-of-band QoS signaling protocol for reserving resources, such as bandwidth, for a “flow” or network path. 
· Each flow is unidirectional, and two flows must be set up for each call.
· RSVP is not easily scalable, and DiffServ is expected to eclipse it.
Echo

Telephone handsets are designed to provide sidetone, which is necessary for a user experience during a call. In circuit switched networks, latency is normally so low that echo is perceived in the same way as sidetone and is not a significant impairment.

On an analog phone, echo is generated at the 2- to 4-wire hybrid. On a digital or IP phone, echo is generated in the analog section of the phone (at the handset cord capacitive coupling, acoustic coupling, etc.). 
[image: image4.emf]
Figure 2. Echo and Delay in a VoIP Configuration
In a VoIP configuration, the tail (that is, the time of a round trip from the gateway to the hybrid and back) on a gateway echo canceller only needs to handle delay on the circuit-switched leg of the call as illustrated in Figure 2. An echo tail of 16 ms is usually adequate with 32 ms required in France. 
Echo loudness must also be controlled. ITU-T G.168 recommends an echo loudness rating (ELR) of >=55 dB of echo path loss for echo cancellers in gateways. The more echo that is eliminated, the higher the computational load. 

Optimizing QoS
1. Sufficient Bandwidth

Provides sufficient network bandwidth is the most important factor for supporting real-time voice traffic. 

For example, an 80-kbps G.711 VoIP call (64 kbps payload plus 16-kbps header) will be poor over a 64-kbps link because at least 16 kbps of the packets (which is 20 percent) will be dropped. This example also assumes that no other traffic is flowing over the link. 
Speech compression reduces bandwidth requirements end-to-end.

Speech compression algorithms are described in ITU-T G.723, G.729, and other standards. This kind of compression does reduce bandwidth requirements, but it also reduces perceived sound quality. In addition, packet loss has much more serious consequences when high compression codecs are used because more data is lost per packet. 
G.711 is a good choice, although higher bandwidth codecs such as G.722 can deliver superior sound quality if enough bandwidth is available. Consider low bandwidth codecs such as G.723 or G.729 only if bandwidth is constrained. Use CRTP (compressed real-time protocol) to conserve bandwidth on slow links.

G.711 also provides other advantages. G.711 provides two powerful tools for bandwidth conservation: a voice activity detector (VAD) and a comfort noise generator (CNG).
· The VAD senses when no voice is present, and sends sparse control packets rather than full packets of silence. 
· The CNG plays background noise instead of no sound at all, which users find preferable to silence.

The bandwidth conservation techniques can provide about a 50% bandwidth savings simply by suppressing the normal silence in voice calls because the connection is full duplex with 64 Kbps in each direction. Since only one person talks at a time, the bandwidth consumed by the other person is always empty and can be coded into silence packets.

2. Reduce Latency and Jitter

Controlling delay is key to optimizing QoS, and should be kept well below 150 ms. Because the size of a jitter buffer directly affects the latency, networks must be provisioned for both low latency and low jitter from end-to-end.

· Reducing Delay at an Endpoint
Several techniques can be used to reduce delay at an endpoint:
· Optimize jitter buffering 
· Optimize packet size: A packet size of 10 ms is optimal for reduced packetization latency (A larger number of smaller packets have relatively greater bandwidth overhead). 
· Avoid asynchronous transcoding
· Use a stable packet size
· Use a low compression codec such as G.711
· Ensure that network protocol stacks are efficient and correctly prioritized for VoIP traffic.
· Reducing End-to-End Delay by Prioritization
To reduce end-to-end delay, VoIP packets can be given a higher priority at Layer 2 and Layer 3 by using the following:
· Class of Service (COS) – implemented for Ethernet
· Type of Service (TOS)

· DiffServ – implemented at the router by static provisioning based on TOS bits.

· RSVP for bandwidth reservation – implemented at the router by static provisioning based on the transmitting port.

· Policy-based network management

· Multi-Protocol Label Switching (MPLS) [RFC 3031], which uses RFC 3212 CR LDP for QoS
In order for prioritization to be effective, network stacks must also prioritize the VoIP packets at endpoints.
· Dealing with Slow Links
On very slow links, a single large data packet could take up all available bandwidth for an unacceptable length of time. For example, a one-kilobyte data packet (equivalent to eight kilobits) traversing a 128 kilobits per second link blocks the link for 62.5 ms, which will delay six 10 ms packets of voice, greatly increasing jitter. 
Fragmenting large data packets and interleaving them with small VoIP packets can remedy this situation. Fragmentation and interleaving can be provisioned between WAN routers with low-speed links.
ftp://download.intel.com/network/csp/pdf/8539.pdf
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2.1 Packet Classification

Packet Classification Overview

To guarantee bandwidth for VoIP packets, a network device must be able to identify VoIP packets in all the IP traffic. 

Network devices use the source and destination IP address in the IP header or the source and destination User Datagram Protocol (UDP) port numbers in the UDP header to identify VoIP packets. This identification is called classification.

The simpler classification is achieved through marking or setting the type of service (ToS) byte in the IP header.

Besides the static classification methods involving Layer 3 or Layer 4 header information matching, you can use a mechanism such as Resource Reservation Protocol (RSVP) for dynamic classification. RSVP uses H.245 signaling packets to determine which UDP port the voice conversation will use. It then sets up dynamic access lists to identify VoIP traffic and places the traffic into a reserved queue. 

The three most significant bits of the ToS byte are called the IP Precedence bits. The six most significant bits of the ToS byte, called the Differentiated Services Code Point (DSCP), can be used to define differentiated services (DS) classes.

Classification and Marking

Classification is the process of identifying the class or group to which a packet belongs. Network devices use various match criteria to place traffic into a certain number of classes. Matches are based on the following criteria:
· The dial-peer voice voip global configuration command

· Access list (standard and extended)

· Protocol (such as URLs, stateful protocols, or Layer 4 protocol)

· Input port

· IP Precedence or DSCP

· Ethernet 802.1p class of service (CoS)

Marking is the process of the node setting one of the following:

· Three IP Precedence bits in the IP ToS byte

· Six DSCP bits in the IP ToS byte

· Three MPLS Experimental (EXP) bits

· Three Ethernet 802.1p CoS bits

· One ATM cell loss probability (CLP) bit

In most IP networks, marking IP Precedence or DSCP should be sufficient to identify traffic as VoIP traffic.

Classification method

· Voice Dial Peers Classification: With VoIP gateways, any VoIP call that matches the dial-peer voice command will have all of its voice payload packets set with IP Precedence 5
· Committed Access Rate Classification: Committed access rate (CAR) is an older technique that involves rate-limiting or policing traffic that matches certain criteria to an upper bound.
· Policy-Based Routing Classification: Policy-based routing (PBR) is another older feature that allows traffic to be routed based on source port or access list. 
· Modular QoS Command-Line Interface Classification: a template-based configuration method that separates the classification from the policy, allowing multiple QoS features to be configured together for multiple classes.
2.2 Differentiated Services for VoIP

The Differentiated Services (DS) architecture QoS model provides a mechanism to classify packets into groups or classes that have similar QoS requirements. The DS architecture is the most widely deployed and supported QoS model today. 

The six most significant bits of the IP Type of Service (ToS) byte are used to specify the DS class; the Differentiated Services Code Point (DSCP) defines these six bits. The remaining two bits in the IP ToS byte are currently unused.

Figure 5 shows how the IP header defines the DS class.
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Figure 5: Differentiated Services Field Definition 
Differentiated Services is described and defined in the following RFCs:

· RFC 2474, Definition of the Differentiated Service Field (DS Field)
· RFC 2475, An Architecture for Differentiated Service
· RFC 2597, Assured Forwarding PHB Group
· RFC 2598, An Expedited Forwarding PHB
The first three bits of the DSCP are used as class selector bits; the class selector bits makes DSCP compatible with IP Precedence because IP Precedence uses the same three bits to determine class. 

Table 4 shows IP Precedence bit values mapped to DSCP. 
	IP Precedence 
	IP Precedence Bit Value 
	DSCP Bits 
	DSCP Class 

	5 
	101
	101000
	Expedited Forwarding

	4 
	100
	100000
	Assured Forwarding 4

	3 
	011
	011000
	Assured Forwarding 3

	2 
	010
	010000
	Assured Forwarding 2

	1 
	001
	001000
	Assured Forwarding 1

	0 
	000
	000000
	Best Effort


Table 4: IP Precedence to DSCP Mapping
The next two bits are used to define drop preference. These mechanisms allow the Layer 2 network to make intelligent drop decisions for nonconforming traffic during periods of congestion. 

It is most likely use Assured Forwarding classes for data traffic that does not require priority treatment and is largely TCP-based. Expedited Forwarding more closely matches VoIP QoS requirements.

2.3 QoS Queueing Mechanisms

After all traffic has been placed into QoS classes, the priority servicing can be provided by output queuing mechanism. 

The queuing mechanisms are:

· Low Latency Queueing

· Other QoS Queueing Mechanisms

Low Latency Queueing

A priority queue is required for VoIP. The queueing mechanism can gives VoIP high priority, but low latency queueing (LLQ) is recommended because it is flexible and easy to configure.

The most flexible queueing method that satisfies VoIP requirements is LLQ. LLQ uses the MQC configuration method to provide priority to certain classes and to provide guaranteed minimum bandwidth for other classes. 

During periods of congestion, the priority queue is policed at the configured rate so that the priority traffic does not monopolize all the available bandwidth. (If the priority traffic monopolizes the bandwidth, it prevents bandwidth guarantees for other classes from being met.)

LLQ also allows queue depths to be specified to determine when the router should drop packets if too many packets are waiting in any particular class queue. There is also a class default that is used to determine treatment of all traffic not classified by a configured class. 

Figure 1 shows how LLQ works. 
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Figure 1: LLQ Operation
In Figure 1, all traffic going out of an interface or subinterface (for Frame Relay and ATM) is first classified using MQC. There are four classes: one high priority class, two guaranteed bandwidth classes, and a default class. 

· The priority class traffic is placed into a priority queue
· and the guaranteed bandwidth class traffic is placed into reserved queues. 

· The default class traffic can be given a reserved queue or can be placed in an unreserved default queue where each flow will get an approximately equal share of the unreserved and available bandwidth. 

The scheduler services the queues so that the priority queue traffic is output first unless it exceeds a configured priority bandwidth and this bandwidth is needed by a reserved queue (that is, there is congestion). The reserved queues are serviced according to their reserved bandwidth, which the scheduler uses to calculate a weight. The weight is used to determine how often a reserved queue is serviced and how many bytes are serviced at a time. The scheduler services are based on the weighted fair queueing (WFQ) algorithm.

If the priority queue fills up because the transmission rate of priority traffic is higher than the configured priority bandwidth, the packets at the end of the priority queue will be dropped only if no more unreserved bandwidth is available. None of the reserved queues are restricted to the configured bandwidth if bandwidth is available. Packets violating the guaranteed bandwidth and priority are dropped only during periods of congestion. 

So enough bandwidth is needed in order to handle all the VoIP traffic requiring priority servicing.

Other QoS Queueing Mechanisms

Several other queueing methods are available. For example, Modified Deficit Round Robin (MDRR) is a queueing mechanism that allows bandwidth guarantees and priority servicing based on IP Precedence, DSCP, and MPLS EXP classes. MDRR supports one priority queue, seven reserved queues, and one multicast queue.

Table 1 describes some of the available software queueing mechanisms.

	Software Queueing Mechanism 
	Description 
	Benefits 
	Limitations 

	FIFO 
	Packets arrive and leave the queue in exactly the same order.
	Simple configuration and fast operation.
	No priority servicing or bandwidth guarantees are possible.

	WFQ 
	A hashing algorithm places flows into separate queues where weights are used to determine how many packets are serviced at a time. You define weights by setting IP Precedence and DSCP values.
	Simple configuration. Default on links less than 2 Mbps.
	No priority servicing or bandwidth guarantees are possible.

	Custom Queueing (CQ) 
	Traffic is classified into multiple queues with configurable queue limits. The queue limits are calculated based on average packet size, maximum transmission unit (MTU), and the percentage of bandwidth to be allocated. Queue limits (in number of bytes) are dequeued for each queue, therefore providing the allocated bandwidth statistically.
	Has been available for a few years and allows approximate bandwidth allocation for different queues.
	No priority servicing is possible. Bandwidth guarantees are approximate, and there are a limited number of queues. Configuration is relatively difficult.

	Priority Queueing (PQ) 
	Traffic is classified into high, medium, normal, and low priority queues. The high priority traffic is serviced first, then medium priority traffic, followed by normal and low priority traffic.
	Has been available for a few years and provides priority servicing.
	Higher priority traffic can starve the lower priority queues of bandwidth. No bandwidth guarantees are possible.

	Class-Based WFQ (CBWFQ) 
	MQC is used to classify traffic. Classified traffic is placed into reserved bandwidth queues or a default unreserved queue. A scheduler services the queues based on weights so that the bandwidth guarantees are honored.
	Similar to LLQ except that there is no priority queue. Simple configuration and ability to provide bandwidth guarantees.
	No priority servicing is possible.

	Priority Queue WFQ (PQ-WFQ, also called IP RTP Priority) 
	A single interface command is used to provide priority servicing to all UDP packets destined to even port numbers within a specified range.
	Simple, one command configuration. Provides priority servicing to RTP packets.
	All other traffic is treated with WFQ. RTCP traffic is not prioritized. No guaranteed bandwidth capability.

	LLQ (Previously called PQ-CBWFQ) 
	MQC is used to classify traffic. Classified traffic is placed into a priority queue, reserved bandwidth queues, or a default unreserved queue. A scheduler services the queues based on weights so that the priority traffic is sent first (up to a certain policed limit during congestion) and the bandwidth guarantees are met.
	Simple configuration. Ability to provide priority to multiple classes of traffic and give upper bounds on priority bandwidth utilization. You can also configure bandwidth guaranteed classes and a default class.
	No mechanism for providing multiple levels of priority yet—all priority traffic is sent through the same priority queue. Separate priority classes can have separate upper priority bandwidth bounds during congestion, but sharing of priority queue between applications may introduce jitter.


Table 1: Software Queueing Mechanisms
2.4 Fragmentation and Interleaving

Fragmentation and Interleaving Overview

There are times when the priority queue is empty and a packet from another class is serviced. If a priority voice packet arrives while these packets are being serviced, the VoIP packet could wait a substantial amount of time. 

Assume that a VoIP packet will need to wait behind one data packet, and that the data packet can be, at most, equal in size to the MTU (1500 bytes for serial and 4470 bytes for high-speed serial interfaces), the wait time based on link speed can be calculate.

For example, for a link speed of 64 kbps and MTU size of 1500 bytes:

Serialization delay = (1500 bytes * 8 bits/byte)  /  (64,000 bits/sec) = 187.5 ms 

Therefore, a VoIP packet may need to wait up to 187.5 ms before it can be sent. With an end-to-end delay budget of 150 ms and strict jitter requirements, a gap of more than 180 ms is unacceptable.

A mechanism is needed that ensures the size of one transmission unit is less than 10 ms. Any packet that have more than 10ms delay need to be fragmented into 10-ms chunks. And then the VoIP packet must be interleaved or inserted in between the data packet fragments.

Figure 2 illustrates fragmentation and interleaving. 
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Figure 2: VoIP Packet Fragmentation and Interleaving 
Table 2 shows recommended fragment sizes for various link speeds based on the 10-ms rule. 

	Link Speed (kbps) 
	Fragmentation Size (Bytes) 

	56
	70

	64
	80

	128
	160

	256
	320

	512
	640

	768
	960

	1024
	1280

	1536
	1920 (No fragmentation is required if the fragment size is larger than the link MTU size. For example, for a T1 link with a 1500-byte MTU, the fragment size is 1920 bytes; therefore, no fragmentation is required.)


Table 2: Link Speed and Fragmentation Size
Note: The packet fragmentation size should never be lower than the VoIP packet size. Also, you should never fragment VoIP packets, fragmenting VoIP packets can cause numerous call setup and quality problems 

Three link fragmentation and interleaving (LFI) mechanisms are available. Table 3 lists their benefits and limitations. 
	LFI Mechanism 
	Description 
	Benefits 
	Limitations 

	MTU Fragmentation with WFQ 
	Interface-level command to change MTU size or IP MTU size. Used to fragment large IP packets to specified MTU size. LFI uses WFQ to interleave real-time packets in between the fragments.
	Simple configuration.
	Fragments are reassembled only by receiving application; therefore use of network is inefficient. Only IP packets with Don't Fragment (DF) bit not set can handle fragmentation well. Highly-processor intensive. Not recommended.

	Multilink Point-to-Point Protocol (MLP) Link Fragmentation and Interleaving (LFI) 
	On point-to-point serial links, MLP must first be configured, then a fragmentation size must be set in milliseconds. Interleaving must also be enabled on the multilink interface.
	Packets are fragmented on one end of link and reassembled at the other. Several links can be combined to act as a large virtual pipe.
	Only available on links configured for PPP. Solutions for PPP over Frame Relay or PPP over ATM also are supported in Cisco IOS Release 12.1(5)T or later releases.

	Frame Relay Fragmentation (FRF.12) 
	On Frame Relay PVCs, the frame-relay traffic-shaping interface configuration command must be enabled and a fragmentation size set under the map class.
	Packets are fragmented on one end of PVC and reassembled at the other.
	Only available on Frame Relay PVCs with the frame-relay traffic-shaping interface configuration command enabled.


Table 3: Link Speed and Fragmentation Size
2.5 Traffic Shaping

Traffic shaping is a QoS mechanism used to send traffic in short bursts at a configured transmission rate. It allowing limitation of the source to a fixed bandwidth. It is most commonly used in Frame Relay environments where the interface clock rate is not the same as the guaranteed bandwidth or CIR. 

Frame Relay scenarios usually have a hub and spoke network where the hub link speed is higher than any of the remote link speeds. In some cases, the sum of the remote link speeds is higher than the hub link speed, causing oversubscription. 

Without Frame Relay traffic shaping, the hub may try to send at higher rates than the remotes can receive traffic, causing the network to arbitrarily drop traffic. However, the remotes could send at an aggregate rate that is higher than what the hub can receive, again causing the network to arbitrarily drop traffic. 

Therefore, the transmission rates into a Frame Relay network need to be controlled so that which packets get dropped and which packets receive priority servicing can be controlled. 

Figure 3 shows an example of a typical Frame Relay network without traffic shaping. 
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Figure 3: Frame Relay Network
2.6 IP RTP Header Compression

Another technique for reducing bandwidth demands is header compression (IETF’s RFC 2508). 
Normally a header consists of nested headers for real-time transport protocol (RTP), user datagram protocol (UDP), and Internet Protocol (IP) with a total size of 44 bytes. The payload data according to G.729A at 20 ms in such a packet is only 20 bytes. However, by using a compressed real-time protocol (CRTP) header, the header is reduced to 2 to 4 bytes, which means the packet uses only one-third of the bandwidth (24 bytes instead of 64 bytes). See Figure 3 below:
[image: image9.emf]
Figure 3 Header Compression
IP RTP header compression (or cPTP,  which stands for compressed RTP) reduces the 40 byte IP+UDP+RTP header to 2 to 4 bytes, thereby reducing the bandwidth required per voice call on point-to-point links. 
Figure 4 shows the functionality of RTP header compression.
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Figure 4: RTP Header Compression
Compressed RTP is recommended on low speed links where bandwidth is scarce and there are few VoIP calls.

3. Compensate for Packet Loss

Packet Loss Concealment (PLC) or Packet Loss Recovery (PLR) algorithms at the endpoint can compensate for packet loss. Even a 5% rate of packet loss can be acceptable when the G.711 PLC algorithm is used. Many speech coders such as G.723.1, G.728, and G.729, have PLC built-in.

Payload redundancy (RFC 2198) can also be used to prevent packet loss, but it increases bandwidth requirements. 
Conclusion

Like other real-time applications, VoIP is extremely bandwidth and delay-sensitive. For VoIP transmissions, voice packets should not be dropped, excessively delayed, or suffer jitter. 

For example, the following standards must be met:

· The default G.729 codec requires packet loss far less than 1 percent to avoid audible errors. Ideally, there should be no packet loss for VoIP.

· The ITU G.114 specification recommends less than 150 millisecond (ms) one-way end-to-end delay for high-quality real-time traffic such as voice. (For international calls, one-way delay up to 300 ms is acceptable, especially for satellite transmission. This one-way delay takes propagation delay into consideration—the time required for the signal to travel the distance.)

· Jitter buffers (used to compensate jitter) further add to the end-to-end delay, and are usually only effective on delay variations less than 100 ms. Jitter must therefore be minimized.

VoIP can guarantee high-quality voice transmission only if the voice packets, for both the signaling and audio channel, are given priority over other kinds of network traffic. 

VoIP traffic must be guaranteed certain compensating bandwidth, latency, and jitter requirements. In general, QoS provides better network service by providing the following features:

· Supporting dedicated bandwidth

· Improving loss characteristics

· Avoiding and managing network congestion

· Shaping network traffic

· Setting traffic priorities across the network
http://www.cisco.com/en/US/tech/tk652/tk698/technologies_white_paper09186a00800d6b73.shtml
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