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Open source mail server
1. Bynari Insight Server
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(http://www.bynari.net/public/Documentation/Literature/Insight%20Server/InsightServer%204.1%20Brochure.pdf)
Major components of Insight server

	Component
	Description

	Web Administration Console
	Provides a http interface for easy administration of all tasks for Insight Server

	Web Client
	Http interface for the user to retrieve mail, tasks, calendaring, etc.

	Apache
	Provides the interface for the web admin console and web client and makes available any Free/Busy information that is published.

	ProFTPD
	Interface that accepts and publishes Free/Busy information to the Apache Component

	OpenLDAP
	Contains all user accounts/addresses and is the means for authentication of each user.

	Postfix
	This is the Message Transfer Agent (MTA) responsible for communicating mail to the proper location.

	
Cyrus IMAP
	Enables each user to connect to the mail store and access their mail by indexing where each user's mailbox is located
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(http://www.bynari.net/index.php?id=3570 )
2. Kolab server
Major Components of Kolab Server:
	OpenLDAP
	LDAP is used as the cornerstone for Kolab. All authentication, be it the web admin interface or POP3/IMAP mailbox access uses LDAP as the password store through SASL. Key configuration parameters are also stored in LDAP and automatically applied to configuration files after a change occurs. When you create a new user in LDAP, the Cyrus mailbox is automatically generated for you. 

	Postfix
	The mail transfer agent (MTA) for Kolab server. Postfix is easy to configure and has a Sendmail compatibility interface for administrators who are familiar to Sendmail. 

	Cyrus IMAP
	Cyrus provides IMAP as well as POP3 access to user mailboxes. It supports key features such as ACL (Access Control Lists) that allows more than one user to share mailboxes and folders and supports the Sieve mail processing language, this allows Auto Actions such as Auto-Forward and Auto-Reply on mailboxes. Cyrus is also highly scalable.

	Apache
	Apache is used for the web administration interface as well as to provide WEBDAV access to Free/Busy information for the mail clients. Soon Kolab will be using Apache and PHP to provide webmail access with groupware functionality. 

	ProFTPd 
	ProFTPd is used by legacy clients to upload Free/Busy information to the Kolab server

	SASL
	SASL (the Simple Authentication and Security Layer) is used by all the components and uses OpenLDAP as the store for Authentication information. 


	


(http://kolab.org/ )

Support protocol:

LDAP, FTP, SMTP, IMAP, POP3, HTTP, HotSync Protocol.
Used file standards:
· multi-part MIME email as standardized by the IETF 

· vCal and vCard as standardized by the Internet Mail Consortium

Sending Email:
The Kolab server runs the Postfix Mail Transfer Agent (MTA) and acts as SMTP relay for all users. It is however possible to decouple this functionality from the mailboxes and establish it on another server, for load-sharing and high availability purposes. Security is provided using two methods:
1. on application level: Email can be encrypted using PGP/GPG 

2. on the transport level: the SMTP relay accepts SMTP over TLS connections 

For compatibility reasons, plain SMTP is also supported.

Receiving Email:
Users read their email via IMAP over TLS on the Kolab server. New user accounts are created on the Kolab server only within IMAP (not as regular GNU/Linux accounts), using the mailbox name user.<username>. The latter is a requirement resulting from the Cyrus IMAP daemon.
The Postfix MTA on the groupware server delivers email for local users to the Cyrus IMAP Daemon via the Local Mail Tranport Protocol (LMTP) to their respective IMAP mailboxes, which are implemented in the maildir format (not traditional mbox style, every email is a regular GNU/Linux text file).

The emails are then further processed by the users client desktop application. Note that Cyrus maps the above mentioned mailbox user.<username> to a configurable directory tree within the Kolab servers filesystem. The email messages are transferred via IMAP synchronization to the client application. This synchronization functionality also provides the required offline functionality.

The messages are identified via a unique id. Optionally, users can physically receive their email messages via POP3 over SSL from the groupware server and the further processing is done locally on the client. For compatibility reasons, plain IMAP and unencrypted POP3 message transfers are also supported.

Note that at this point every SMTP and IMAP capable email Client can access a Kolab server's mailboxes and distribute email messages via the Kolab server, provided the server IP address, the username and the corresponding password. 

Vacation Functionality
The vacation functionality is configured by the user via a simple webinterface available via HTTPS provided by the Kolab server. The actual vacation functionality is implemented on the server using Sieve (IETF RFC 3028). A open source implementation of this scripting language for the Cyrus IMAP daemon is available.

Note that Sieve's capabilities reach far beyond a simple vacation functionality. Therefore we gain great flexibility for future extensions. The server side scripting is a sensitive area though, as such activities run contrary to server scalability and performance and therefore must be used with caution if we intend scalability to many thousands of users on commodity hardware.

Contacts, Address book, groupware calendar, Notes, Task lists

The client application stores contacts in the IMAP subfolder named "Contacts" the Kolab server. The actual entries are represented as multi-part MIME emails with included vCard address data as MIME parts.

The global address book is stored inside a LDAP directory running on the Kolab server, driven by OpenLDAP v2 (implementing LDAP protocol version 3). The clients access it by using the LDAP v3 protocol. The GUI on the client provides read only access to all address data stored inside the directory.

Calendar entries are stored in the users IMAP sub folder "Calendar" on the Kolab server. Physically they are represented as multi-part MIME emails with the information stored in vCal format encapsulated in a MIME part.

Notes are stored on the Kolab server inside the users IMAP sub folder "Notes" "). Physically, they are represented as multi-part MIME emails with the actual note being a MIME part. 

Task lists are stored on the Kolab server inside the users IMAP sub folder "Tasks" Physically, they are multi-part MIME emails with the actual task list data being a MIME part and following the vCal standard (vToDo, IETF RFC 2446). 
The communication between the clients

In principle all information is exchanged via multi-part MIME email messages between the KDE clients. The receiving user decides about every incoming event, note, task list, etc. and depending on the decision the KDE client application moves the email to the corresponding IMAP folder for further processing. Therefore the client application has means to detect the type of an incoming email and classify it into one category out of note, task list, contact, calendar event, and ordinary email.

About the free-busy list
KDE clients can optionally (and should) publish their own calendar summary information on the Kolab server. Using this information, other users can check for availability of desired attendees for a proposed calendar event before issuing the actual invitation. Therewith a meeting can be scheduled more efficiently and according to the attendee's free time slots.

A free-busy file follows the vCal format and contains only the calendar event time data for a given user. The user can choose how long into the future his free-busy information should be published on the Kolab server. On the Kolab server all free-busy data is stored and is accessable in different ways for legacy and KDE clients.

The KDE clients store their "Free-Busy" information on the Kolab server using Web-DAV for upload and HTTPS for download. The legacy clients use anonymous FTP to upload their free-busy information into the very same directory as the KDE clients do. Accessing the free-busy information is done via HTTP on the legacy clients.

(http://kroupware.kolab.org/architecture-1.1/index.html )
Kolab server architecture
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