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Internet Small Computer System Interface (iSCSI)
Objective and definition:
iSCSI is an Internet Protocol (IP)-based storage networking standard for linking data storage facilities, developed by the Internet Engineering Task Force (IETF). By carrying SCSI commands over IP networks, iSCSI is used to facilitate data transfers over intranets and to manage storage over long distances. The iSCSI protocol is expected to help bring about rapid development of the storage area network (SAN) market, by increasing the capabilities and performance of storage data transmission. Because of the ubiquity of IP networks, iSCSI can be used to transmit data over local area networks (LANs), wide area networks (WANs), or the Internet and can enable location-independent data storage and retrieval.
(http://whatis.techtarget.com/definition/0,,sid9_gci750136,00.html)
Functionality:
When an end user or application sends a request, the operating system generates the appropriate SCSI commands and data request, which then go through encapsulation and, if necessary, encryption procedures. A packet header is added before the resulting IP packets are transmitted over an Ethernet connection. When a packet is received, it is decrypted (if it was encrypted before transmission), and disassembled, separating the SCSI commands and request. The SCSI commands are sent on to the SCSI controller, and from there to the SCSI storage device. Because iSCSI is bi-directional, the protocol can also be used to return data in response to the original request.
(http://whatis.techtarget.com/definition/0,,sid9_gci750136,00.html)

Below is a model of the iSCSI protocol levels which allows us to get an idea of an encapsulation order of SCSI commands for their delivery through a physical carrier.
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(http://www.digit-life.com/articles2/iscsi/ )
Security:
Since iSCSI uses the IP protocol, it therefore relies on IP security protocols. Unfortunately, basic IP transmissions lack security, allowing anyone with the know how and inclination to intercept or modify IP communications. One of the more popular methods used for securing IP communications is the IP Security Protocol (IPSec). IPSec is an IP layer-based security protocol, which is in contrast to other security protocols like SSL ( Secure Sockets Layer) that operate at the application layer of the OSI model.
To create secure data transmissions, IPSec uses two separate protocols: Authentication Headers (AH) and Encapsulating Security Payloads (ESP). 

AH is primarily responsible for the authentication and integrity verification of packets. It provides source authentication and integrity for data communication but does not provide any form of encryption.

ESP is responsible for providing encryption services for the network data; however, it can also be used for authentication and integrity services.

Used together, AH and ESP provide integrity, authentication, and encryption protection for IP-based communications.

(January 27, 2004 By Mike Harwood)

(http://www.enterprisestorageforum.com/ipstorage/features/article.php/3304621)
Standards, approving organization:

IETF, short for Internet Engineering Task Force, the main standards organization for the Internet. The IETF is a large open international community of network designers, operators, vendors, and researchers concerned with the evolution of the Internet architecture and the smooth operation of the Internet. It is open to any interested individual.
Maturity of the Technology:

The University of New Hampshire Research Computing Center InterOperability Laboratory (UNH-IOL) completed interoperability tests of Internet SCSI (iSCSI) this month and reports that the results show that the technology has reached its maturity. UNH-IOL's tests involved testing iSCSI devices to see whether they conform to the iSCSI standard, which the Internet Engineering Task Force (IETF) finalized and approved last year. "The interoperability and conformance tests we ran turned in high success rates," said Stephen Schaeffer, UNH-IOL iSCSI Consortium manager. "To me, that says that whatever the market is or isn't buying this month, iSCSI is not only ready for prime time, but poised for eventual widespread adoption." Industry experts expect companies to adopt iSCSI much more widely within the next year or so, but the technology faces intense competition in the enterprise from the more established Fibre Channel standard. 
   For the past 3 years, the nonprofit UNH-IOL has been involved in iSCSI standard development and has hosted a series of industrywide test events. In the most recent of those events, only a handful of vendors participated: ATTO Technology, Crossroads Systems, EMC, Empirix, Finisar, I-TECH, Intransa, iVivity, Microsoft, Network Appliance (NetApp), Silverback Systems, and Xiran. UNH-IOL plans to continue to hold testing events and hopes for more industry involvement in the future. 

(January 26, 2004 By Keith Furman)
(http://vip.winnetmag.com/Articles/Index.cfm?ArticleID=41539)
Product Comparison:
iSCSI is one of two main approaches to storage data transmission over IP networks; the other method, Fibre Channel over IP (FCIP), translates Fibre Channel control codes and data into IP packets for transmission between geographically distant Fibre Channel SANs. FCIP can only be used in conjunction with Fibre Channel technology; in comparison, iSCSI can run over existing Ethernet networks. A number of vendors, including Cisco, IBM, and Nishan have introduced iSCSI-based products (such as switches and routers).
(http://whatis.techtarget.com/definition/0,,sid9_gci750136,00.html)
Using iSCSI instead of the Fibre Channel protocol for transferring data across a network can save companies money, according to analysts. The most significant savings come from being able to use SCSI network interface cards rather than Fibre Channel host bus adapters (HBA). Fibre Channel HBAs cost anywhere from $1,000 to $2,000, whereas network interface cards generally cost less than $500, said John Webster, a storage analyst at Data Mobility Group LLC in Nashua, N.H.
Although iSCSI is a less expensive alternative to Fibre Channel, it's half as fast, with 30MB/sec to 60MB/sec data-transfer rates -- good enough for backing up Exchange servers, but not robust enough for relational databases handling transactional data.
(http://www.computerworld.com/softwaretopics/os/windows/story/0,10801,82689,00.html)
Commercial deployment of iSCSI:
There are many kinds of iSCSI-based products produced by different vendors.

1)Storage system:
· IBM TotalStorage IP Storage 200i -- The IBM TotalStorage™ IP Storage 200i provides storage that is directly attachable to an Ethernet LAN. This product implement newly emerging industry standards for the transport of SCSI storage protocols over IP, commonly referred to as iSCSI.
· EMC Symmetrix DMX3000 - are fully integrated, high-performance networked storage systems optimized for server consolidation and heavy transaction-processing loads.
(http://www.emc.com/products/systems/symmetrix_DMX1000.jsp )
2)Router:
· HP StorageWorks SR2122 iSCSI storage router – IP Storage product that delivers SAN-like storage across an Ethernet network.

The HP StorageWorks SR2122 iSCSI Storage Router is an iSCSI to Fibre Channel Bridge that enables access to block storage on a Fibre Channel SAN across an Ethernet network. The SR2122 Storage Router is the first HP storage product delivered to this emerging market of customers looking to extend the benefits of their existing FC SAN's. Some of the basic benefits include: consolidated storage, improved disk utilization, centralized backup and management and improved utilization of IT staff experience and expertise.

(http://h18004.www1.hp.com/products/storageworks/sr2122/index.html)
3)Directors:
· Cisco MDS 9500 Series of Multilayer Directors - Layering Intelligent Features onto a High Performance Core to Provide Uncompromising High Availability, Security, Scalability, and Ease of Management.
Introducing VSAN:

Another industry first for the Cisco MDS 9500 Series of Multilayer Directors, VSANs allow more efficient SAN utilization by creating hardware-based isolated environments within a single SAN fabric. Each VSAN can be zoned as a typical SAN and maintains its own fabric services for added scalability and resilience. VSANs allow the cost of SAN infrastructure to be shared among more users, while assuring absolute segregation and security of traffic and retaining independent control of configuration on a VSAN-by-VSAN basis. (http://www.cisco.com/en/US/products/hw/ps4159/ps4358/prod_brochure09186a00800c465a.html)
4)Concentrator:
· Storage Concentrator i3000 - StoneFly Networks' complete line of Storage Concentrators™ are iSCSI-based storage provisioning appliances that enable optimization of IP SANs (Internet Protocol Storage Area Networks).
Combining an iSCSI router and bridge with the power of a storage provisioning engine, Storage Concentrators are installed at the core of the network to provide advanced storage management, business continuity, and disaster recovery planning functions, including volume management, FailOver, mirroring (local and remote data replication), and data migration, as well as disk-to-disk and tape backup. By utilizing Ethernet network infrastructure, Storage Concentrators allow simple, intelligent, and affordable SANs and require no specialized expertise to install.
(http://www.stonefly.com/Products/storage_concentrators.html)
5) switch:
· SANRAD V-Switch 2000 -SANRAD V-Switch 2000 introduces All-In-One iSCSI storage networking for mid-range and large departmental environments, providing full availability and network-based management of any SCSI, FC or iSCSI storage resources across standard Ethernet environments. 

SANRAD V-Switch 2000 combines an interoperable dual port iSCSI gateway with SANRAD StorageProTM Management Services for cost effective IP Connectivity, full block-based data access, network volume management, integrated data replication and traffic optimization.


   (http://www.sanrad.com/iscsi.asp?IP-SAN=67)
6) Software iSCSI initiator:

Please see sub-paper.
7) iSCSI HBA:

Please see sub-paper.
Appendix:

STORAGE OPTIONS provided by Dell:
	
	Networked Storage 
	Direct Attached 
	Tape 

	
	Improve manageability, usability and costs by moving your storage out of your server 
	Satisfy immediate storage needs for overloaded servers 
	Protect your data and improve your backup with Dell's easy to use tape products 

	Product 
	


Storage Area Networks 

	


Network Attached Storage 

	


SCSI Disk Arrays 

	


Fibre Disk 
 

	


Tape Backup Drives 


	Use 
	Intensive data processing and management of large quantities of storage 
	File Sharing 
	Simple storage attached directly to your server or basic clustering 
	Buy the building blocks of a SAN as needed. Attach more servers as you grow 
	Simple single-server backup to automated backup for up to 28TB of data 

	Environ-
ment 
	300 GB or more with 1-100 servers 
	160 GB or more attached to an IP network or a SAN 
	Attach up to 2 servers directly to the array 
	Ranges from single internal tape drive to multi drive-tape libraries 
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