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Abstract 

This report is a summary of the Btech 450 project I completed in year 2004 for the degree of Bachelor of Technology in Information Technology, at the University of Auckland. The project was supervised by Computers New Zealand.

The report is composed by several parts. The first part is the introduction of my project, includes the company introduction, project objective, work content and the project plan.

The second part is the project progress, which includes the introductions of all the sessions in my project.
The third part includes all the research I have done in the first semester. There are basically 4 parts: Memory, iSCSI technology, Wireless LAN and Technology Briefing.

The forth part is the Linux project I have done in the second semester, which includes Linux packet manager, SSH and Email system. In Email system, I researched in Email servers, email clients and OSI-7 layer model.

The fifth part and the last part are the achievement and conclusion of the project, includes what I have learned from the project.

Please look at Table of Content for more details.
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1. Introduction

1.1 About CNZ

Computers NZ Ltd is an IT service company started in 2001 that originally offered a Linux based firewall and mail server in partnership with an Internet Service Provider (ISP). It is currently developing a distribution of Linux optimized to run on a Pentium 4 platform. It is a member of the Compucon Group. 

The Compucon Group of companies was founded in Sydney, Australia in 1988. It is now an international computer manufacturing company with branches in Canada, Hongkong and NZ.

The NZ branch of Compucon is Modern Technology NZ Ltd., based in Albany, Auckland that comes under the Computers New Zealand banner.

Modern Technology is a computer system manufacturer producing Compucon branded servers and workstations for the business and corporate communities. The company was established in 1992 and has achieved the ISO-9002 quality management standard since 1995.
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1.2 Project Objective

The objective of the project is to assist us to relate academic studies to real life development and deployment of technologies through working as CNZ R&D virtual staff members in establishing an infrastructure of engineering and information technology knowledge base. The infrastructure refers to a framework and its content that will identify: 

(a) State of the art of technology applications in New Zealand and

(b) The procedures for handling system integration and implementation projects. 

The project will be conducted in such a manner that both the students and CNZ will benefit from the involvement. 
1.3 Work Content

I have 2 streams of work: research and Linux project. 

(a) Research 

The scope of research shall consist of Computer Hardware Platforms, Computer Software Platforms, 64 bit, Linux, Connectivity, Internet and IP technologies. Each scope area shall address key concerns including maturity of standards, functionality, scalability, availability, security, ease of operation and maintenance, market offering, price zoning and other issues covered by the B Tech degree syllabus. We must learn to ascertain the authority of each piece of information and to act as moderators. 
(b) Linux Project 

Linux is part of a commercial product development project by CNZ Ltd. I will be involved in researching developments of basic Linux technologies and the information will be used for training consultants affiliated to CNZ Limited who sell and support CNZ configured Linux systems.

1.4 Project Plan

Project Period: March 2004 to October 2004 

Workload: 10 hours per week for each student for 30 weeks Work 

Allocation: Each student will take up several technology topics for research and be involved jointly in other common technology areas 

1.5 Project Supervision

From CNZ: Mr. TN Chan, the General Manager of CNZ companies.
From University: Dr S Manoharan ,  Gisela Klette 

1.6 Group Member

Corrine Lawrence , Fei Xu ,YiNan Zhu

2. Project Progress

There are totally 16 sessions in the project. 8 sessions for each semester. 

	Semester1
	Session 1
	DDR2 memory

	
	Session 2
	Memory performance properties

	
	Session 3
	iSCSI Technology

	
	Session 4
	Cases of iSCSI Systems tested or in use

	
	Session 5
	Wireless LAN technology

	
	Session 6
	Wireless LAN in use in NZ

	
	Session 7
	CNZ Technology Briefing

	
	Session 8
	Prepare for end of Semester presentation

	Semester2
	Session 9
	Start Linux project, APT and RPM, SSH 

	
	Session 10
	Internet Email System

	
	Session 11
	Comparison of Email Clients

	
	Session 12
	Comparison of Email Servers

	
	Session 13
	Relate Email studies in OSI-7 layer model

	
	Session 14
	Draft a Power Point presentation about Email 

	
	Session 15
	Open source mail servers

	
	Session 16
	Draft the PPT for final semester presentation


3. Research in First Semester

In the first session, we were asked to choose a technology sector that we are interested in. I chose the hardware part, Fei chose the software part and Corrine chose the network part. 

Then we were asked to choose a topic in the technology sector to research. We need to write a report on the research progress, start at version0.1. 

In the report, we need to consider both the vertical scope of research and horizontal scope of research.

Vertical Scope of Research Activity

· Objective and definition of technology

· Functionality, scalability, availability, security, ease of use

· Information flow block diagram of related technologies (the big picture), coverage within and relevance to BTECH syllabus

· Standards, approving organization, chronologic information of endorsement, Maturity of standard and technology

Horizontal Scope of Research Activity

· Product Comparison

· Deployment information worldwide and in New Zealand

We also need to collate the research results

· All sources of information identified

· Credibility of source identified

· Every report version controlled by increment (v0.1, v0.2, v0.3…)

· Only moderated reports become version 1 or above

· Latest version of reports will be catalogued in KB
In the beginning of every session, we will do presentation to supervisor and group members.  Supervisor will give us suggestion to improve. We can also learn new knowledge by listening other group member’s presentation.

3.1 DDR2 memory

This is the first topic I choose from the hardware sector.  In this report, I first researched what were DDR2 memory and the main functionality of it. From the research, I understood the new DDR2 technology, the standards that the technology refers to and the standard approving organization. Then I compared DDR2 technology with other technology such as DDR, XDR, SD.

In the next session, Mr. Chan gave me some suggestion to improve the report. I did further research on XDR, 4-bit prefetch (the core technology in DDR2 memory) and understood what are internal and external clock mean for RAM. Following is the report on DDR2 memory.

Vertical Scope of Research Activity:

      1. Objective and definition of Technology:

We know that all processes in computer need main memory. Instructions and data being used in a process are brought into the processor from main memory and sent back to main memory. So memory speed will influence the speed of the computer. DRAM (dynamic RAM) vendors always research the new memory architecture to allow chips run faster.
DDR2 Memory Technology is the second generation of Double Data Rate memory technology, includes new features such as a larger 4-bit prefetch and programmable on-die termination (ODT) to reduce signal bounce and improve reliability at high speeds.

(18 February 2004)

(  http://www.overclockersclub.com/newscomment.php?article=7712939  )

      2. Functionality, scalability, availability, security, ease of use

One functionality of DDR2 technology is of course increasing the memory speed:

Dean McCarron, principal analyst with Mercury Research in Cave Creek, Arizona Says: DDR2 memory improves the signal quality of data transmissions travelling within a PC,. Memory chips based on the older architecture could not run much faster than the current speeds without suffering a marked decline in signal quality, he says.
In order to ratchet up memory speeds, chip designers effectively doubled the number of signals the memory chip could process using a technique called differential signalling, McCarron says. They also added on-die termination, which allows the memory chip to absorb more "noise" created by signals as they travel through a system, and thereby improve signal quality, he says.

(01 March 2004)

(  http://www.pcworld.com/news/article/0,aid,115031,00.asp   )

The other functionality is decreasing the power cost of the memory: DDR2 requires 28% less power than DDR chips!!
DDR2 memory is ready to meet the needs of a new generation of high performance PCs and servers.
However , PC users won't be able to simply plug in new memory modules to take advantage of the technology, because the modules will require new chip sets, and the high price is another disadvantage of it .

By 2005, DDR2 prices should be equivalent to DDR400 prices, and there should be more new chipsets supporting DDR2, paving the way for mass adoption.
3. Standards, approving organization, chronologic information of endorsement  ,maturity of standard and technology

1) Standards: 

JEDEC standard 

Most memory standards, including DDR2, are developed by JEDEC – Joint Electronic Device Engineering Council – which is a consortium of industry leading companies that includes Intel, AMD, Samsung, Micron and Corsair. Design engineers from each member company meet periodically to develop new standards for the industry. Completed standards are published and adopted by companies industry-wide.


(http://www.corsairmicro.com/corsair/products/specs/ddr2_faq.pdf)
 2) Approving organization:

JEDEC SOLID STATE TECHNOLOGY ASSOCIATION

      3) Chronologic information of endorsement:

a). micron delivers first four gigabyte DDR2 memory module to Intel

(19 February 2004)

(http://www.dvhardware.net/article2452.html)

b).Corsair Memory, Inc., today announced their new XMS2 family of xtreme performance DDR2 memory modules. The first product in this family is the Twin2X1024-4300, a matched pair of 512MB 533MHz 240-pin DDR2 modules.

(18 February 2004 )

(http://www.overclockersclub.com/newscomment.php?article=7712939)

c). Elpida Memory, Japan's leading global supplier of Dynamic Random Access Memory (DRAM), has announced the shipment of its first 1 GB DDR2 small-outline dual in-line memory module (SO-DIMM) that brings low-power, high-density, high-performance and small form-factor benefits to notebook PC applications.

(16 February 2004)

(http://www.techtree.com/techtree/jsp/showstory.jsp?storyid=4690)
       4) maturity of standard and technology:

DDR2 gets the majority of its punch from the 4 bit prefetch,while DDR use 2 bit prefetch. With the talk of different bit prefetches, it becomes difficult to tell the actual clocks of the new memory. Briefly stated, DDR2 runs with a lower internal clock than DDR1. However, since the prefetch is larger than DDR1, the external clock is doubled. For example, if we could run the same DDR400 on the shelves today with DDR2's 4-bit prefetch, it would essentially operate at DDR800. Since this is not possible, the internal bus of the DDR2 modules we see now has been lowered to 100MHz for DDR2-400 and 133MHz for DDR2-533. DDR400 and DDR2-400 should perform the same. So for the early adopters, There will not be a performance increase between DDR2-400 and DDR-400 (or even between DDR2-533 and DDR-533).  DDR2 is the technology to enable post-DDR533 speeds, rather than a technology to enhance it. 

(25 February 2004)


(http://www.anandtech.com/memory/showdoc.html?i=1977)

Horizontal Scope of Research Activity:

1. Product Comparison:

1) Compare to DDR memory

Now, about every PC sold uses DDR memory. Comparing to the DDR memory, we can sum up the major advantage of DDR2 in one word: speed! DDR2 starts where DDR stops. DDR2 memory will be introduced at speed grades that are the top limit of current DDR technology. Future DDR2 speeds will significantly outperform the fastest DDR speeds. Plus DDR2 requires 28% less power than DDR chips. DDR2 truly is the future of memory, but will require some changes as the technology is not backwardly compatible and only motherboards specifically designed for DDR2 memory will be able to support these chips. 

( http://www.corsairmicro.com/corsair/ddr2_tech.html)

The price is another disadvantage of DDR2, Unless DRAM makers can narrow the price gap between DDR and DDR2 chips to under 20%, DDR2 memory is not likely to become a mainstream choice before the end of this year, local board makers said.
DDR2 chips are estimated to enjoy close to a 100% price premium over DDR chips. The gap is mainly due to the limited number of suppliers. 

(19 January 2004)

http://www.anandtech.com/news/shownews.html?i=21343&ATVAR_START=21&p=2 

       2) Compare to Extreme memory

Rambus has announced a new memory interface called XDR (Extreme Data Rate). It allows for clock rates as high as 3.2 GHz, says Rich Warmke, director of product marketing for Rambus.

XDR also uses differential signalling, but uses it throughout its entire architecture, whereas DDR2 uses the technique in only one aspect of its architecture, Warmke says.

(01 March 2004)


(  http://www.pcworld.com/news/article/0,aid,115031,00.asp   )
2.Deployment information worldwide and in New Zealand:

Micron Technology, Samsung Electronics, Elpida Memory, Hynix Semiconductor, and Infineon Technologies AG are all currently shipping DDR2 memory chips at 400-MHz and 533-MHz data rates. But user still need to wait for the new chipsets to support  DDR2 memory. Intel's Grantsdale chip set will support DDR2 when it is launched in the second quarter, and Via Technologies and Silicon Integrated Systems are also expected to support DDR2 in forthcoming chip sets.

(01 March 2004)

(  http://www.pcworld.com/news/article/0,aid,115031,00.asp   )
A partial list of companies expected to announce products supporting DDR2 in the first half of 2004: Intel, VIA, nVidia, Asus, MSI, Abit, Gigabyte, Supermicro, Tyan, Samsung, Micron, Hynix, Elpida, Infineon, Winbond, Dell, HP, IBM, Gateway.

( http://www.corsairmicro.com/corsair/ddr2_tech.html)

Contents that requires clarification or elaboration

1. Why DDR2 requires 28% less power than DDR chips?

DDR2 uses a 1.8V supply for core and I/O voltage, compared to 2.5V for DDR. That’s a 28% reduction in supply voltage!

(http://www.corsairmicro.com/corsair/products/specs/ddr2_faq.pdf)

   





Ddr2                                              ddr

	Power Reduction
	Supply Voltage
	1.8V
	2.5V

	
	I/O Interface
	SSTL_18
	SSTL_2

	
	Power Consumption
(@400Mbps)
	IDD1: 247mW (MAX.)
	IDD1: 527mW (MAX.)


(http://www.elpida.com/pdfs/E0294E30.pdf )

2. More on XDR ( Extreme Data Rate)

XDR solutions use the best of both worlds, Differential Rambus Signaling levels (DRSL) for scalable high speed point to point bi-directional data signals and Rambus Signalling Levels (RSL) for source synchronous bussed address and command signals to multiple DRAM devices. The point to point bus allows multi-GHZ speeds, while the bussed address allows scalable capacity of up to 36 DRAM devices per request bus block. 

The combination of DRSL and RSL signalling provides a high-performance interconnect for the most demanding of applications. Ultra-low-voltage-swing-differential signals minimize di/dt , thereby: 

· Reducing ground bounce

· Decreasing power consumption

· Reducing electromagnetic interference 

· Increasing scalability to higher data rates

· Improved noise immunity via common mode rejection

            (http://www.rambus.com/products/xdr/XDR_Tech_Summary_030620.pdf)

3. What is 4-bit Prefetch?


Please see the sub-paper ( 4-bit Prefetch)

4. What is the internal and external clock for RAM?

'Clock' refers to the synchronizing signal lines used by synchronous DRAM (SDRAM) memory. A 'Clock' is the physical line itself, not the frequency or speed of the signal. 

Each 'clock' in a SDRAM module is a physical electrical path or trace on the module. Typically, SDRAM memory modules have 2 clock lines (Clocks) per bank of memory. A two bank module would normally have 4 clocks, while a single bank module would have only 2 clocks. 

(http://www.advantagememory.com/Home_Page/support_link/faq/internal_use_only_what_is_a_Clock.htm)

A DDR266 device with a clock frequency of 133 MHz has a peak data transfer of 266 Mbits/s. That's 2.1 Gbytes/s (PC2100) for a 64-bit (8-byte) wide bus over the same PC133 pc-board traces (266 × 8 = 2100). This is accomplished by the DDR SDRAM utilizing a 2n-prefetch architecture, where the external data bus is twice the speed of the internal data bus. Data is captured once at the rising edge and once at the falling edge of the clock. 

(28 April 2003)

(http://www.elecdesign.com/Articles/Print.cfm?ArticleID=3189)

I searched from the internet  , but can not find the formal definition of the internal clock and external clock for RAM.  From the article above  , I think that the internal clock and external clock should really mean the clock frequency or data bus. Since the external clock frequency is higher than the internal one  , for  DDR266 device , 133MHZ should be its internal frequency (internal data bus )and 266MHZ should be  its external frequency (external data bus).

I’m not sure whether my understanding is right or wrong , so I’m still looking for the formal definition, Sorry !!
5. Why we see now the internal bus of the DDR2 modules has been lowered?

According to the sub-paper (4-bit prefetch) , we know that DDR2 SDRAM can read/write 4 times the amount of data as an external bus from/to the memory cell array for every clock, and can be operated 4 times faster than the internal bus operation frequency. For DDR2-400 , its external frequency is 400 MHZ , so its internal bus should be  400/4 ,which is 100 MHZ. Same reason ,for DDR2-533 , its internal bus should be 533/4 = 133MHZ.
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3.2 Memory Performance Properties

My second report on memory is to research the performance of the memory. I tried to find some main factors determine the performance of the RAM. 

I started at some factors I known, such as capacity of the RAM, Frequency of the RAM. Then I came cross some new terminologies I never learned before. Such as Latency, Different memory module (DIMM, SIMM) and multiple memory banks. 

Mr. Chan then advised me to research on other two very important terminologies that I didn’t include in my version0.1 report: Dual-channel and inter-leaving. 

Introduction:

If  you look up the definition of the word “Performance” on the web , you can get many different explanations, one of them is “A major factor in determining the overall productivity of a system, performance is primarily tied to availability, throughput and response time.” When people talk about “Memory Performance” , they usually mean the speed of the Memory – how fast instructions and data being used in a process can be brought into the processor from main memory or sent back to it. This is also the main function of the memory.
Before talking about memory performance property , let’s see some basic concepts relating to memory.

1.Speed Rating : 
SDRAMs are often rated in two way , one is using a nanosecond (the maximum speed at which the SDRAM module can burst data onto the bus), the other is using its maximum frequency , in MHz. This is really the same thing, just expressed in a different way: for example, an SDRAM module with a 10ns rating would be called instead a "100 MHz SDRAM". 100 MHz is 100 million cycles per second, which is the reciprocal of 10ns, one-hundred-millionth of a second per cycle.

(April 17, 2001)

(http://www.pcguide.com/ref/ram/timing.htm)

2.Data Bus : 
The bus used to carry data . The width and clock rate of the data bus determine its data rate (the number of bytes per second it can carry), which is one of the main factors determining the processing power of a computer. If the  processor is designed to use a 32-bit bus, meaning that 32 bits of data can be transferred at once. Some processors have an internal data bus which is wider than their external bus in order to make external connections cheaper while retaining some of the benefits in processing power of a wider bus.

(http://www.hyperdictionary.com/search.aspx?define=data+bus)

3. CAS latency :  
CAS(Column Access Strobe), Simply put, CAS Latency is a number that refers to the ratio - rounded to the next higher whole number - between column access time and the clock cycle time. It is derived from dividing the column access time by the clock frequency, and raising the result to the next whole number. 
For example, if the tCAC is 20 nanoseconds and the tCLK is 10 ns. (as with a 100 Mhz. bus), then the CL must be 2. However, if tCAC is 25 ns., then CL must be 3, since 25/10 = 2.5.
4. RAS-to-CAS delay :
Time between RAS and CAS access divide by the clock cycle time (rounded to the next higher whole number )

5. RAS precharge time  :  
Time to switch between memory banks divide by the clock cycle time (rounded to the next higher whole number)

(Sep 22, 1999)

http://www.sysopt.com/articles/latency/
6.bank: 
Stack the outputs of multiple modules together into one RAM bank

(http://www.arstechnica.com/paedia/r/ram_guide/ram_guide.part1-6.html)

7.SIMM: 
Single inline memory module is the technology used to physically attach DRAM to the computer. SIMMs are used to offer up to 32 bits of data at a time. This was fine for the first Pentium computers and Apple's PowerPC Macintoshes, but, as technology progressed forward SIMMs were deemed too slow and were eventually replaced by newer DRAM technology. Only Pentiums and pre-G3 Macs use SIMM-style RAM.
8. DIMM: 
Dual inline memory modules replace SIMMs. They offer twice the data path of SIMMs: 64 bits vs. 32 bits. This style of RAM packaging has long since overtaken SIMM and is used on all modern PCs and G3 and later Mac's. 

(http://www.techtv.com/callforhelp/features/jump/0,24331,3347557,00.html)

Now we can talk about the  properties which influence the memory performance:

1.Capacity of the ram : 
Of course the capacity of the ram will influence the memory performance , the more capacity we have in memory , the more data can be stored in memory , so it will save a lot of time on swapping data into or out of the memory .
A PC with more RAM will run more programs simultaneously, handle larger data files (such as those with complex graphic images), and generally exhibit better system performance.
(By Stephen J. Bigelow )
(April 9, 2002)
(http://www.pcmag.com/article2/0,1759,2017,00.asp)

2.Maximum Frequency: 
Now , the common frequency of the RAM are measured in MHz , which means the RAM can run several million cycles per second. For example: if  the maximum frequency of a  RAM is 100MHz , it can run maximum100 million cycles per second, which is the reciprocal of 10ns, one-hundred-millionth of a second per cycle. So the greater the maximum frequency , the more work it can do in same amount of time.

3.Latency/Timing :

Latency is the time it takes for the memory devices, after getting a command and address to produce its first data word. CAS latency is the clock cycles between the issuance of the read command and when the data comes out. This is a critical element of speed for PC100/133 memory. DIMMs with CAS latency 2 are faster than DIMMs with CAS latency 3. An 8ns DIMM with CAS latency 2 is faster than a 6ns DIMM with CAS latency 3. 
(http://www.satech.com/whatkinofmem1.html)

Since the column access timings are static, the faster the internal clock speed (66, 100, 133+) the harder a lower CAS rating is to achieve. RAS (Row Access Strobe) precharge time and RAS-to-CAS delay are also memory latency ratings that are derived from the memory access times. For each of the CAS latency, RAS-to-CAS delay, and RAS precharge time options, the lower the number, the faster the memory timings and potential performance.
(by Vince Freeman: January 23, 2001)
(http://www.sharkyextreme.com/hardware/guides/memory_perf/index.shtml)

4.Different memory module:

Different memory module could also influence the memory performance, such as DIMM and SIMM.

We know that the width and clock rate of the data bus determine its data rate. For example: SDRAM certified to run at 100 MHz was dubbed PC100 SDRAM, and it is available in 168-pin dual in-line memory modules (DIMMs). Since each DIMM offers a 64-bit data bus, the peak bandwidth for SDRAM is 800 MBps (8 bytes x 100 MHz). This means a PC100 SDRAM DIMM can ideally pass up to 800 MBps between the DIMM and motherboard .

(http://www.pcmag.com/article2/0,1759,1166949,00.asp)

Here if we use SIMM ,which only offers up to 32-bit data bus, the peak bandwidth for it will only be 400 MBps ,which means we need a pair of SDRAM in SIMM to achieve the same bandwidth as DIMM.

5.Use multiple banks:
The advantage to having multiple banks on one DIMM is that each bank can have a row (or "page") active and waiting to spit out data. From the previous edition that only one row at a time in an individual bank can be active, and that whenever you need data from a row other than the active one, 1) you've got to precharge the new row, 2) close out the active row, and then 3) open the new row for reading. All of this stuff that's involved in switching rows eats up valuable time, so it's best to keep a particular row active as long as possible. Plus, when a row is active, you can strobe column addresses to it without having to repeat the row address, which allows you to burst data from those columns onto the bus, one column after another. So the more rows of memory that a system can have open at once, the quicker the memory can get data to the CPU whenever it asks for it. And since only one row per bank can be active at a time, having more open rows means having more banks. 
(by Jon "Hannibal" Stokes)

(http://www.arstechnica.com/paedia/r/ram_guide/ram_guide.part3-1.html)

6.Doing more things on one cycle:

The issue with SDRAM is that each data line passes only one bit per clock cycle, (resulting, for a 64-bit memory device, in 64 bits per clock),but new memory like DDR would perform two operations per clock cycle.(DDR2 can do even 4) So for a 100-MHz FSB, DDR SDRAM provides twice the bandwidth (8 bytes x 100 MHz x 2) or 1.6 GBps. So if the more data memory can pass on one cycle ,the better performance it can achieve.

(http://www.pcmag.com/article2/0,1759,1166949,00.asp)

7.Memory interleaving:

Memory interleaving is a way to get your machine to access your memory banks                simultaneously, rather than sequentially.

(21 June 00)
    (http://www.overclockers.com/tips105/index03.asp)

To speed up the memory operations (read and write), the main memory of [image: image3.png]
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): 

In general, the CPU is more likely to need to access the memory for a set of consecutive words (either a segment of consecutive instructions in a program or the components of a data structure such as an array, the interleaved (low-order) arrangement is preferable as consecutive words are in different modules and can be fetched simultaneously. In case of high-order arrangement, the consecutive words are usually in one module, having multiple modules is not helpful if consecutive words are needed.

(01 May 2003)

(http://jingwei.eng.hmc.edu/~rwang/e85/lectures/memory/node2.html )

8.dual-channel technology:

To allow for information to be processed up to twice as fast as was previously performed, some of today’s newest motherboards (computers) have been designed to use Dual Channel Technology. The technology reduces bandwidth bottlenecks by matching the processor Front Side Bus (FSB) bandwidth with an equal memory bandwidth. Simply put, the computer uses two memory paths for processing data. Processing the data this way creates a system that in a sense can do two things at once. This results in a balanced platform that optimizes the system for memory intensive programs such as 3D graphics in advanced games, 3D modeling, high resolution video editing and playback.

(http://www.centon.com/faqmemory.htm#q21)

Fast access to system memory is vital for the overall performance of the platform. On systems where the FSB and system memory bandwidth are not equal, certain memory-intensive applications are forced to “wait” while the system negotiates the “bandwidth bottlenecks,” resulting in slower performance.

MCH

Dual channel DDR memory unleashes the full power of the Intel® Pentium® 4 processor with 800 MHz Front Side Bus (FSB) by matching the processor FSB bandwidth of 6.4 GB/s with an equal, balanced 6.4 GB/s of memory bandwidth.

(http://www.intel.com/design/chipsets/Dual_DDR_SB.pdf)
​​​​​​​​​​​​​​​

3.3 iSCSI Technology

After researched in two hardware topics, I moved to software part. Mr. Chan gave us a report written by previous Btech student. He wanted us to discuss whether there were anything need to be improved, and my job was to rearrange it to a new version. I discussed it with Corrine and Fei, we thought that the report need to be simplified as it included too many details, and the structure of it was a little bit confused.

I also had to research in this technology to find the new improvement on it. After rearranged the old report and combining it with my new research, I wrote the following report.

Objective and definition:

iSCSI is an Internet Protocol (IP)-based storage networking standard for linking data storage facilities, developed by the Internet Engineering Task Force (IETF). By carrying SCSI commands over IP networks, iSCSI is used to facilitate data transfers over intranets and to manage storage over long distances. The iSCSI protocol is expected to help bring about rapid development of the storage area network (SAN) market, by increasing the capabilities and performance of storage data transmission. Because of the ubiquity of IP networks, iSCSI can be used to transmit data over local area networks (LANs), wide area networks (WANs), or the Internet and can enable location-independent data storage and retrieval.

(http://whatis.techtarget.com/definition/0,,sid9_gci750136,00.html)
Functionality:

When an end user or application sends a request, the operating system generates the appropriate SCSI commands and data request, which then go through encapsulation and, if necessary, encryption procedures. A packet header is added before the resulting IP packets are transmitted over an Ethernet connection. When a packet is received, it is decrypted (if it was encrypted before transmission), and disassembled, separating the SCSI commands and request. The SCSI commands are sent on to the SCSI controller, and from there to the SCSI storage device. Because iSCSI is bi-directional, the protocol can also be used to return data in response to the original request.

(http://whatis.techtarget.com/definition/0,,sid9_gci750136,00.html)

Below is a model of the iSCSI protocol levels which allows us to get an idea of an encapsulation order of SCSI commands for their delivery through a physical carrier.
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(http://www.digit-life.com/articles2/iscsi/ )
Security:
Since iSCSI uses the IP protocol, it therefore relies on IP security protocols. Unfortunately, basic IP transmissions lack security, allowing anyone with the know how and inclination to intercept or modify IP communications. One of the more popular methods used for securing IP communications is the IP Security Protocol (IPSec). IPSec is an IP layer-based security protocol, which is in contrast to other security protocols like SSL ( Secure Sockets Layer) that operate at the application layer of the OSI model.

To create secure data transmissions, IPSec uses two separate protocols: Authentication Headers (AH) and Encapsulating Security Payloads (ESP). 

AH is primarily responsible for the authentication and integrity verification of packets. It provides source authentication and integrity for data communication but does not provide any form of encryption.

ESP is responsible for providing encryption services for the network data; however, it can also be used for authentication and integrity services.

Used together, AH and ESP provide integrity, authentication, and encryption protection for IP-based communications.

(January 27, 2004 By Mike Harwood)

(http://www.enterprisestorageforum.com/ipstorage/features/article.php/3304621)
Standards, approving organization:

IETF, short for Internet Engineering Task Force, the main standards organization for the Internet. The IETF is a large open international community of network designers, operators, vendors, and researchers concerned with the evolution of the Internet architecture and the smooth operation of the Internet. It is open to any interested individual.
Maturity of the Technology:

The University of New Hampshire Research Computing Center InterOperability Laboratory (UNH-IOL) completed interoperability tests of Internet SCSI (iSCSI) this month and reports that the results show that the technology has reached its maturity. UNH-IOL's tests involved testing iSCSI devices to see whether they conform to the iSCSI standard, which the Internet Engineering Task Force (IETF) finalized and approved last year. "The interoperability and conformance tests we ran turned in high success rates," said Stephen Schaeffer, UNH-IOL iSCSI Consortium manager. "To me, that says that whatever the market is or isn't buying this month, iSCSI is not only ready for prime time, but poised for eventual widespread adoption." Industry experts expect companies to adopt iSCSI much more widely within the next year or so, but the technology faces intense competition in the enterprise from the more established Fibre Channel standard. 
   For the past 3 years, the nonprofit UNH-IOL has been involved in iSCSI standard development and has hosted a series of industrywide test events. In the most recent of those events, only a handful of vendors participated: ATTO Technology, Crossroads Systems, EMC, Empirix, Finisar, I-TECH, Intransa, iVivity, Microsoft, Network Appliance (NetApp), Silverback Systems, and Xiran. UNH-IOL plans to continue to hold testing events and hopes for more industry involvement in the future. 

(January 26, 2004 By Keith Furman)
(http://vip.winnetmag.com/Articles/Index.cfm?ArticleID=41539)
Product Comparison:
iSCSI is one of two main approaches to storage data transmission over IP networks; the other method, Fibre Channel over IP (FCIP), translates Fibre Channel control codes and data into IP packets for transmission between geographically distant Fibre Channel SANs. FCIP can only be used in conjunction with Fibre Channel technology; in comparison, iSCSI can run over existing Ethernet networks. A number of vendors, including Cisco, IBM, and Nishan have introduced iSCSI-based products (such as switches and routers).

(http://whatis.techtarget.com/definition/0,,sid9_gci750136,00.html)
Using iSCSI instead of the Fibre Channel protocol for transferring data across a network can save companies money, according to analysts. The most significant savings come from being able to use SCSI network interface cards rather than Fibre Channel host bus adapters (HBA). Fibre Channel HBAs cost anywhere from $1,000 to $2,000, whereas network interface cards generally cost less than $500, said John Webster, a storage analyst at Data Mobility Group LLC in Nashua, N.H.
Although iSCSI is a less expensive alternative to Fibre Channel, it's half as fast, with 30MB/sec to 60MB/sec data-transfer rates -- good enough for backing up Exchange servers, but not robust enough for relational databases handling transactional data.
(http://www.computerworld.com/softwaretopics/os/windows/story/0,10801,82689,00.html)
Commercial deployment of iSCSI:

There are many kinds of iSCSI-based products produced by different vendors.

1) Storage system:

· IBM TotalStorage IP Storage 200i -- The IBM TotalStorage™ IP Storage 200i provides storage that is directly attachable to an Ethernet LAN. This product implement newly emerging industry standards for the transport of SCSI storage protocols over IP, commonly referred to as iSCSI.
· EMC Symmetrix DMX3000 - are fully integrated, high-performance networked storage systems optimized for server consolidation and heavy transaction-processing loads.
(http://www.emc.com/products/systems/symmetrix_DMX1000.jsp )
2) Router:

· HP StorageWorks SR2122 iSCSI storage router – IP Storage product that delivers SAN-like storage across an Ethernet network.

The HP StorageWorks SR2122 iSCSI Storage Router is an iSCSI to Fibre Channel Bridge that enables access to block storage on a Fibre Channel SAN across an Ethernet network. The SR2122 Storage Router is the first HP storage product delivered to this emerging market of customers looking to extend the benefits of their existing FC SAN's. Some of the basic benefits include: consolidated storage, improved disk utilization, centralized backup and management and improved utilization of IT staff experience and expertise.

(http://h18004.www1.hp.com/products/storageworks/sr2122/index.html)
3) Directors:

· Cisco MDS 9500 Series of Multilayer Directors - Layering Intelligent Features onto a High Performance Core to Provide Uncompromising High Availability, Security, Scalability, and Ease of Management.

Introducing VSAN:

Another industry first for the Cisco MDS 9500 Series of Multilayer Directors, VSANs allow more efficient SAN utilization by creating hardware-based isolated environments within a single SAN fabric. Each VSAN can be zoned as a typical SAN and maintains its own fabric services for added scalability and resilience. VSANs allow the cost of SAN infrastructure to be shared among more users, while assuring absolute segregation and security of traffic and retaining independent control of configuration on a VSAN-by-VSAN basis. (http://www.cisco.com/en/US/products/hw/ps4159/ps4358/prod_brochure09186a00800c465a.html)
4) Concentrator:
· Storage Concentrator i3000 - StoneFly Networks' complete line of Storage Concentrators™ are iSCSI-based storage provisioning appliances that enable optimization of IP SANs (Internet Protocol Storage Area Networks).
Combining an iSCSI router and bridge with the power of a storage provisioning engine, Storage Concentrators are installed at the core of the network to provide advanced storage management, business continuity, and disaster recovery planning functions, including volume management, FailOver, mirroring (local and remote data replication), and data migration, as well as disk-to-disk and tape backup. By utilizing Ethernet network infrastructure, Storage Concentrators allow simple, intelligent, and affordable SANs and require no specialized expertise to install.

(http://www.stonefly.com/Products/storage_concentrators.html)
5) Switch:

· SANRAD V-Switch 2000 -SANRAD V-Switch 2000 introduces All-In-One iSCSI storage networking for mid-range and large departmental environments, providing full availability and network-based management of any SCSI, FC or iSCSI storage resources across standard Ethernet environments. 

SANRAD V-Switch 2000 combines an interoperable dual port iSCSI gateway with SANRAD StorageProTM Management Services for cost effective IP Connectivity, full block-based data access, network volume management, integrated data replication and traffic optimization.


  (http://www.sanrad.com/iscsi.asp?IP-SAN=67)
6) Software iSCSI initiator:


Please see sub-paper.

7) iSCSI HBA:


Please see sub-paper.

Appendix:

STORAGE OPTIONS provided by Dell:
	
	Networked Storage 
	Direct Attached 
	Tape 

	
	Improve manageability, usability and costs by moving your storage out of your server 
	Satisfy immediate storage needs for overloaded servers 
	Protect your data and improve your backup with Dell's easy to use tape products 

	Product 
	



Storage Area Networks 

	



Network Attached Storage 

	



SCSI Disk Arrays 

	



Fibre Disk 
 

	



Tape Backup Drives 


	Use 
	Intensive data processing and management of large quantities of storage 
	File Sharing 
	Simple storage attached directly to your server or basic clustering 
	Buy the building blocks of a SAN as needed. Attach more servers as you grow 
	Simple single-server backup to automated backup for up to 28TB of data 

	Environ-
ment 
	300 GB or more with 1-100 servers 
	160 GB or more attached to an IP network or a SAN 
	Attach up to 2 servers directly to the array 
	Ranges from single internal tape drive to multi drive-tape libraries 


___________________________________________________________

3.4 Case of iSCSI tested and in use

The last report was basically a description of the iSCSI technology. Mr. Chan gave me this new topic to deep research in iSCSI, to find how iSCSI system was used in real life.

I found a US laboratory that tests the iSCSI system, and some real life iSCSI modules from Cisco.

Cases of iSCSI Systems tested
1. Design, Implementation, and performance analysis of the ISCSI protocol for SCSI over TCP/IP 

SCSI 

· SCSI device identified by ID

· Logical Units present within the SCSI device

· Logical Unit Numbers: for logical addressing

Storage Area Network 

[image: image17]
iSCSI Initiator Implementation
[image: image18.png]INITIATOR

03T fio-level
() e ot

condiogin commandscal
Commaind, 5C31 Datg-Ont ar
otk Kfh Comman dio tarpet
i 1

Trom Tarset

Toceiw login reaponck, R2T,
Logi rebponse, 5051 Pata-

Ot ST respenuc of Task
Mgt rdporse o atacget

SSCSI Low. Level Driv er(LLD)





Resources Used For Testing
The facilities for the thesis project are provided by the InterOperability Lab, University of New Hampshire. The resources used for this project are two high speed Linux PCs, one serving as an initiator and other as an target. The initiator system has a Gigabit Ethernet Network Interface Card (Company: Alteon Acenic) to connect to the target. The target 2 system has a Gigabit Ethernet Network Interface Card (Company: Alteon Acenic card) to connect to the initiator and a Fiber Channel Card (Company: Qlogic Corporation ISP2200 A) to connect to a Fiber Channel Disk
SCSI Over Network

[image: image19] 

Performance Metrics & Variables
· Metrics: Bandwidth, Latency and % CPU utilization

· Variables 

· Initiator Scatter-Gather List Size 

· Ethernet Link Speed

· Target Sector Size

· Header & Data Digests

· TCP Nagle Algorithm 

Conclusions
Design and Implementation

This thesis presents a general architecture for implementing Session Layer Protocols on

the initiator complaint with their latest draft versions. The existing target emulator is

modified and extended to support the additional features specified in the latest iSCSI

draft. The SEP initiator follows a synchronous model where the Low-Level Driver (LLD) can handle a single command at a given time. The SEP LLD processes the command completely before accepting the next command. A single thread is used for sending and receiving SEP PDUs. The iSCSI initiator follows an asynchronous model.

Unlike the SEP LLD, the iSCSI LLD can handle multiple commands at a given time. Two threads, one for receiving and the other for transmitting, are used to communicate with the target.

Performance Analysis

The Performance Parameters that affect the bandwidth for WRITE operations are:

• Block Size

• Ethernet Link Speed

• Ethernet Packet Size

• Maximum PDU size for iSCSI Protocol

The Performance Parameters that do not affect the bandwidth for WRITE operations are:

• Target Domain

• Scatter-Gather List Size

• Coalescing Interrupts

• Queuing Length for Initiator Low-Level Driver

On a Fast Ethernet Link, the recorded bandwidth for WRITE operation is 10 MB/s, using 86 % of the maximum bandwidth possible at 11.2 MB/s. On a Gigabit Ethernet link, the absolute bandwidth increased to 21 MB/s but the percentage bandwidth utilization is only 19 %, of the maximum possible bandwidth at 112 MB/s.

The Nagle Algorithm should be turned OFF when doing READ/WRITE operations in

order to gain high bandwidth and low latency.

(ftp://ftp.iol.unh.edu/pub/iscsi/tr0106.pdf )

3. An Analysis of iSCSI for Use in Distributed File System Design
The iSCSI protocol has two halves to it - the initiator resides on a client computer, and sends commands to the iSCSI target. The target performs the work requested by the initiator, and sends a reply back. All communications take place via TCP/IP. 
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The research presented herein was performed in its entirety in a live environment, the Wisconsin Advanced Internet Laboratory (WAIL) at the University of Wisconsin-Madison.
As shown in the figure, the environment includes multiple end hosts to serve as clients and a server, two Ethernet switches, an iSCSI gateway device, and an enterprise-class networked-storage device. Each end host runs Linux kernel version 2.4.20 and the iSCSI driver version 2.1.2.9 from the linux-iscsi SourceForge project. Each host also has the same hardware configuration: a 2.0 GHz Intel Pentium4 processor, 1 GB RAM, an Intel Pro/1000T Gigabit Ethernet adapter, a 3Com 3C905-TX-M Ethernet adapter, and a 40 GB IDE hard disk. The two

Ethernet switches are a 100BaseT Cisco Catalyst 2950 used for standard communication between the end hosts and a 1000BaseT Cisco Catalyst 6500 for communication with the iSCSI gateway. The iSCSI gateway is a Cisco SN5428 Storage Router, and is connected using Fiber Channel-Arbitrated Loop (FC-AL) to the EMC Symmetrix 3830 networked-storage device.
In this experiment, we have done an in-depth analysis of iSCSI protocol and a system-level characterization of an iSCSI initiator. The protocol has quite high overhead. For high performance servers, replacing server-attached storage with storage accessed via iSCSI may not be a good option. Most of the overhead is caused by Gigabit Ethernet interrupt handling. Turning on jumbo packet reduces the read overhead by 50 %. For wide-area use this may not be possible because the path MTU is usually much less than 9000 bytes. The jumbo packet option does not seem to reduce the overhead in case of write. We think a detailed analysis of the Gigabit Ethernet driver and the DMA interface would shed light on why this is the case and what might be done. We think iSCSI can be used to build a distributed file system in a trusted environment like a cluster. The performance overhead of iSCSI is comparable to that of NFS and iSCSI scales better than NFS. To reduce the overhead of network processing, the file system should cache aggressively and employ a strong consistency model like that of AFS. Such a file system built on top of iSCSI would be suitable for data intensive applications being run on clusters.
(http://www.cs.wisc.edu/~mjbrim/personal/classes/740/paper.pdf )

The Maximum Transmission Unit (MTU) is a parameter that determines the largest datagram than can be transmitted by an IP interface (without it needing to be broken down into smaller units). The MTU should be larger than the largest datagram you wish to transmit unfragmented. Note: this only prevents fragmentation locally. Some other link in the path may have a smaller MTU: the datagram will be fragmented at that point. Typical values are 1500 bytes for an ethernet interface, or 576 bytes for a SLIP interface.
( www.tldp.org/HOWTO/Net-HOWTO/c2524.html)
Cases of iSCSI Systems in use
1.CISCO iSCSI Architecture
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2.Remote data access
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(http://hsi.web.cern.ch/HSI/HNF-Europe/Workshop2001/Presentations/CERN-iSCSI-wdey/ )

3.5 Wireless LAN Technology

Wireless LAN became very popular these years. In the report, I researched on WLAN based on IEEE 802.11 standards. My job was to find out how these standards provide for security of Data transmission (against hacking), Quality of Service (against interference and given preference) and roaming (continuity of operation). 

1. Definition

IEEE 802.xx is a set of specifications for LANs from The Institute of Electrical and Electronic Engineers (IEEE). Most wired networks conform to 802.3, the specification for CSMA/CD based Ethernet networks or 802.5, the specification for token ring networks. 802.11 defines the standard for wireless LANs encompassing three incompatible (non-interoperable) technologies: Frequency Hopping Spread Spectrum (FHSS), Direct Sequence Spread Spectrum (DSSS), and Infrared. WECA&#8217;s focus is on 802.11b, an 11 Mbps high rate DSSS standard for wireless networks.

(http://www.austinwireless.net/cgi-bin/index.cgi/Glossary?action=LikePages )

2. Security of Data Transmission

The 802.11 standard, a group of specifications for WLANs created by the IEEE, supports two means of client authentication: open and shared-key authentication. 

First let’s look at what is “SSID” ------"SSID" is a common network name for the devices in a WLAN subsystem; it serves to logically segment that subsystem. An SSID prevents access by any client device that does not have the SSID. By default, however, an access point broadcasts its SSID in its beacon. Even if broadcasting of the SSID is turned off, an intruder or hacker can detect the SSID through what is known as "sniffing"—or undetected monitoring of the network. 

Open authentication involves little more than supplying the correct SSID. With shared-key authentication, the access point sends the client device a challenge-text packet that the client must then encrypt with the correct WEP key and return to the access point. Without the correct key, authentication will fail and the client will not be allowed to associate with the access point. Shared-key authentication is not considered secure, because an intruder who detects both the clear-text challenge and the same challenge encrypted with a WEP key can decipher the WEP key. 

With open authentication, even if a client can complete authentication and associate with an access point, the use of WEP prevents the client from sending data to and receiving data from the access point, unless the client has the correct WEP key. A WEP key is composed of either 40 or 128 bits and usually is statically defined by the network administrator on the access point and all clients that communicate with the access point. When static WEP keys are used, a network administrator must perform the time-consuming task of entering the same keys on every device in the WLAN. 

If a device that uses static WEP keys is lost or stolen, the possessor of the stolen device can access the WLAN. An administrator won't be able to detect that an unauthorized user has infiltrated the WLAN, unless and until the theft is reported. The administrator must then change the WEP key on every device that uses the same static WEP key used by the missing device. In a large enterprise WLAN with hundreds or even thousands of users, this can be a daunting task. Worse still, if a static WEP key is deciphered through a tool such as AirSnort, the administrator has no way of knowing that the key has been compromised by an intruder. (http://www.cisco.com/warp/public/cc/pd/witc/ao350ap/prodlit/a350w_ov.htm#wp1002382 )

3. Quality of Service

About Antennae:

Antennae used with IEEE 802.11b devices may be grouped into two categories: omnidirectional and point-to-point. Obviously, omnidirectional antennae are the easiest to use, because they do not require positioning. Omnidirectional antennae are used in most base stations, as well as in most access cards. However, because of their nature, omnidirectional antennae do not work well over longer distances, unless used with external amplifiers; and these are not always legal or appropriate to use. Directional, or point-to-point antennae, on the other hand, require careful positioning and are used outdoors. Although the typical range for an omnidirectional antenna system is 150 ft (45m), configurations with high-gain directional antennae can work on distances up to 25 miles (about 40 km). In localities where amplifiers are allowed, the maximum distance may be considerably increased and is limited only by the line of sight.

Among other factors affecting the operational range of IEEE 802.11b devices are the base-station placement (when used in the infrastructure mode) and radio interference. As mentioned earlier, IEEE 802.11b devices will auto-configure for the highest possible speed and fall back to lower speed when circumstances so require.
(http://www.cisco.com/warp/public/759/ipj_5-1/ipj_5-1_ieee_80211.html )

4. Roaming

The term "Roaming" means that a client can switch between access points seamlessly while physically moving or as a result of load balancing between access points. Some of the idea behind using a wireless network is that the client is not restricted to being stationary. 

As the client physically gets closer to another access point, the signal strength from the first will drop while the signal strength from the other will increase. At one point the signal strengths of the two will be equal but then the other will have the strongest signal and the client should roam to the next access point.

For the client to be able to roam seamlessly, it is necessary for the access points to:

· Be connected to the same IP subnet so the client won't have to change IP address 

· Have the same SSID to identify the wireless network 

· Have the same WEP keys so that the client knows how to encrypt the data 

The client does not have to physically move to roam. Roaming could also happen as the result of the access points negotiating load sharing or load balancing. Wireless network is a shared medium and more clients means less resource for each. The sensible thing would be for the access points to share the load. The decision to roam a client is the result of the access points evaluating factors like the number of associated clients on the different access points, the signal strength and quality of the client and the traffic load of the different access points. 

(http://www.uninett.no/wlan/roaming.html )

IEEE 802.11 provides for roaming and mobility of 802.11 client devices and allows clients to roam among multiple 802.11 base stations that may be operating on the same or different frequencies (channels). This is achieved through the use of beacon frames, which are used to synchronize 802.11 devices and, in the infrastructure mode, to associate with a base station.

There are two ways to scan for existing 802.11 networks: active and passive scanning. In active scanning mode, the 802.11 device sends out "probe" frames, soliciting "I am here" responses from existing 802.11 devices. In the passive mode, the devices just listen for beacon frames, which are periodically transmitted by the active devices. In addition, the IEEE 802.11 Task Group F is working on the IAPP, which is to provide better and interoperable mobility and roaming mechanisms.
(http://www.cisco.com/warp/public/759/ipj_5-1/ipj_5-1_ieee_80211.html )

About IAPP:

The IEEE 802.11f Inter-Access Point Protocol (IAPP) supports Access Point Vendor interoperability, enabling roaming of 802.11 Stations within IP subnets. IAPP defines messages and data to be exchanged between Access Points and between the IAPP and higher layer management entities to support roaming. The IAPP protocol uses TCP for inter-Access Point communication and UDP for RADIUS request/response exchanges. It also uses Layer 2 frames to update the forwarding tables of Layer 2 devices.

A roaming station entering the coverage area of the new Access Point (AP) will initiate handover to the AP. This triggers the AP to use IAPP to retrieve the appropriate station information from the Radius Server, to inform the old AP of the new association and perform a context transfer with the old AP. This context transfer ensures quick and seamless handover to the new AP.

(http://www.duolog.com/pdf/iapp2.pdf )
_____________________________________________________________

3.6 Companies implement WLAN in NZ

In this report, I tried to find which companies have implemented or are implementing wireless LAN technologies in NZ, what do they offer and what technologies are used.

I also obtained the latest status of all IEEE 802.11 standards.

Companies implementing wireless LAN in NZ

1. BCL - Broadcast Communications Limited
BCL provides high quality, customised network and systems solutions to communications companies in New Zealand and around the world.
They have recently deployed their EXTEND network - a wholesale broadband wireless access network - throughout New Zealand.
EXTEND is New Zealand's only broadband wireless network service that enables two voice and one data line to be used at once - without compromising internet speed or voice quality.  

The network technology utilises Airspan AS4020 and Alcatel IP core equipment. The equipment was chosen by BCL after an exhaustive worldwide search for a technology that would deliver the services demanded by New Zealand customers and that would suit our unique geography.

Other key features of the EXTEND product range include:

· An 'always-on' secure private wireless network from the retail provider to the end user

· A high-speed wireless connection to the network offering a range of contention based grades of data service with a minimum 256 kbps

· A PSTN equivalent toll quality voice service

· VoIP capable

· Fully integrated network services management

· Capable of providing 802.11b wireless services at the end user location for wireless hotspot or line of sight roaming.

Consumers who use a broadband wireless service that runs on the EXTEND network will need to have two small pieces of equipment installed - an antenna which is fixed outside the building, and a small unit located near the computer. 
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(http://www.bclnz.co.nz/ )

2. Citylink

CityLink is a unique Broadband access solutions provider within the greater Wellington & Auckland CBD's. One of its main services using wireless LAN technology is “CafeNet”, which is a Wi-Fi network in downtown Wellington.

There are over a dozen hotspots around the central city and these are increasing weekly, allowing users to access the Internet via CityLink's Metropolitan Ethernet Optical Fibre LAN. If you're working out of the office, or the city is your office, you can now use CafeNET locations to get all the benefits of broadband without being tied to the office. Using a Wi-Fi card plugged (or built) into a laptop or PDA users can log onto a network to access the Internet, their corporate LAN, or even just communicate with other network users. 
(http://www.citylink.co.nz/ )

Wi-Fi: Short for wireless fidelity and is meant to be used generically when referring of any type of 802.11 network, whether 802.11b, 802.11a, dual-band, etc. The term is promulgated by the Wi-Fi Alliance. 

Any products tested and approved as "Wi-Fi Certified" (a registered trademark) by the Wi-Fi Alliance are certified as interoperable with each other, even if they are from different manufacturers. A user with a "Wi-Fi Certified" product can use any brand of access point with any other brand of client hardware that also is certified. Typically, however, any Wi-Fi product using the same radio frequency (for example, 2.4GHz for 802.11b or 11g, 5GHz for 802.11a) will work with any other, even if not "Wi-Fi Certified." 

Formerly, the term "Wi-Fi" was used only in place of the 2.4GHz 802.11b standard, in the same way that "Ethernet" is used in place of IEEE 802.3. The Alliance expanded the generic use of the term in an attempt to stop confusion about wireless LAN interoperability. 
(http://www.webopedia.com/TERM/W/Wi_Fi.html )
3.Reach wireless

Reach™ is a communications company that is focused on connecting all wireless hotspots with converged billing that offers seamless roaming between Wi-Fi hotspots.
Reach™ Wireless is a wireless Internet service that operates on an 802.11b/a/g "Wi-Fi" network. It enables users to surf the web, check emails and download files at speeds of up to 11 Mbps.

When within 100 metres of a Reach™ Wireless Hotspot, you can enjoy excellent wireless Internet access up to a standard similar to a desktop broadband connection. All you need in order to access this is a Wi-Fi laptop or PDA.
(http://www.reachwireless.co.nz/public/whoAreWe.htm)

Customers of petrol seller BP will be able to check their email and surf the net through a deal with Auckland's Reach Wireless which is adding selected Cafe Zip locations to its "Wi-Fi" hot spot network.
Coffee joint Starbucks also has a deal with Reach and is installing hotspots in about 30 of its outlets round the country 

(http://www.nzherald.co.nz/ )

4. RoamAD

RoamAD supplies software and hardware for the design and operation of metropolitan Wi-Fi networks. RoamAD networks provide blanket, near ubiquitous, Wi-Fi coverage and connectivity both indoors and outdoors. Anywhere inside the network area (from 0.5 square miles to over 100 square miles) end users enjoy a mobile broadband connection. RoamAD's metropolitan Wi-Fi networks have very low latency, built-in redundancy, high signal availability, and seamless handoff making them suitable for mobile VoWLAN.
RoamAD’s metropolitan Wi-Fi networks allow operators to cost-effectively and efficiently deliver a telco-grade broadband service through the deployment of Micro-Cells throughout the network area. The networks are based on non line of sight infrastructure with wireless backhaul, and require no client-side software. RoamAD metropolitan Wi-Fi networks are based on the IEEE 802.11b/a/g standards, with a technology roadmap that includes 802.16. They are compatible with any Wi-Fi-enabled or Centrino device.
Reach Wireless is RoamAD’s wi-fi operator.

(http://www.roamad.com/about.htm )

5. Woosh

Woosh is a high-speed, wireless, Broadband Service Provider (BSP).
The Woosh network is a secure wireless broadband network. Data is sent and received through the air encoded, using radio frequencies. The signals are picked up by the portable Woosh modem, which is connected to the Woosh network and the Internet.
(http://www.woosh.com/UserInterface/Woosh/Static/Homepage/Home.aspx )

Status or ratification timetable of IEEE 802.11 standards

	Quick Reference Guide

	Group
	Label
	Description

	IEEE 802.11 Working Group
	WG
	The Working Group is comprised of all of the Task Groups, Study Groups, and Standing Committees together

	Task Group
	TG
	The committee(s) that are tasked by the WG as the author(s) of the Standard or subsequent Amendments via an approved PAR

	MAC Task Group
	MAC
	Scope of Project
	The scope of the project is to develop one common MAC for Wireless Local Area Networks (WLANs) applications, in-conjunction with the PHY Task Group work

	
	
	Status
	Work has been completed and is now part of the original Standard - Published as IEEE Std. 802.11-1997

	
	
	Update Status
	Work has been completed on the ISO / IEC version of the original Standard - Published as 8802-11: 1999 (ISO/IEC) (IEEE Std. 802.11, 1999 Edition)

	PHY Task Group
	PHY
	Scope of Project
	The scope of the project is to develop three PHY's for Wireless Local Area Networks (WLANs) applications, using Infrared (IR), 2.4 GHz Frequency Hopping Spread Spectrum (FHSS), and 2.4 GHz Direct Sequence Spread Spectrum (DSSS), in-conjunction with the one common MAC Task Group work

	
	
	Status
	Work has been completed and is now part of the original Standard - Published as IEEE Std. 802.11-1997

	
	
	Update Status
	Work has been completed on the ISO / IEC version of the original Standard - Published as 8802-11: 1999 (ISO/IEC) (IEEE Std. 802.11, 1999 Edition)

	Task Group a
	TGa
	Scope of Project
	The scope of the project is to develop a PHY to operate in the newly allocated UNII band.

	
	
	Status
	Work has been completed and is now part of the Standard as an amendment - Published as IEEE Std. 802.11a-1999

	
	
	Update Status
	Work has been completed on the ISO / IEC version of the original Standard as an amendment - Published as 8802-11: 1999 (E)/Amd 1: 2000 (ISO/IEC) (IEEE Std. 802.11a-1999 Edition)

	Task Group b
	TGb
	Scope of Project
	The scope of the project is to develop a standard for a higher rate PHY in the 2.4GHz band

	
	
	Status
	Work has been completed and is now part of the Standard as an amendment - Published as IEEE Std. 802.11b-1999

	Task Group b-cor1
	TGb-Cor1
	Scope of Project
	The scope of this project is to correct deficiencies in the MIB definition of 802.11b

	
	
	Purpose of  Project:
	As the MIB is currently defined in 802.11b, it is not possible to compile an interoperable MIB. This project will correct the deficiencies in the MIB

	
	
	Status
	Work has been completed and is now part of the Standard as an amendment - Published as IEEE Std. 802.11b-cor1 2001

	Task Group c
	TGc
	Scope of Project
	To add a subclause under 2.5 Support of the Internal Sub-Layer Service by specific MAC Procedures to cover bridge operation with IEEE 802.11 MAC. This supplement to ISO/IEC 10038 (IEEE 802.1D) will be developed by the 802.11 Working Group in cooperation with the IEEE 802.1 Working Group.

	
	
	Purpose of  Project:
	To provide the required 802.11 specific information to the ISO/IEC 10038 (IEEE 802.1D) standard

	
	
	Status
	Work has been completed and is now part of the ISO/IEC 10038 (IEEE 802.1D) Standard

	Task Group d
	TGd
	Scope of Project
	This supplement will define the physical layer requirements (channelization, hopping patterns, new values for current MIB attributes, and other requirements to extend the operation of 802.11 WLANs to new regulatory domains (countries)

	
	
	Purpose of  Project:
	The current 802.11 standard defines operation in only a few regulatory domains (countries).  This supplement will add the requirements and definitions necessary to allow 802.11 WLAN equipment to operate in markets not served by the current standard

	
	
	Status
	Work has been completed and is now part of the Standard as an amendment - Published as IEEE Std. 802.11d 2001

	Task Group e
	TGe
	Scope of Project
	Enhance the 802.11 Medium Access Control (MAC) to improve and manage Quality of Service, provide classes of service, and enhanced security and authentication mechanisms. Consider efficiency enhancements in the areas of the Distributed Coordination Function (DCF) and Point Coordination Function (PCF)

	
	
	Purpose of  Project:
	To enhance the current 802.11 MAC to expand support for LAN applications with Quality of Service requirements. Provide improvements in security, and in the capabilities and efficiency of the protocol. These enhancements, in combination with recent improvements in PHY capabilities from 802.11a and 802.11b, will increase overall system performance, and expand the application space for 802.11. Example applications include transport of voice, audio and video over 802.11 wireless networks, video conferencing, media stream distribution, enhanced security applications, and mobile and nomadic access applications

	
	
	Status
	Ongoing - Note: the Security portion of the TGe PAR was moved to the TGi PAR as of May 2001. TGe has completed letter ballot 51 with a 83% approval rate and is now in comment resolution.  

	Task Group f
	TGf
	Scope of Project
	 To develop recommended practices for an Inter-Access Point Protocol (IAPP) which provides the necessary capabilities to achieve multi-vendor Access Point interoperability across a Distribution System supporting IEEE P802.11 Wireless LAN Links. This IAPP will be developed for the following environment(s): 

	
	
	
	1) A Distribution System consisting of IEEE 802 LAN components supporting an IETF IP environment. 

	
	
	
	2) Others as deemed appropriate 

	
	
	
	This Recommended Practices Document shall support the IEEE P802.11standard revision(s)

	
	
	Purpose of  Project:
	IEEE P802.11 specifies the MAC and PHY layers of a Wireless LAN system and includes the basic architecture of such systems, including the concepts of Access Points and Distribution Systems. Implementation of these concepts where purposely not defined by P802.11 because there are many ways to create a Wireless LAN system. Additionally many of the possible implementation approaches involve concepts from higher network layers. While this leaves great flexibility in Distributions System and Access Point functional design, the associated cost is that physical Access Point devices from different vendors are unlikely to inter-operate across a Distribution System due to the different approaches taken to Distribution System design. As P802.11 based systems have grown in popularity, this limitation has become an impediment to WLAN market growth. At the same time it has become clear that there are a small number of Distribution System environments that comprise the bulk of the commercial WLAN system installations

	
	
	
	This project proposes to specify the necessary information that needs to be exchanged between Access Points to support the P802.11 DS functions. The information exchanges required will be specified for, one or more Distribution Systems; in a manner sufficient to enable the implementation of Distribution Systems containing Access Points from different vendors which adhere to the recommended practices

	
	
	Status
	Work has been completed and is now part of the Standard as a recommended practice.

	Task Group g
	TGg
	Scope of Project
	The scope of this project is to develop a higher speed(s) PHY extension to the 802.11b standard. The new standard shall be compatible with the IEEE 802.11 MAC. The maximum PHY data rate targeted by this project shall be at least 20 Mbit/s.  The new extension shall implement all mandatory portions of the IEEE 802.11b PHY standard. 

	
	
	
	The project will take advantage of the provisions for rate expansion that are in place on the current standard PHY.  The 802.11 MAC defines a mechanism for operation of stations supporting different data rates in the same area. The current 802.11b standard already defines the basic rates of  1, 2, 5.5 and 11 Mbit/s.  The proposed project targets further developing the provisions for enhanced data rate capability of 802.11b networks. 

	
	
	
	The 802.11 MAC currently incorporates the interpretation of data rate information and the computation of expected packet duration even if the specific station does not support the rate at which the packet was sent. 

	
	
	Purpose of  Project:
	 To develop a new PHY extension to enhance the performance and the possible applications of the 802.11b compatible networks by increasing the data rate achievable by such devices. This technology will be beneficial for improved access to fixed network LAN and inter-network infrastructure (including access to other wireless LANs) via a network of access points, as well as creation of higher performance ad hoc networks

	
	
	Status
	Work has been completed and is now part of the Standard as an amendment.

	Task Group h
	TGh
	Scope of Project
	Enhance the 802.11 Medium Access Control (MAC) standard and 802.11a High Speed Physical Layer (PHY) in the 5GHz Band supplement to the standard; to add indoor and outdoor channel selection for 5GHz license exempt bands in Europe; and to enhance channel energy measurement and reporting mechanisms to improve spectrum and transmit power management (per CEPT and subsequent EU committee or body ruling incorporating CEPT Recommendation ERC 99/23)

	
	
	Purpose of  Project:
	 To enhance the current 802.11 MAC and 802.11a PHY with network management and control extensions for spectrum and transmit power management in 5GHz license exempt bands, enabling regulatory acceptance of 802.11 5GHz products. Provide improvements in channel energy measurement and reporting, channel coverage in many regulatory domains, and provide Dynamic Channel Selection and Transmit Power Control mechanisms

	
	
	Status
	TGh has completed the 2nd Sponsor Recirculation Ballot with a 98% approval rating and is now in the comment resolution phase. 

	Task Group i
	TGi
	Scope of Project
	Enhance the 802.11 Medium Access Control (MAC) to enhance security and authentication mechanisms

	
	
	Purpose of  Project:
	To enhance the current 802.11 MAC to provide improvements in security

	
	
	Status
	Ongoing - Note: the Security portion of the TGe PAR was moved to the TGi PAR as of May 2001. TGi has completed  WG Recirculation Letter Ballot 57 with a 78% approval rating and is now in the comment resolution phase. 

	Task Group j
	TGj
	Scope of Project
	Enhance the 802.11 standard and amendments, to add channel selection for 4.9 GHz and 5 GHz in Japan to additionally conform to the Japanese rules for radio operation

	
	
	Purpose of  Project:
	To obtain Japanese regulatory approval by enhancing the current 802.11 MAC and 802.11a PHY to additionally operate in newly available Japanese 4.9 GHz and 5 GHz bands

	
	
	Status
	Ongoing - Initial meeting January 2003 TGj has completed Letter Ballot 56 with an approval rating of 79% and is now in the comment resolution phase. 

	Task Group k
	TGk
	Scope of Project
	To define Radio Resource Measurement enhancements to provide interfaces to higher layers for radio and network measurements

	
	
	Purpose of  Project:
	The original standard has a basic set of radio resource measurements for internal use only. These measurements and others are required to provide services; such as roaming, coexistence, and others; to external entities. It is necessary to provide these measurements and other information in order to manage these services from an external source

	
	
	Status
	Ongoing - Initial meeting January 2003 and is preparing its first draft. 

	Task Group l
	TGl
	Scope of Project
	Task Group "Letter - L" not to be used by the IEEE 802.11 Working Group for inclusion into the published standard

	
	
	Purpose of  Project:
	N/A

	
	
	Status
	N/A

	Task Group m
	TGm
	Scope of Project
	Maintenance of the IEEE 802.11-1999 (reaff. 2003) standard

	
	
	Purpose of  Project:
	Maintenance of technical and editorial corrections to the 802.11-1999 (reaff. 2003) Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY) specifications standard

	
	
	Status
	Initial meeting March 2003 (Subject to SEC approval of the Task Group PAR)

	Study Group
	SG
	Investigates the interest of placing something in the Standard

	Study Group - 5GHz
	5GSG
	Scope of Project
	Investigated the globalization and harmonization of the 5GHz band jointly with ETSI-BRAN, and MMAC

	
	
	Purpose of  Project:
	To provide one Worldwide 5 GHz WLAN Standard acceptable to ETSI-BRAN, and MMAC

	
	
	Status
	Closed - Not Active

	Study Group - High Throughput
	HT SG
	Scope of Project
	Investigating the possibility of improvements to the 802.11 standard to provide high throughput

	
	
	Status
	Ongoing - Initial meeting September 2002. PAR has been approved and will be on the SEC agenda for forming a task group in the July 2003 session.

	Standing Committee
	SC
	A group that reports directly to the WG Chair that investigates or provides assistance

	Standing Committee - Publicity
	PSC
	Looks at how IEEE 802.11 can better "publicize" the standard by collecting data related to its use and operation

	
	
	Status
	Ongoing

	Standing Committee - Wireless Next Generations
	WNG SC
	Scope of Project
	Investigating the globalization and harmonization of WLANs jointly with ETSI-BRAN, and MMAC, including revisions to the 802.11 Standard

	
	
	Purpose of  Project:
	To provide one Worldwide, or Common Interface to WLAN Standards acceptable to ETSI-BRAN, and MMAC, plus refinements to the existing 802.11 Standard

	
	
	Status
	Ongoing


(http://grouper.ieee.org/groups/802/11/ )
______________________________________________________

3.7 Technology Briefing

Since 1995, Compucon New Zealand has been holding technology seminars to update business partners of developments in the IT industry. The seminars have later been extended in scope to include information system selection, deployment and maintenance issues and to include the less IT-literate audience such as business managers and ICT coordinators. 

I attended the Technology seminar on 20th May and recorded what I learned from the seminar in to this report.

Knowledge linked to academic curriculum

1. Firewall

A Firewall is a single control point between the Internet and a Local Area Network (LAN). It provides controllable filtering of network traffic to restrict the flow of information. One of its major functionality is to hide the address of the devices in the LAN.

The firewall can’t block spam, so if we want to control the email through, we need an email server to do this job.

The firewall can’t block virus either, even a user use laptop outside the LAN may bring virus through the firewall.

Compucon FMG-II firewall

It is Linux based, uses external internet connectivity, can be used in ADSL, Fibre, Dialup modem. Currently not support satellite, but can support if there is demand in the market. 

2. Security

Five parts of the security:

· Inspection

· Protection

· Detection

· Reaction

· Reflection 

10 steps towards better security

Step1:

· Create more secure passwords

· Information assessment, threat analysis, vulnerability assessment 

Step2:

· Implement virus protection in all desktops server and notebook.

Step3:

· Policies, password, acceptable use, incident response, system admin, configuration management, online warnings

· Install patches, hotFixes

· User Education and Training

Step4:  

· User group, assign permissions to all files/directories, remove old accounts

· Network design = DMZ and Firewall

Step5:  

· Configure routers, firewalls and proxy rule sets, secure physical access

Step6:

· Backup and restore .Test!!

· Controlled environment 

Step7:

· Provide clean electrical power

· Web server/mail server security

Step8:

· Host and Network Audit and logging

Step9:

· Personnel firewall

· Disaster recovery

Step10:

· Subscribe to security bulletins 

· Intrusion detection/self hacking 

3. System platform

The weakest point in a PC determines the whole performance. The chipset connects each part of the PC, so chipset will definitely influence the performance of the PC.

Components of system platform

· North Bridge

· South Bridge

· BIOS

· PCI bus

Two major company, Intel and AMD

Intel i800 series chipset

Use Hub structure

· GMCH – Graphics memory control hub (north bridge)

· ICH – Inside control hub (south bridge)

· FWH – Firmware hub (BIOS)

It will need more evolution every time Intel develops a new kind of chipset.

For example, from 810 to 815 ,it takes 2 evolution, from 815 to 845 ,it takes 3 , from 845 to 865 , it takes 6 and so on.

Intel 845 architecture

In order to achieve even high  speed, spread GMCH & ICH out  on two different chips. Put the BIOS at the bottom level, because the BIOS is only need when the computer start boot, we won’t use it after PC start.

865/875 Architecture

Basically same architecture, Intel does a little change on 875 to make it more marketable. Use new technology like dual – channel .

915 Architecture

This architecture has not been launched yet, will support DDR2 memory , and PCI express ,don’t use AGP interface at all.

AMD x86 Architecture

It has the stronger inter-link between north bridge and south bridge than Intel , about twice of the Intel.

K8 – next AMD Platform

Use hyper transport technology , the memory can talk to CPU directly, without talking to Northbridge .This technology is one year ahead Intel.

4. Processor 

Evolution of CPU

Intel: 286-386-486-Pentium-MMX-PII-PIII-P4

AMD: K6-K7-Athlon-Athlon XP-Athlon 64- Athlon 64FX

CPU performance

Effectiveness = Number of operations per cycle * Clock frequency / Number of operations per instruction

AMD change the way of naming CPU 1600+ = 1.4GHz

P4 Development

Willamette – Northwood – Northwood”A” – Prescott 

P4 Prescott

It will has 800MHz front site bus, increase the L2 cache to 1MB,which is twice as before , so it can handle more instruction than before. Intel change the chip from 478pins to 775 pins , the thermal of CPU also increased from 90W to 100W. As the temperature is the main factor to determine CPU, it will need stronger fans or other way to take the heat out of case.

AMD CPU

Athlon 64 FX positioned above “Prescott”, Athlon 64 positioned against “Prescott”,

Athlon XP positioning against Pentium4 and Celeron.

Desktop CPU vs Mobile CPU

Desktop CPU will generate more heat than the mobile CPU, but the price will be cheaper.

64 bit Extension Processors

AMD: Athlon 64, Athlon 64 FX ,and Opteron  .These CPU are compatible with both 32 bit  and 64 bit software, currently it only support Linux operating system, Windows 2003 will support Athlon64 on the third quarter of 2004.

Intel: Itanium2 can support only 64 bit software. Windows 2003 extension for Itanium2 has already exists. The Itanium2 will be much more expensive than the Athlon64. 

5. Wireless Technology 

Wi-Fi on Boeing- Lufthansa Airways

Wireless roaming can be achieved now on air Plane. Passengers pay $30 for access, then they can connect to the internet during the flight. The air company can earn $1.5 million for plane each year. 

Wi-Fi Covers Tower Blocks

 A typical ten-floor office building require no less than 20 indoor access points and thousands of feet of wires to link them together. Recently, Ottawa-based BelAir Networks has develop new technology names BelAir200, this technology is only need 4 access points and don’t need cable wires. These access points are sits outdoors, mounted on poles or attached to the side or roof of a nearby building. There are 4 radio systems are needed for one point, 3 of them are for mesh network, the other one is for user interface .

Wireless USB

Wireless USB is now demonstrated by Intel, it is called Wireless USB 2.0 Technology .It is based on multi-band OFDM technology, can have 480Mbits/s transfer speed over 4m and 110Mbits/s over 10m.It will be a rival of Wi-Fi, Bluetooth & RF technologies.

WiMax – new revolution

WiMax will become the next revolution in wireless technology. It is based on IEEE 802.16d standard, can deliver maximum speeds of 70Mbits/s up to 30 miles away from a base station. Another advance of the technology is it doesn’t require line of sight.

6. Linux

Linux Desktop Outlook

Novell has announced its Connector for Microsoft Exchange server will be integrated into Evolution 2.0 and made available as open source. It connects to Microsoft Exchange Server 2000/2003 to easily manage their e-mail, calendars, group schedules, address books, public folders and tasks from Linux desktops. It is a major step towards inter-operability.

Lindows Seagate Hard Disk

The Seagate 40GB Barracuda 7200 is preloaded with Lindows OS. It works with practically any Intel-compatible computer. We don’t need to install any driver, Lindows can auto-recognise all hardware.

Other Knowledge 

1. DMZ

In computer networks, a DMZ (demilitarized zone) is a computer host or small network inserted as a "neutral zone" between a company's private network and the outside public network. It prevents outside users from getting direct access to a server that has company data. (The term comes from the geographic buffer zone that was set up between North Korea and South Korea following the UN "police action" in the early 1950s.) A DMZ is an optional and more secure approach to a firewall and effectively acts as a proxy server as well. 

In a typical DMZ configuration for a small company, a separate computer (or host in network terms) receives requests from users within the private network for access to Web sites or other companies accessible on the public network. The DMZ host then initiates sessions for these requests on the public network. However, the DMZ host is not able to initiate a session back into the private network. It can only forward packets that have already been requested. 

Users of the public network outside the company can access only the DMZ host. The DMZ may typically also have the company's Web pages so these could be served to the outside world. However, the DMZ provides access to no other company data. In the event that an outside user penetrated the DMZ host's security, the Web pages might be corrupted but no other company information would be exposed. Cisco, the leading maker of routers, is one company that sells products designed for setting up a DMZ. (http://searchwebservices.techtarget.com/sDefinition/0,,sid26_gci213891,00.html )

2. Information system administration 

System administration is a highly skilled job that should be carried out by qualified professionals - System Administrator. System administrators have a multifaceted role that requires broad knowledge and understanding of specialised skill areas including:

· Business Process Engineering

The system administer should be a participant, at management level, in development and planning meetings.

· Network and Data Security

Here are some threats to the data:

Virus, spy ware and mail ware

Hackers 

Industrial espionage

Deletion of files  

· Software Development

Some common customisation of software:

Custom application development

Macros in office applications

Users Network log on scripts

Database Queries & reports

Forms Design

· Systems Engineering

Some common system engineering tasks are:

Network server capacity planning

Network traffic management

Installation 

Trouble shooting 

· Trouble Shooting

Some common troubleshooting tasks are:

User Unable to logon

Network printer or Fax Problem

Email or Internet access problem

Unstable Desktop or Application

Hardware failure

· Documentation

The documentation should be kept include: 

Inventory of Equipment

Inventory of software licenses

Contracts with service providers

Maintenance log use

System configuration Details

· Remote Administration 

Most large business employs full time system administrators. If small or medium business can’t employ them, remote administration is a better choice.

3. Voice over IP

IP Phones

Skype- offers peer-to-peer online telephony: user download software to make free internet calls to other users. It already have 3.5 million registrants. The quality of it will be better than the normal web phone software because calls are made direct between individuals rather than passing through a server.

Voice XML

Short for Voice Extensible Markup Language. It allows users to interact with the Internet through voice- recognition technology. Using VXML, the user interacts with voice browser by listening to audio output that is either pre-recorded or computer-synthesized and submitting audio input through the user’s natural speaking voice or through a keypad, such as a telephone.

Voice Billing System

Telecom’s Australian subsidiary spends $2.5 million on a system with natural speech recognition that lets customers directly access the telco’s billing system to perform transactions.

4. Serial ATA II

Serial ATA is an evolution of the Parallel ATA physical storage interface. Serial ATA is a serial link -- a single cable with a minimum of four wires creates a point-to-point connection between devices. Transfer rates for Serial ATA begin at 150MBps. One of the main design advantages of Serial ATA is that the thinner serial cables facilitate more efficient airflow inside a form factor and also allow for smaller chassis designs. In contrast, IDE cables used in parallel ATA systems are bulkier than Serial ATA cables and can only extend to 40cm long, while Serial ATA cables can extend up to one meter.

Serial ATA II is an enhancement of the Serial ATA specification, which will be used to connect internal storage devices in a multitude of applications including cost-sensitive servers and networked storage. Serial ATA II will enhance the existing Serial ATA spec for the server and networked storage market segments. These features are expected to build on the momentum of Serial ATA 1.0 in those segments. 

(http://news.earthweb.com/storage/print.php/1487241 )

The new specification won't have any measurable impact on the performance of today's disk drives, which are limited by the speed in which they can pull data off of a disk platter, not the interface from the drive to the host PC. However, the new specification will provide some important overhead as the disk-to-interface transfer rates improve over time. In addition, the new cabling specification will also allow for external SATA enclosures, something that the current Serial ATA-I specification does not permit.

The Serial ATA-II Working Group said Tuesday evening that the signaling speed for Serial ATA-II has been set, as well as a cabling specification which will allow companies to define external Serial ATA storage enclosures.
The specification is made of up several parts, only of which deals with the improvement in the physical layer (PHY) speed to 3.0-Gbits/s. However, a subset of the specification dealing with cabling provides for three new interfaces: 

· An internal multi-lane cable and connector assembly for streamlining connections between multiple internal host ports and internal devices or short backplane; 

· An external consumer cable and connector solution that accommodates use of Serial ATA with external storage devices; 

· And an external multi-lane data center cable and connector to connect multiple Serial ATA channels between several chassis in a datacenter. 

______________________________________________________________________

4. Linux Project in Second Semester

In the second semester, I was involved in CNZ Linux project. Linux is part of a commercial product development project by CNZ Ltd. I was involved in researching developments of basic Linux technologies and the information was used for training consultants affiliated to CNZ Limited who sell and support CNZ configured Linux systems.

4.1 APT and RPM

Initially, my job was to research in APT and RPM, then compared these two products and found their merits. However, during my research, I found that APT and RPM are not at the same level. APT can be used as a complement of the RPM system to deal with dependence management. APT was initially designed to work with dpkg system. (Packet manager for Debian system)  To connect APT with RPM, there is software called APT4RPM.

CNZ Company was developing their own Linux based firewall system – FMGII. They chose Mandrak as their Linux system (which uses RPM as packet manager). So dependency management is one of the problems need to solve. After I found APT4RPM, the company decided to use APT to solve this problem.

1. Definition:

RPM (Redhat package manager): A software package manager that was developed by Red Hat. It can be used to build, install, query, verify, update, and uninstall software packages. All software updates from RHN are delivered in RPM format. 
(http://www.jp.redhat.com/manual/RHN/glossary.html )

APT (Advanced package tool): is a package management system created by the Debian project.

(http://en.wikipedia.org/wiki/Advanced_Packaging_Tool )

2. Compare APT with RPM

RPM and Debian packages ruled the world, the first adopted by the vast majority of commercial Linux distributions. In a quick glance, the two systems are just two implementations of the same idea, with no major differences. A few details, however, make a big difference in the auto-updating process. 

We first met automatic package retrieval and installation in the form of apt-get. Debian users are glad to have such a wonderful tool. One step ahead of package management, users can now keep all their packages up-to-date, and add/remove packages tied to an intricate dependency graph, by issuing a single command. 

(http://freshmeat.net/articles/view/182/)

(by Claudio Matsuoka, in Editorials - Sat, Sep 16th 2000 23:59 PDT)

The major advantage of APT is dependency management.Dependency management is an important feature of package management systems. It helps keep system consistency, making sure that everything needed for a certain piece of software to work is there, in the expected version. 

But tools such as rpm or dpkg have limited handling of dependencies. They're limited to figuring what dependencies a package has and telling the user that an operation effecting that package cannot be performed until all dependencies are met.

Similar scenarios can be found for package removal, since a package cannot be uninstalled until any and all packages that depend on it are removed first. 

Package upgrade is similar to installation; it is not enough to simply get the newest version and install. The newer package might have different dependencies from the old one, requiring different or new versions of certain packages. 

It's clear that such tasks could and should be performed automatically by the package manager, not the user, and that's what APT (the Advanced Package Tool) does. It can install, uninstall, and upgrade packages, automatically handling dependency calculation and package download.

APT was initially written by Debian developers (Brian White, Jason Gunthorpe, and contributors), and, therefore, it first only supported Debian systems and its dpkg package manager. Although it has been written to be fairly independent of the underlying package management system, nobody had written a RPM backend for it. Instead, many independent efforts have created different software to perform similar tasks in systems that use RPM. 

autorpm, rpmfind, up2date/RHUN, urpmi/rpmdrake/Mandrake Update, and many others all do similar tasks. The following table gives a comparative overview of the features present in each tool: 

	 
	APT
	autorpm
	rpmfind
	up2date/RHUN
	*drake*/urpmi

	Package download 
	Yes 
	Yes
	Yes
	Yes 
	Yes

	Depend. resolution 
	Yes 
	No 
	Yes
	Yes(1)
	Yes(1)

	Package installation 
	Yes 
	No 
	Yes
	No 
	Yes

	Package uninstallation 
	Yes 
	No 
	No 
	No 
	Yes

	Package upgrade 
	Yes 
	Yes
	Yes
	Yes 
	Yes

	System upgrade 
	Yes 
	No 
	Yes
	Yes 
	Yes

	Std.http/ftp server(2) 
	Yes 
	Yes
	No 
	No 
	Yes

	Command line interface 
	Yes 
	Yes
	Yes
	No 
	Yes

	Curses based interface 
	Yes 
	No 
	No 
	No 
	No

	X11 interface 
	Yes 
	No 
	Yes
	Yes 
	Yes

	Non-inter. operation 
	Yes 
	No 
	Yes
	Yes 
	No

	Package authent. 
	Yes(4)
	No 
	Yes
	? 
	Yes

	Mirror authent.(3) 
	Yes(4)
	? 
	? 
	? 
	?

	Upgrade importance(5) 
	Yes(4)
	No 
	? 
	Yes 
	Yes


1. Dependency resolution is available up to a fixed/configurable number of passes. 

2. Normally, all tools require a special package index file on the server. That file contains information about the available packages, but they are ordinary files downloadable through a modified FTP or HTTP server, allowing easy setup of mirror sites. 

3. Package authentication automatically verifies whether the downloaded package is really what the vendor has provided. Mirror authentication verifies whether the contents of a mirror is the same as the contents of the original site. 

4. This feature was added to the RPM-enabled version of APT, but has not been ported to the mainstream/official version yet. 

5. When a package is being upgraded, show what the update is about. This is useful when the user wants to know whether an update is security-related or just an enhancement. 

APT seems to be better-featured than its RPM-specific counterparts, and after a quick empirical evaluation, it also seems to be faster. Because of this, an RPM backend was written for APT, which enables APT to be used to install RPM packages in RPM-based systems such as Conectiva, Mandrake, Red Hat, and SuSE. Most, if not all, third-party tools based on APT can also be ported with relatively little effort to work with RPM packages.

(http://freshmeat.net/articles/view/192/)

(by Alfredo K. Kojima, in Editorials - Sat, Dec 2nd 2000 23:59 PDT)

However, RPM has many other advantages

· RPM has a huge install base and is widely supported by many vendors and developers. Switching is not cost-effective. RPM is one of the major standards (the other being .deb), and you can't simply drop it. 

· RPM has a big acceptance among users and developers. Forcing them to change is not possible or desirable. 

· The changes required to have a smoother integration with apt-get are mostly in the packaging policy; the changes needed in the tool itself are not great. 

· Buildmasters and packaging people like file dependencies and consider them a Good Thing(tm). 

· RPM has features not available in .deb, such as the ability to keep different versions of the same package installed as long as they don't overlap in the filesystem. 

· RPM may be adopted as an LSB standard. 

(http://freshmeat.net/articles/view/182/)

(by Claudio Matsuoka, in Editorials - Sat, Sep 16th 2000 23:59 PDT)

3. Some APT Implementation Details

The most important features of a package manager are common to RPM and dpkg -- dependencies, versioning, informational metadata, and other features are present in both -- but certain features that are exclusive to either did not have a straightforward implementation. 
Deferred configuration: 

dpkg keeps track of the state of package installation and configuration; packages can be tagged as installed (meaning unpacked and configured), half-installed, not-installed, unpacked, half-configured and config-files(-installed) (only configuration files remain in the system, from a package that has been removed but not purged). In a similar way, there are package selection states and package flags[1]. Package states allow dpkg to hand the package configuration task over to debconf[2,3] and get a "smooth", interactive (at user-selectable levels), or non-interactive installation and upgrade[4]. RPM can be considered to recognize packages in two states: installed and not-installed. The other states were ignored in the port, since interactive configuration is not currently being handled. An additional state tag could be added to RPM, in the event that such a feature is implemented in the future. 

File dependencies 

File dependencies is a feature that's present in the RPM format but not in deb. It allows a package to require specific files, instead of packages. The problem is that these dependencies are not present in the list of things provided by the packages. RPM uses information from the list of files in the packages to handle them. The adopted solution was to find all files required by packages and add them to the provides list of the appropriate packages. The disadvantage of this is the significant growth of the package index file, but that problem can be minimized by stripping files that are known to never appear in file dependencies (they're automatically detected when RPM is building the package). 

rpmlib dependencies 

RPM has some special dependencies for requiring some features that are not present in some versions of RPM itself. They're not provided by the RPM package and are treated as a special case by rpmlib, which individually checks these dependencies against a list of features compiled into rpmlib. APT handles that by simply ignoring all such features present in the requires list of packages that rpmlib reports. 

ORed dependencies 

This feature is only present in deb, but absence of it in RPM does not pose any problem for APT. 

Package priority 

Package priority is an important feature of deb (at least when used with APT) that's absent in RPM. Package priorities tell how important the package is for the system and are used in situations such as when APT needs to choose which package it should install or remove to satisfy some dependency. The ideal solution for this problem would be to add an equivalent tag in RPM, but since backward compatibility with existing packages is desired, it was decided to use a file containing a list of all packages and their respective priorities. That file must list at least the important and essential packages for the distribution being used. A default priority of "standard" is used for other packages. 

Essential packages 

The essential tag of deb is used by APT to determine whether a package can be removed. If the user attempts to remove a package like glibc or bash, it will issue a warning and ask for confirmation. Again, the ideal solution would be to add such a tag in RPM, but the current solution is to mark all packages with a "required" priority as essential. 

Multiple simultaneously installed versions of a package 

Debian does not allow two versions of the same packages to be concurrently installed in the system, and APT does not handle that. In that system, packages that are frequently duplicated, such as the kernel or ncurses, are provided with different package names, like kernel2_2_17, or ncurses4 and ncurses5. Adding support for that case in APT would require a substantial amount of work and code rewriting. The ideal alternative would be to establish a packaging policy stating that packages that can be installed concurrently should have different names, but, again, the question of backwards compatibility is raised. Therefore, a not-so-elegant workaround was adopted: the user is required to tell APT what packages are expected to be duplicated in the system (the most common case of the kernel is handled by default), and APT will treat each version of such packages as distinct from the others. 

Architecture variations 

Some RPM packages have versions compiled with optimizations that are specific to a variation of an architecture. For example, the kernel may have packages compiled for i586 and i686, in addition to the generic i386 package. This is handled by detecting what packages have multiple available "sub-architectures" and treating such packages as distinct, as in the previous case. The appropriate package, depending on the specific architecture of the machine, will be used. 

Multiple distributions 

Some skeptical critics of the RPM port of APT have raised the issue of multiple vendors providing RPM packages, while Debian (supposedly) has a central and unique provider; they think this would create confusion and pose a threat to system integrity, due to possible incompatibilities in packages provided by different vendors. Firstly, the fact of having multiple vendors for packages is not exclusive to RPM-based systems. deb packages can be obtained from Debian developers, Corel, Stormix, and whatever other Debian-based distributions may exist [not to mention all the programmers who provide their own debs for projects that haven't made it into Debian yet, or for versions newer than the ones in Debian. -- Ed.]. Secondly, it is trivial to add a check in APT to optionally refuse installation of packages not built for the same distribution as the one in use, which makes such claim bogus. 

(http://freshmeat.net/articles/view/192/)

(by Alfredo K. Kojima, in Editorials - Sat, Dec 2nd 2000 23:59 PDT)

4. APT for RPM based distributions (APT4RPM)

It is a tool to convert an rpm repository into an apt repository.

APT has been ported from Debian to the rpm based distribution of Conectiva. After the port completed succesfully, Conectiva now uses APT as package management in their distribution. So why is apt4rpm still needed, you may ask? It's not needed anymore for the Conectiva distribution, but for all the other rpm based distributions. Apt needs a defined package repository to work from, and if the distribution you're using does not set up the APT repository on their CD's, or download servers you must create the repository yourself. This is where apt4rpm comes to rescue! 

Apt4rpm brings the following features:

· Support for multiple distributions/versions/architectures in a single apt repository. 

· "Atomic" switching from an old apt repository to the newly created one. 

· Analyzes the rpm packages in the rpm repository and creates a unified apt package name. This mechanism uses caching to speed up the creation of a subsequent created apt repository. The rpm name, version and architecture are stored seperately in the cache. This makes it possible to easily search for 1 particular rpm throughout the whole apt repository. 

· Can create signed repositories. 

· Can mirror download server directories after downloading the apt repository will be created. 

· Can be run without root priveledge. 

· If possible it will mark a package as a security update, and will put it in the "security" component of the apt repository. 

· Provides an example sources.list file for the "file:", "ftp://" and "http://" method. 

· The apt repository is created with links from the rpm repository. The rpm repository can have any format. Rpms can be filtered with accept/reject rules. 

· Creates seperated binary, patch and source rpms components automatically. 

· A single XML formatted config file 

· The existing apt repository component is preserved if the underlying rpm repository did not change. This prevents unneccessary downloads by the apt client and saves resources at the server. 

· The source-rpm apt components can be provided in a flat or noflat structure. Switching between those 2 can be performed without problem. 

· A most recent rpm list can be created for each component. 

· A contents list is created for the whole apt repository. 

So how it works? As stated in the introduction apt4rpm will create a local APT repository from an ordinary rpm repository. It's doing this by linking the rpm packages in the rpm repository into an APT repository. After the APT repository has been set up, the APT database will created. The system is now ready and can be used. Without updates from your distributor you'll soon have an ancient system. For this reason apt4rpm can also be instructed to mirror your distributor's download/update server, or any other server you want to keep track off. After downloading the latest updates, apt4rpm will update your local APT repository and you're now able to upgrade your system with a single command. 

(http://apt4rpm.sourceforge.net/ )









The block diagram of using APT.

_____________________________________________________________

4.2 SSH and its competing technology

In this report, I research in SSH technology, and compare SSH with other technology, such as SSL.

1. SSH

What is SSH 

Secure Shell (SSH), sometimes known as Secure Socket Shell, is a UNIX-based command interface and protocol for securely getting access to a remote computer. It is widely used by network administrators to control Web and other kinds of servers remotely. SSH is actually a suite of three utilities - slogin, ssh, and scp - that are secure versions of the earlier UNIX utilities, rlogin, rsh, and rcp. SSH commands are encrypted and secure in several ways. Both ends of the client/server connection are authenticated using a digital certificate, and passwords are protected by being encrypted. SSH uses RSA public key cryptography for both connection and authentication. Encryption algorithms include Blowfish, DES, and IDEA. IDEA is the default.

(www.tbaytel.com/intglossary.html)

Developed by SSH Communications Security Ltd., Secure Shell is a program to log into another computer over a network, execute commands on a remote machine, and move files from one machine to another. It provides strong authentication and secure encrypted communications between two hosts over an insecure network. X11 connections and arbitrary TCP/IP ports can be forwarded over the secure channel. It is a replacement for rlogin, rsh, rcp, rdist and telnet. SSH protects a network from attacks such as IP spoofing, IP source routing, and DNS spoofing. By using ssh's slogin (instead of rlogin), the user initiates an entire login session, including transmission of password, that is encrypted; therefore it is almost impossible for an outsider to collect passwords.

(www.eos.ncsu.edu/remoteaccess/raglossary.html)

How does SSH work?

ssh uses public key cryptography for encryption, a method that is best illustrated by the following example taken from RSA Labs' Cryptography FAQ: 

When Alice wishes to send a secret message to Bob, she looks up Bob's public key in a directory, uses it to encrypt the message and sends it off. Bob then uses his private key to decrypt the message and read it. No one listening in can decrypt the message. Anyone can send an encrypted message to Bob, but only Bob can read it (because only Bob knows Bob's private key) 

This differs from traditional cryptography where the sender and receiver of a message encode and decode the message with the same secret key. In traditional cryptography, anyone who gains access to the secret key can read, modify, and forge messages with that key. 

ssh works in the following way. The ssh client initiates a connection with a server running sshd, the ssh daemon program. The server sends its public host key to the client, which the client uses to encrypt a 256-bit session key. The client sends back the encrypted session key which the server decrypts, allowing both sides to turn on encryption using this key. All subsequent information exchanged by the client and server is encrypted using this session key. 

Once encryption has been established, the authentication phase begins. The default authentication method, which most people are probably familiar with, is password authentication. ssh prompts the user for his or her password and the client transmits the encrypted password to the server for authentication. If the password is correct, the server logs into the machine and gives the user a normal shell on the remote machine. 

http://orca.phys.uvic.ca/~ehayashi/linux/ssh/

Different versions of SSH

There are many versions of ssh till now.

SSH server & client for UNIX/Linux:

· SSH1 for UNIX is available as a free  or commercial product. It is the "original" SSH, but is not being further developed at the moment (except for fixes). The emphasis is now on the commercial SSH2. 

· SSH2  is a commercial product for UNIX, Windows or Mac. There is a free SSH2 version for non-commercial use, but licensing is pretty restrictive. 

· LSH: Efforts are underway to develop LSH, a free version of SSH2 

· FreSSH: Unlike various other SSH implementations already available for Unix, it does not trace its ancestry to the original SSH code written by Tatu Ylonen. FreSSH currently implements SSH protocol version 1.5, with extensions which offer enhanced security when both sides of a connection are running FreSSH. The current version is v0.81 (15.Feb.01), a pre-release. It only runs on UNIX systems with a /dev/random. 

· sftp: is an ftp client and server that runs over an SSH tunnel. Currently at v0.7, it runs on Linux and NetBSD. 

Windows SSH clients
Aside: the OpenSSH crew have started keeping track of various Windows implementations, 

·  TTSSH (TeraTerm SSH) - free 

· TTSSH is a SSH add on (DLL) to TeraTerm Pro (a free terminal emulation package) . 
 

· PUTTY: 
Simon Tatham has developed PuTTY and pscp, a free Win32 SSH/Telnet client. It is stable, fast, quite small, but comprehensive. 
 

· Winscp A great windows tool that will allow you to replace FTPD with SSHD, is Winscp by Martin Prikryl, it's GUI is good enough that non techie users can find their way around it.

· iXplorer by Lars Gunnarsson is another GUI front end for scp. Is uses putt's pscp as the backend.

· F-Secure SSH for Windows (16 and 32 bit) from Datafellows [3] is commercial. 

· SSH Communications have release a beta version of an SSH2 Windows Client that contains a tunnelled ftp GUI.

· VanDyke SSH for Win32 (U.S. users only). VanDyke offer a commercial 32bit client that is user friendly, but obviously is U.S. export restricted. It has a worrying option: it allows users to save passwords to allow "easier" login. 

     (http://www.boran.com/security/sp/ssh-part1.html#Why%20SSH? )

2. IPSec

IPSec (Internet Protocol Security) is a developing standard for security at the network or packet processing layer of network communication. Earlier security approaches have inserted security at the application layer of the communications model. IPSec will be especially useful for implementing virtual private networks and for remote user access through dial-up connection to private networks. A big advantage of IPSec is that security arrangements can be handled without requiring changes to individual user computers. Cisco has been a leader in proposing IPSec as a standard (or combination of standards and technologies) and has included support for it in its network routers. 

(http://www.aces.att.com/glossary/ipsec.htm )

To create secure data transmissions, IPSec uses two separate protocols: Authentication Headers (AH) and Encapsulating Security Payloads (ESP). 

AH is primarily responsible for the authentication and integrity verification of packets. It provides source authentication and integrity for data communication but does not provide any form of encryption.

ESP is responsible for providing encryption services for the network data; however, it can also be used for authentication and integrity services.

Used together, AH and ESP provide integrity, authentication, and encryption protection for IP-based communications.

(January 27, 2004 By Mike Harwood)

(http://www.enterprisestorageforum.com/ipstorage/features/article.php/3304621)
3.compare ssh with ssl

SSH (Secure Shell) and SSL (Secure Sockets Layer) can both be used to secure communications across the Internet. This page tries to explain the differences between the two in easily understood terms. 

SSL was designed to secure web sessions; it can do more, but that's the original intent. 

SSH was designed to replace telnet and FTP; it can do more, but that's the original intent. 

SSL is a drop-in with a number of uses. It front-ends HTTP to give you HTTPS. It can also do this for POP3, SMTP, IMAP, and just about any other well-behaved TCP application. It's real easy for most programmers who are creating network applications from scratch to just grab an SSL implementation and bundle it with their app to provide encryption when communicating across the network via TCP. Check out: stunnel.org. 

SSH is a swiss-army-knife designed to do a lot of different things, most of which revolve around setting up a secure tunnel between hosts. Some implementations of SSH rely on SSL libraries - this is because SSH and SSL use many of the same encryption algorithms (i.e. TripleDES). 

SSH is not based on SSL in the sense that HTTPS is based on SSL. SSH does much more than SSL, and they don't talk to each other - the two are different protocols, but have some overlap in how they accomplish similiar goals. 

SSL by itself gives you nothing - just a handshake and encryption. You need an application to drive SSL to get real work done. 

SSH by itself does a whole lot of useful stuff that allows users to perform real work. Two aspects of SSH are the console login (telnet replacement) and secure file transfers (ftp replacement), but you also get an ability to tunnel (secure) additional applications, enabling a user to run HTTP, FTP, POP3, and just about anything else THROUGH an SSH tunnel. 

Without interesting traffic from an application, SSL does nothing. Without interesting traffic from an application, SSH brings up an encrypted tunnel between two hosts which allows you to get real work done through an interactive login shell, file transfers, etc. 

Last comment: HTTPS does not extend SSL, it uses SSL to do HTTP securely. SSH does much more than SSL, and you can tunnel HTTPS through it! Just because both SSL and SSH can do TripleDES doesn't mean one is based on the other.

4.3 Internet Email

The remaining period of my project is on Email system. (One of the main functionality of the CNZ FMGII firewall system is to deal with the Email)

I researched in basic Internet Email, Email Clients, Email Servers, and Email in OSI-7 layer model.

I started my research at basic Internet Email, includes how does Internet Email, impersonating, spamming and virus-injection work respectively.

1. Internet Email

For the vast majority of people right now, the real e-mail system consists of two different servers running on a server machine. One is called the SMTP server, where SMTP stands for Simple Mail Transfer Protocol. The SMTP server handles outgoing mail. The other is either a POP3 server or an IMAP server, both of which handle incoming mail. POP stands for Post Office Protocol, and IMAP stands for Internet Mail Access Protocol. A typical e-mail server looks like this: 
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The SMTP server listens on well-known port number 25, POP3 listens on port 110 and IMAP uses port 143 .
SMTP server

Whenever you send a piece of e-mail, your e-mail client interacts with the SMTP server to handle the sending. The SMTP server on your host may have conversations with other SMTP servers to actually deliver the e-mail. 
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Let's assume that I want to send a piece of e-mail. My e-mail ID is brain, and I have my account on howstuffworks.com. I want to send e-mail to jsmith@mindspring.com. I am using a stand-alone e-mail client like Outlook Express. 

When I set up my account at howstuffworks, I told Outlook Express the name of the mail server -- mail.howstuffworks.com. When I compose a message and press the Send button, here is what happens: 

1. Outlook Express connects to the SMTP server at mail.howstuffworks.com using port 25. 

2. Outlook Express has a conversation with the SMTP server, telling the SMTP server the address of the sender and the address of the recipient, as well as the body of the message. 

3. The SMTP server takes the "to" address (jsmith@mindspring.com) and breaks it into two parts: 

· The recipient name (jsmith) 

· The domain name (mindspring.com) 

If the "to" address had been another user at howstuffworks.com, the SMTP server would simply hand the message to the POP3 server for howstuffworks.com (using a little program called the delivery agent). Since the recipient is at another domain, SMTP needs to communicate with that domain. 

4. The SMTP server has a conversation with a Domain Name Server, or DNS (see How Web Servers Work for details). It says, "Can you give me the IP address of the SMTP server for mindspring.com?" The DNS replies with the one or more IP addresses for the SMTP server(s) that Mindspring operates. 

5. The SMTP server at howstuffworks.com connects with the SMTP server at Mindspring using port 25. It has the same simple text conversation that my e-mail client had with the SMTP server for HowStuffWorks, and gives the message to the Mindspring server. The Mindspring server recognizes that the domain name for jsmith is at Mindspring, so it hands the message to Mindspring's POP3 server, which puts the message in jsmith's mailbox. 

POP3 server

In the simplest implementations of POP3, the server really does maintain a collection of text files -- one for each e-mail account. When a message arrives, the POP3 server simply appends it to the bottom of the recipient's file! 

When you check your e-mail, your e-mail client connects to the POP3 server using port 110. The POP3 server requires an account name and a password. Once you have logged in, the POP3 server opens your text file and allows you to access it. Like the SMTP server, the POP3 server understands a very simple set of text commands
IMAP server

As you can see, the POP3 protocol is very simple. It allows you to have a collection of messages stored in a text file on the server. Your e-mail client (e.g. Outlook Express) can connect to your POP3 e-mail server and download the messages from the POP3 text file onto your PC. That is about all that you can do with POP3. 

Many users want to do far more than that with their e-mail, and they want their e-mail to remain on the server. The main reason for keeping your e-mail on the server is to allow users to connect from a variety of machines. With POP3, once you download your e-mail it is stuck on the machine to which you downloaded it. If you want to read your e-mail both on your desktop machine and your laptop (depending on whether you are working in the office or on the road), POP3 makes life difficult. 

IMAP (Internet Mail Access Protocol) is a more advanced protocol that solves these problems. With IMAP, your mail stays on the e-mail server. You can organize your mail into folders, and all the folders live on the server as well. When you search your e-mail, the search occurs on the server machine, rather than on your machine. This approach makes it extremely easy for you to access your e-mail from any machine, and regardless of which machine you use, you have access to all of your mail in all of your folders. 
(http://computer.howstuffworks.com/email4.htm)

SMTP, POP3 and IMAP are all application layer protocols.

Imagine an e-mail message is being sent between two systems. This message is created using an e-mail client, and when it’s sent, Application layer actions execute. The e-mail message passes down the layers until it arrives at the system network adapter or modem and is shot out onto a wire (or through a wireless network). The step in which a message reaches a physical connection, and the manner in which it is transmitted, maps to the OSI model’s Physical layer.

When the e-mail message is received, it enters at the opposite end of the OSI model. Instead of speeding directly to the other system’s Application layer, it must first pass through the Physical and other layers while on the way to the Application layer, where ultimately the e-mail message will be passed off to a software program such as Microsoft Outlook. 
Here’s another way to visualize it. The e-mail program generates data packets that pick up an additional layer of information each time an OSI layer is passed. When the data packet is created in the Application layer, data specific to that application is inserted in the data packet. When the data packet hits the Presentation layer, redirection information is added, and the data packet may even be restructured. The process continues for the data packet as it passes down through each layer of the OSI model.

But what happens when the data packet travels across a wire to another system? The second system’s Physical layer receives the packet. The second machine’s Data-link layer strips off and interprets the Data-link layer information the first system added, and so on, until the Application layer receives the packet with the application data.

(http://techrepublic.com.com/5100-6265-1031699.html )

2.Spamming

One of the problems with spam, and the reason why there is so much of it, is that it is so easy to create.
You only need to get some valid email addresses. With Microsoft Word you could easily format those addresses into lines of 100 addresses each, and then cut and paste those lines into the "To:" field of any normal e-mail program. Every time you push the "Send" button, which would be about once every 5 seconds, you would send it to 100 people.

There are a number of primary sources that people can get valid email addresses.

The first is newsgroups and chat rooms, especially on big sites like AOL. People (especially first-time users) often use their screen names, or leave their actual e-mail addresses, in newsgroups. Spammers use pieces of software to extract the screen names and e-mail addresses automatically. 

The second source for e-mail addresses is the Web itself. There are tens of millions of Web sites, and spammers can create search engines that spider the Web specifically looking for the telltale "@" sign that indicates an e-mail address. The programs that do the spidering are often called spambots. 

The third source is sites created specifically to attract e-mail addresses. For example, a spammer creates a site that says, "Win $1 million!!! Just type your e-mail address here!" In the past, lots of large sites also sold the e-mail addresses of their members. Or the sites created "opt-in" e-mail lists by asking, "Would you like to receive e-mail newsletters from our partners?" If you answered yes, your address was then sold to a spammer. 

Probably the most common source of e-mail addresses, however, is a "dictionary" search of the e-mail servers of large e-mail hosting companies like MSN, AOL or Hotmail. 

If you would like to send a lot of spam, then there are a number of companies set up to send "bulk e-mail." The largest of these companies are able to send billions of spam e-mail messages a day.
(http://computer.howstuffworks.com/spam.htm )

3.Virus-injection

There are many forms of viruses. One such form is the email virus. The email virus is a virus that is attached to an electronic mail (email). The user will open the email and the virus is disguised as an attachment. When the virus is downloaded and opened it begins to do its damage. Some forms of the virus will behave like the Melissa virus. This virus appeared in 1999 and caused many large companies to close down their email servers. The virus would basically replicate itself. When opened, it would create 50 new email messages and send them along with itself to the first 50 people in the user's address book. A similar virus, the ILOVEYOU virus, did almost the same thing. This virus sent emails to everyone in the user's address book. A more detailed description of these viruses can be found here.

Another form of viruses is the worm. The worm works in a way similar to the email virus in the sense of that it replicates itself. The worm, however, isn't sent through email. A worm typically does its damage in computer networks. It replicates itself and sends itself through the network. The University of Rhode Island residents experienced this form of virus first hand. At the beginning of the Fall 2003 semester, the Nachi and Welchi worms found their ways onto the URI network. These worms would "ping" random IP addresses at an incredible rate. Instead of pinging random bits of useless information the way a usual ping works, the worms would ping the bits that make up themselves. Once a computer at an IP address that was pinged received the ping, it would then act as a host for the worms. In this manner the worms managed to tie up the network and rendered it useless. A usually fast network was brought down by relatively small viruses. 

Another form of virus is the Trojan Horse (or Trojan.) The name fits rather well. Much like the ancient tale, a Trojan is a virus that is disguised as something else. The user might think it is a game or any other form of software but when opened the virus can do its damage. Some forms of Trojans are actually the programs they claim to be. The user runs the program thinking that nothing is going wrong but in the background the virus is running.
(http://www.uri.edu/personal2/kdocouto/ ) 

Generally, you cannot get a virus from simply reading e-mail. Certain types of today's viruses, like Klez, are different. They are very dangerous because you do not even have to open an e-mail attachment to release the virus. Just opening the e-mail itself can release the dangerous bug.
(http://www.aarp.org/computers-howto/Articles/a2002-07-18-virus.html)

4.4 Comparison between Email clients

In this report, I researched in 4 different email clients: outlook, Mozilla, sendmail and postfix. I looked for their main features, and compared these 4 products in two areas: security and Spam filtering. 

1.Major features

Outlook 2003:
	
	Arrange By Conversation   If you receive a lot of e-mail messages, you can now group messages in an e-mail conversation together in an arrangement that makes it easier to find and respond to conversations or "threads." To help you read your messages quickly, this arrangement initially displays only unread and Quick Flagged messages. With one click, you can expand the group to see the entire conversation, including messages you have already read. Because all messages in one conversation are presented together, you can avoid responding to an e-mail message only to discover later that someone else had already responded. 

	[image: image26.png]



	Enhanced privacy features   Messages in HTML format often include pictures or sounds. Sometimes these pictures or sounds are not included in the message itself but are instead downloaded from a Web server when the e-mail message is opened or previewed. Junk e-mail senders have used this capability to their advantage by including something called a "Web beacon" in these messages. A Web beacon notifies the Web server when you read or preview the message, thus validating the e-mail address and often resulting in more junk e-mail being sent to you. To help protect your privacy and combat Web beacons, Outlook is configured by default to block download of this external content from the Internet. If an e-mail message tries to connect unannounced to a Web server on the Internet, Outlook blocks that connection until you decide to view the content; however, e-mail messages from or to e-mail addresses or domain names on the Safe Senders and Safe Recipients Lists are treated as exceptions and the blocked content will be downloaded. This feature also allows you to avoid viewing potentially offensive messages and, if you are on a low-bandwidth connection, to decide whether an image warrants the time and bandwidth to download it.
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	Cached Exchange Mode   If you use a Microsoft Exchange Server e-mail account, it is recommended that you use Cached Exchange Mode. A local copy of your mailbox is stored on your computer, providing you with quick access to your information regardless of changing connection types.

The information in your local mailbox is frequently synchronized with the Exchange server. If your connection to the Exchange server is interrupted, you can continue to work with your information. When a connection is restored, Outlook automatically synchronizes changes. The folders and items are once again identical.

There is no need to switch to offline — you can keep working when a connection isn't available. You don't have to keep trying to reconnect to the server — Outlook 2003 does that automatically. Cached Exchange Mode also frees you from having to set up Send/Receive groups, picking folders you want available offline and keeping those folders synchronized.
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	Exchange Server access through the Internet (RPC over HTTP)   Outlook can now connect to a Microsoft Exchange Server 2003 through the Internet without the need to use slow and sometimes unavailable virtual private network (VPN) connections. This feature allows you to remotely access your Exchange Server 2003 account from the Internet when you are working outside your organization’s firewall without any special connections or hardware, such as smart cards and security tokens.
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	Unique signature per account   Use a different default e-mail signature for each e-mail account.
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	Unicode Support   Outlook supports the Unicode text encoding standard, which allows Outlook to display text correctly, no matter what language it's written in, provided the operating system supports the characters specific to that language.
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	POP enhancements   Download speed has been significantly increased, and you now get detailed progress information.
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	Support for ink devices  Quickly provide input by adding your own handwriting to Office documents on a Tablet PC as you would using a pen and a printout.


(http://office.microsoft.com/assistance/preview.aspx?AssetID=HA010714981033&CTT=1&Origin=EC790000701033&QueryID=3cn5KWB3p0&Query=new+feature+of+outlook2003&Scope=HP%2cHA%2cRC%2cFX%2cXT )

Mozilla Thunderbird:

	support changing of username and hostname for existing accounts

	view all headers

	Prefill Filter

	Labels

	Quick Search

	custom headers (search and filters)

	Addressbook advanced search

	Addressbook quick search

	mailnews extensions (account manager)

	S/MIME

	MDN (return receipts)

	shared folders (IMAP)

	LDAP over SSL

	LDAP replication


	LDAP directories into addressbook (making autocomplete LDAP directories show up, exposing edit, remove, add LDAP addressbook UI)


Since Netscape 7.0, other features have landed on the trunk:
	filter after the fact

	filter logging

	multiple filter actions

	filter by addressbook

	mailviews

	palm sync (currently win32 only)

	Choice of mail notification sound

	multiple file attachment to compose window

	Allow ability to reuse existing standalone message window

	"customizable" toolbars

	news filters


In addition to the feature set found in Mozilla Mail, Mozilla Thunderbird has several new features and improvements to make your mail and new experience better. Highlights include:

· The ability to customize your toolbars the way you want them. Choose View / Toolbars / Customize inside any window. 

· UI extensions can be added to Mozilla Thunderbird to customize your experience with specific features and enhancements that you need. Support for extensions. Extensions allow you to add features particular to your needs such as offline mail support. A full list of available extensions can be found here. 

· A new look and feel. Thunderbird also supports a large number of downloadable themes which alter the appearance of the client. 

· An addressing sidebar for mail compose which makes it easy and convenient to add address book contacts to emails. 

· Online help includes a FAQ, tips and tricks and other useful information. 

· Simplified preferences UI and menus. 

· Footprint and performance improvements. 
Postfix:

· Performance. Postfix is up to three times as fast as its nearest competitor. A desktop PC running Postfix can receive and deliver a million different messages per day. Postfix uses web server tricks to reduce process creation overhead and uses other tricks to reduce file system overhead, without compromising reliability. 

· Compatibility. Postfix is designed to be sendmail-compatible to make migration easy. Postfix supports /var[/spool]/mail, /etc/aliases, NIS, and ~/.forward files. However, Postfix also attempts to be easy to administer, and therefore it does not use sendmail.cf. 

· Safety and robustness. Postfix is designed to behave rationally under stress. When the local system runs out of disk space or memory, the Postfix software backs off, instead of making the problem worse. By design, no Postfix program keeps growing as the number of messages etc. increases. Postfix is designed to stay in control. 

· Flexibility. Postfix is built from over a dozen little programs that each perform only one specific task: receive a message via SMTP, deliver a message via SMTP, deliver a message locally, rewrite an address, and so on. Sites with specific requirements can replace one or more little programs by alternative versions. And it is easy to disable functionality, too: firewalls and client workstations don't need local delivery at all.
· Multiple transports. In the past the author has configured Sendmail systems that could relay between Internet, DECnet, X.400 and UUCP. Postfix is designed to be flexible enough that it can operate in such environments without requiring virtual domain or alias kludges. However, the initial release only talks SMTP, and has only limited support for UUCP. 
· Virtual domains. In the most common case, adding support for a virtual domain requires change to only a single Postfix lookup table. Other mailers usually need multiple levels of aliasing or redirection to achieve the same result. 
· Table lookups. Postfix does not yet implement an address rewriting language. Instead it makes extensive use of table lookups. Tables can be local dbm or db files, or networked NIS or NetInfo maps. Adding support for other lookup mechanisms is relatively easy. 
(http://www.postfix.org/goals.html )

SendMail:

· SMTP Authentication.- Historically, SMTP was an anonymous service .In 8.9, promiscuous relaying turned off –access based on host Not a complete solution for remote users SMTP Authentication provides for user authentication to the mail server Defined in RFC 2554, based on SimpleAuthentication and Security Layer (SASL) RFC 2222
· STARTTLS (8.11 Only)- Provides transport layer security (TLS) as specified in RFC 2478 TLS is a newer version of SSL Uses public and symmetric key cryptography and X.509 digital ceritificates Allows for strong encryption between MUA &MTA and between two MTAs NOTE: It is *NOT* end to end encryption Can provide authentication.

· Digital Certificates- Used to establish trust Certificate Authority Trusted authority which signs other digital certificates Thawte, Equifax, Verisign, etc. or roll your own Server Certificate Certificate used for incoming connections Identifies mail server to connecting client Client Certificate Certificate used for outgoing connections Identifies connecting client to mail server Often the same as server certificate sendmail now supports IPv6 using the API specified by RFC 2553 with some glue for systems with RFC 2133 APIs
· LDAP Improvements
· Improved Mail Hosting
2. Security
Outlook 2003:

· Password:

Currently there is no way to password protect Outlook on startup or to lock Outlook if you need to quickly walk away from your computer other than by using your Microsoft Windows® logon password or by using third-party software written specifically to password protect Outlook. However, you can set a password on your Personal Folders file (.pst) (Personal Folders file (.pst): Data file that stores your messages and other items on your computer. You can assign a .pst file to be the default delivery location for e-mail messages. You can use a .pst to organize and back up items for safekeeping.). If you use an Internet e-mail account in Outlook, such as a POP3 (POP3: A common protocol that is used to retrieve e-mail messages from an Internet e-mail server.) or HTTP (HTTP (Hypertext Transfer Protocol): Protocol that is used when you access Web pages from the Internet. Outlook uses HTTP as an e-mail protocol.) account, your e-mail messages are delivered to a .pst data file on your computer's local hard disk. You can use a password on your .pst file to help prevent accidental intrusion by other people whom you share your computer with.

· Digital Signatures:

Microsoft Office 2003 uses Microsoft Authenticode technology to enable you to digitally sign (digital signature: An electronic, encryption-based, secure stamp of authentication on a macro or document. This signature confirms that the macro or document originated from the signer and has not been altered.) a file or a macro project (macro project: A collection of components, including forms, code, and class modules, that make up a macro. Macro projects created in Microsoft Visual Basic for Applications can be included in add-ins and in most Microsoft Office programs.) by using a digital certificate (digital certificate: Attachment for a file, macro project, or e-mail message that vouches for authenticity, provides secure encryption, or supplies a verifiable signature. To digitally sign macro projects, you must install a digital certification.). The certificate used to create this signature confirms that the macro or document originated from the signer, and the signature confirms that it has not been altered. When you set the macro security level, you can run macros based on whether they are digitally signed by a developer on your list of trusted sources.

· Encrypt messages

Encrypting a message protects the privacy of the message by converting it from plain, readable text into cipher (scrambled) text. Only the recipient who has the private key (private key: The secret key kept on the sender's computer that the sender uses to digitally sign messages to recipients and to decrypt (unlock) messages from recipients. Private keys should be password protected.) that matches the public key you used to encrypt the message can decipher the message. This is a separate process from digitally signing a message.

(http://office.microsoft.com/assistance/category.aspx?TopLevelCat=CH790018071033&CategoryID=CH010393791033&CTT=4&Origin=CH790018070000 )

Mozilla Thunderbird:

Mozilla Thunderbird provides enterprise and government grade security features such as S/MIME, digital signing, message encryption, support for certificates and security devices.Unlike many other products, Mozilla Thunderbird doesn't allow scripts to run by default. This results in a more secure product than other mail clients on the market and helps stop the spreading of worms and viruses on the Web.
(http://texturizer.net/thunderbird/features.html )

Postfix:

Postfix uses multiple layers of defense to protect the local system against intruders. Almost every Postfix daemon can run in a chroot jail with fixed low privileges. There is no direct path from the network to the security-sensitive local delivery programs - an intruder has to break through several other programs first. Postfix does not even trust the contents of its own queue files, or the contents of its own IPC messages. Postfix filters sender-provided information before exporting it via environment variables. Last but not least, no Postfix program is set-uid.
(http://www.postfix.org/goals.html )

Sendmail:

Using PGP.

Sendmail is no longer installed set-user-ID to root, which avoids local exploits.
Provides transport layer security (TLS)
Offer SMTP Authentication.

Digital Certificates
(http://www.sendmail.org/secure-install.html )

Comparison:

For Outlook and Mozilla, they both use digital signature, message encryption, s/mime. Outlook user can add password on its own datafile. Mozilla says it doesn't allow scripts to run by default.
For postfix, it doesn’t mention about digital signature or message encryption. Instead, it talks about the use of multiple layers. Neither of these two products uses set-user-id any more. Sendmail encourages user to use PGP, and it also use digital signature and message encryption.

About S/MIME and PGP:

Security services can be added to each communication link along a path, or it can be wrapped around the data being sent, so that it is independent of the communication mechanism. This latter approach is often called "end-to-end" security and it has become a very important topic for users. 
The two basic features of this type of security are privacy (only the intended recipient can read the message) and authentication (the recipient can be assured of the identity of the sender). The technical capabilities for these functions has been known for many years, but they have only been applied to Internet mail recently. 

There are currently two actively proposed methods for providing these security services: S/MIME and PGP (both in its early incarnation as PGP/MIME, and as the new OpenPGP standard). Other protocols have been proposed in the past (most notably PEM and MOSS), but they did not garner much interest in the market. However, many major Internet mail vendors have begun to ship products using S/MIME, PGP/MIME, and OpenPGP. 

These services typically include authentication of the originator and privacy for the data. They can also provide a signed receipt from the recipient. At the core of these capabilities is the use of public key technology and large-scale use of public keys requires a method of certifying that a given key belongs to a given user.
(http://www.imc.org/smime-pgpmime.html )

3.Spam 

outlook:

The new Junk E-mail Filter is designed to work with other Outlook 2003 features to help prevent many of the unwanted e-mail messages that you receive every day. It uses state-of-the-art technology developed by Microsoft Research to evaluate whether a message should be treated as junk e-mail based on several factors, such as the time it was sent and the content of the message. The filter does not single out any particular sender or type of message; it is based on the content of the message in general and uses advanced analysis of the structure of the message to determine the probability that it is junk e-mail. By default, this filter is set to a low setting that is designed to catch the most obvious junk e-mail. Any message that is caught by the filter is moved to a special Junk E-mail folder, where you can retrieve or review it at a later time.

You can add message senders to the Safe Senders List so that their messages will never be treated as junk e-mail. Contacts are automatically trusted by default, so messages from people in your Contacts folder will also never be treated as junk e-mail. You can configure Outlook to only accept messages from the Safe Senders List, giving you total control over which messages reach your Inbox. You can easily block messages from a certain e-mail address or domain name by adding the sender to the Blocked Senders List. If you belong to a mailing list, you can add the address for the list to your Safe Recipients List so that messages sent to the mailing list will not be treated as junk e-mail. In addition, if you are using a Microsoft Exchange Server e-mail account, messages from within your organization will never be treated as junk e-mail, regardless of the content of the message.
(http://office.microsoft.com/assistance/preview.aspx?AssetID=HA010714981033&CTT=1&Origin=EC790000701033&QueryID=3cn5KWB3p0&Query=new+feature+of+outlook2003&Scope=HP%2cHA%2cRC%2cFX%2cXT )

Mozilla:

Use bayesian spam filters - Mozilla’s Junk Mail Controls feature can evaluate your incoming messages and identify possible junk (or unsolicited) messages. The feature uses the Bayesian classification method, which requires that you first train Mozilla by showing it a bunch of mail that is junk, and a bunch of mail that is not.Then, you let it auto-classify new mail for you. If Mozilla makes any mistakes, you can correct them.
(http://www.mozilla.org/start/1.4/extra/using-junk-control.html )

Postfix:

UCE control. Postfix can restrict what hosts can relay their mail through a Postfix system, and supports restrictions on what mail is allowed to come in. Postfix implements the usual suspects: blacklists, RBL lookups, HELO/sender DNS lookups. Content filtering hasn't been implemented yet.
(http://www.postfix.org/goals.html )

Sendmail:
The primary anti-spam features available in sendmail are: 

· Relaying is denied by default. 

· Better checking on sender information. 

· Access database. 

· Header checks. 

Relaying (transmission of messages from a site outside your host (class {w}) to another site except yours) is denied by default. Note that this changed in sendmail 8.9; previous versions allowed relaying by default. If you really want to revert to the old behaviour, you will need to use FEATURE(`promiscuous_relay'). You can allow certain domains to relay through your server by adding their domain name or IP address to class {R} using RELAY_DOMAIN() and RELAY_DOMAIN_FILE() or via the Access Database. Note that IPv6 addresses must be prefaced with "IPv6:". The file consists (like any other file based class) of entries listed on separate lines.
(http://www.sendmail.org/m4/anti_spam.html )

Comparison: Outlook and Mozilla’s spam filter can analyze the content of the email, to see if it is a junk mail. Postfix and Sendmail control junk mail mainly by control where is the mail from. 
4.5 Open source Mail Servers

Initially I intended to compare the windows exchange server with Linux mail servers. I wrote a report on it, but Mr. Chan said the information was not useful at all, because in my report there wasn’t any essential information about the mail servers. (Architecture of server, how server works…) These information can’t be found on each company’s website as they are commercial secrets. So Mr. Chan advised me to change the direction to open source mail servers, which has plenty information to look at.

I chose Bynari server and Kolab server as my research objective.

1. Bynari Insight Server
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(http://www.bynari.net/public/Documentation/Literature/Insight%20Server/InsightServer%204.1%20Brochure.pdf)
Major components of Insight server

	Component
	Description

	Web Administration Console
	Provides a http interface for easy administration of all tasks for Insight Server

	Web Client
	Http interface for the user to retrieve mail, tasks, calendaring, etc.

	Apache
	Provides the interface for the web admin console and web client and makes available any Free/Busy information that is published.

	ProFTPD
	Interface that accepts and publishes Free/Busy information to the Apache Component

	OpenLDAP
	Contains all user accounts/addresses and is the means for authentication of each user.

	Postfix
	This is the Message Transfer Agent (MTA) responsible for communicating mail to the proper location.

	
Cyrus IMAP
	Enables each user to connect to the mail store and access their mail by indexing where each user's mailbox is located



[image: image34]
(http://www.bynari.net/index.php?id=3570 )

2. Kolab server

Major Components of Kolab Server:
	OpenLDAP
	LDAP is used as the cornerstone for Kolab. All authentication, be it the web admin interface or POP3/IMAP mailbox access uses LDAP as the password store through SASL. Key configuration parameters are also stored in LDAP and automatically applied to configuration files after a change occurs. When you create a new user in LDAP, the Cyrus mailbox is automatically generated for you. 

	Postfix
	The mail transfer agent (MTA) for Kolab server. Postfix is easy to configure and has a Sendmail compatibility interface for administrators who are familiar to Sendmail. 

	Cyrus IMAP
	Cyrus provides IMAP as well as POP3 access to user mailboxes. It supports key features such as ACL (Access Control Lists) that allows more than one user to share mailboxes and folders and supports the Sieve mail processing language, this allows Auto Actions such as Auto-Forward and Auto-Reply on mailboxes. Cyrus is also highly scalable.

	Apache
	Apache is used for the web administration interface as well as to provide WEBDAV access to Free/Busy information for the mail clients. Soon Kolab will be using Apache and PHP to provide webmail access with groupware functionality. 

	ProFTPd 
	ProFTPd is used by legacy clients to upload Free/Busy information to the Kolab server

	SASL
	SASL (the Simple Authentication and Security Layer) is used by all the components and uses OpenLDAP as the store for Authentication information. 


	


(http://kolab.org/ )

Support protocol:

LDAP, FTP, SMTP, IMAP, POP3, HTTP, HotSync Protocol.

Used file standards:

· multi-part MIME email as standardized by the IETF 

· vCal and vCard as standardized by the Internet Mail Consortium

Sending Email:

The Kolab server runs the Postfix Mail Transfer Agent (MTA) and acts as SMTP relay for all users. It is however possible to decouple this functionality from the mailboxes and establish it on another server, for load-sharing and high availability purposes. Security is provided using two methods:
1. on application level: Email can be encrypted using PGP/GPG 

2. on the transport level: the SMTP relay accepts SMTP over TLS connections 

For compatibility reasons, plain SMTP is also supported.

Receiving Email:

Users read their email via IMAP over TLS on the Kolab server. New user accounts are created on the Kolab server only within IMAP (not as regular GNU/Linux accounts), using the mailbox name user.<username>. The latter is a requirement resulting from the Cyrus IMAP daemon.
The Postfix MTA on the groupware server delivers email for local users to the Cyrus IMAP Daemon via the Local Mail Tranport Protocol (LMTP) to their respective IMAP mailboxes, which are implemented in the maildir format (not traditional mbox style, every email is a regular GNU/Linux text file).

The emails are then further processed by the users client desktop application. Note that Cyrus maps the above mentioned mailbox user.<username> to a configurable directory tree within the Kolab servers filesystem. The email messages are transferred via IMAP synchronization to the client application. This synchronization functionality also provides the required offline functionality.

The messages are identified via a unique id. Optionally, users can physically receive their email messages via POP3 over SSL from the groupware server and the further processing is done locally on the client. For compatibility reasons, plain IMAP and unencrypted POP3 message transfers are also supported.

Note that at this point every SMTP and IMAP capable email Client can access a Kolab server's mailboxes and distribute email messages via the Kolab server, provided the server IP address, the username and the corresponding password. 

Vacation Functionality

The vacation functionality is configured by the user via a simple webinterface available via HTTPS provided by the Kolab server. The actual vacation functionality is implemented on the server using Sieve (IETF RFC 3028). A open source implementation of this scripting language for the Cyrus IMAP daemon is available.

Note that Sieve's capabilities reach far beyond a simple vacation functionality. Therefore we gain great flexibility for future extensions. The server side scripting is a sensitive area though, as such activities run contrary to server scalability and performance and therefore must be used with caution if we intend scalability to many thousands of users on commodity hardware.

Contacts, Address book, groupware calendar, Notes, Task lists

The client application stores contacts in the IMAP subfolder named "Contacts" the Kolab server. The actual entries are represented as multi-part MIME emails with included vCard address data as MIME parts.

The global address book is stored inside a LDAP directory running on the Kolab server, driven by OpenLDAP v2 (implementing LDAP protocol version 3). The clients access it by using the LDAP v3 protocol. The GUI on the client provides read only access to all address data stored inside the directory.

Calendar entries are stored in the users IMAP sub folder "Calendar" on the Kolab server. Physically they are represented as multi-part MIME emails with the information stored in vCal format encapsulated in a MIME part.

Notes are stored on the Kolab server inside the users IMAP sub folder "Notes" "). Physically, they are represented as multi-part MIME emails with the actual note being a MIME part. 

Task lists are stored on the Kolab server inside the users IMAP sub folder "Tasks" Physically, they are multi-part MIME emails with the actual task list data being a MIME part and following the vCal standard (vToDo, IETF RFC 2446). 
The communication between the clients

In principle all information is exchanged via multi-part MIME email messages between the KDE clients. The receiving user decides about every incoming event, note, task list, etc. and depending on the decision the KDE client application moves the email to the corresponding IMAP folder for further processing. Therefore the client application has means to detect the type of an incoming email and classify it into one category out of note, task list, contact, calendar event, and ordinary email.

About the free-busy list

KDE clients can optionally (and should) publish their own calendar summary information on the Kolab server. Using this information, other users can check for availability of desired attendees for a proposed calendar event before issuing the actual invitation. Therewith a meeting can be scheduled more efficiently and according to the attendee's free time slots.

A free-busy file follows the vCal format and contains only the calendar event time data for a given user. The user can choose how long into the future his free-busy information should be published on the Kolab server. On the Kolab server all free-busy data is stored and is accessable in different ways for legacy and KDE clients.

The KDE clients store their "Free-Busy" information on the Kolab server using Web-DAV for upload and HTTPS for download. The legacy clients use anonymous FTP to upload their free-busy information into the very same directory as the KDE clients do. Accessing the free-busy information is done via HTTP on the legacy clients.

(http://kroupware.kolab.org/architecture-1.1/index.html )

Kolab server architecture
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______________________________________________________

4.6 Connection between Email Serves and Clients

After researched in both the Mail servers and clients, I tried to find the connection between them. The diagram below shows the links between different servers and clients:

Outlook users can connect to Exchange server directly.

Linux desktop users can connect to Linux server directly.

Outlook users can connect to Linux server by installing Bynari Insight connector first.

Linux users can connect to Exchange server by installing Novell Evolution connector first.

Kolab server is a free Linux server.








Block diagram of connection between mail servers and clients

_____________________________________________________

4.7 Email-related protocols & standards on OSI-7 Model
At last, I researched in all the email-related protocols and standards, to see which layers they work on and how they can be used in email system. I started my research by focusing on all the protocols and standards used in both the Bynari server and Kolab server. I gathered the results in the table below.

1. Email-related Protocols:

LDAP, SMTP, IMAP, POP3, HTTP, LMTP, FTP.

LDAP: LDAP stands for Lightweight Directory Access Protocol. As the name suggests, it is a lightweight protocol for accessing directory services, specifically X.500-based directory services. LDAP runs over TCP/IP or other connection oriented transfer services. Nowadays many LDAP servers are implemented using standard RDBMSes underneath and they talk to the rest of the world via XML documents served over HTTP. (As it is served over HTTP, it should be an application layer protocol)

(http://philip.greenspun.com/seia/glossary) 

SMTP: Short for Simple Mail Transfer Protocol, a protocol for sending e-mail messages between servers. Most e-mail systems that send mail over the Internet use SMTP to send messages from one server to another; the messages can then be retrieved with an e-mail client using either POP or IMAP. In addition, SMTP is generally used to send messages from a mail client to a mail server. (SMTP is an application layer protocol) 

(http://www.webopedia.com/TERM/S/SMTP.html) 

IMAP: Short for Internet Message Access Protocol, a protocol for retrieving e-mail messages. The latest version, IMAP4, is similar to POP3 but supports some additional features. For example, with IMAP4, you can search through your e-mail messages for keywords while the messages are still on mail server. You can then choose which messages to download to your machine. (IMAP is an application layer protocol)

(http://www.webopedia.com/TERM/I/IMAP.html)

POP3: POP3 (Post Office Protocol 3) is the most recent version of a standard protocol for receiving e-mail. POP3 is a client/server protocol in which e-mail is received and held for you by your Internet server. Periodically, you (or your client e-mail receiver) check your mail-box on the server and download any mail, probably using POP3. This standard protocol is built into most popular e-mail products, such as Eudora and Outlook Express. It's also built into the Netscape and Microsoft Internet Explorer browsers. POP3 is designed to delete mail on the server as soon as the user has downloaded it. However, some implementations allow users or an administrator to specify that mail be saved for some period of time. POP can be thought of as a "store-and-forward" service. (POP3 is an application layer protocol)

(http://www.webopedia.com/TERM/S/SMTP.html )

HTTP: HTTP (Hypertext Transfer Protocol) is the set of rules for transferring files (text, graphic images, sound, video, and other multimedia files) on the World Wide Web. As soon as a Web user opens their Web browser, the user is indirectly making use of HTTP. HTTP is an application protocol that runs on top of the TCP/IP suite of protocols. (HTTP is an application layer protocol)

(http://searchwebservices.techtarget.com/sDefinition/0,,sid26_gci214004,00.html )

LMTP: The Local Mail Transfer Protocol or LMTP is a derivate of SMTP, the Simple Mail Transfer Protocol.
It is designed as an alternative to normal SMTP for situations where the receiving side does not have a mail queue, such as a Mail Delivery Agent MDA that understands SMTP conversations. (LMTP is an application level protocol, which runs on top of TCP/IP.)

(http://www.fact-index.com/l/lm/lmtp.html )

FTP: File Transfer Protocol (FTP), a standard Internet protocol, is the simplest way to exchange files between computers on the Internet. Like the Hypertext Transfer Protocol (HTTP), which transfers displayable Web pages and related files, and the Simple Mail Transfer Protocol (SMTP), which transfers e-mail, FTP is an application protocol that uses the Internet's TCP/IP protocols. FTP is commonly used to transfer Web page files from their creator to the computer that acts as their server for everyone on the Internet. It's also commonly used to download programs and other files to your computer from other servers. (http://searchnetworking.techtarget.com/sDefinition/0,,sid7_gci213976,00.html )
2. Email-related Standards:

Multi-part MIME, vCal and vCard, PGP/GPG, SASL, SSL/TLS, Sieve

SASL: is the Simple Authentication and Security Layer, a method for adding authentication support to connection-based protocols. To use SASL, a protocol includes a command for identifying and authenticating a user to a server and for optionally negotiating protection of subsequent protocol interactions. If its use is negotiated, a security layer is inserted between the protocol and the connection.

(http://asg.web.cmu.edu/sasl/ ) 

Secure Sockets Layer (SSL)/TLS: A proposed open standard that was developed by Netscape Communications for establishing a secure communications channel to prevent the interception of critical information, such as credit card numbers. The SSL protocol runs above TCP/IP and below higher-level protocols such as HTTP or IMAP. The new Internet Engineering Task Force (IETF) standard called Transport Layer Security (TLS) is based on SSL.

(http://office.microsoft.com/en-us/assistance/HP052822821033.aspx )

MIME: Short for Multipurpose Internet Mail Extensions, a specification for formatting non-ASCII messages so that they can be sent over the Internet. Many e-mail clients now support MIME, which enables them to send and receive graphics, audio, and video files via the Internet mail system. In addition, MIME supports messages in character sets other than ASCII. There are many predefined MIME types, such as GIF graphics files and PostScript files. It is also possible to define your own MIME types. In addition to e-mail applications, Web browsers also support various MIME types. This enables the browser to display or output files that are not in HTML format. A multipart type typically used for email attachments. (MIME is in application layer)

(http://www.webopedia.com/TERM/M/MIME.html) 

PGP: PGP is one of the most common and effective ways to protect messages on the Internet. PGP stands for pretty good privacy. It is free and easy to use. PGP is based on the public-key method. There are two --one is a public key that you give out to anyone from whom you want to receive a message. The other is a private key that you use to decrypt messages that you receive. You need the PGP encryption package to encrypt a message using PGP. This is available for free from a number of sources, including the official repository at MIT.

(www.monstercommerce.com/shopping_cart_glossary/shopping_cart_glossary_p.asp )
vCard: vCard is an electronic business card. vCard was developed by the Versit consortium founded by Apple, ATandT, IBM, and Siemens, which turned the specification over to an industry group, the Internet Mail Consortium (IMC) in 1996. The vCard specification makes use of the "person" object defined by the CCITT X.500 Series Recommendation for Directory Services and can be considered an extension of it. A vCard contains a name, address information, date and time, and optionally photographs, company logos, sound clips, and geo-positioning information. vCards carry vital directory information such as name, addresses (business, home, mailing, parcel), telephone numbers (home, business, fax, pager, cellular, ISDN, voice, data, video), email addresses and Internet URLs (Universal Resource Locators). All vCards can also have graphics and multimedia including photographs, company logos, audio clips such as for name pronunciation Geographic and time zone information in vCards let others know when to contact you. Of course, vCards support multiple languages. The vCard spec is transport and operating system independent so you can have vCard-ready software on any computer. vCards are Internet friendly, standards based, and have wide industry support. 

vCalendar: The Basis for Cross-Platform Scheduling
vCalendar defines a transport and platform-independent format for exchanging calendaring and scheduling information in an easy, automated, and consistent manner. It captures information about event and "to-do" items that are normally used by applications such as a personal information managers (PIMs) and group schedulers. Programs that use vCalendar can exchange important data about events so that you can schedule meetings with anyone who has a vCalendar-aware program.
(http://www.ericlindsay.com/computer/vcard.htm)

Sieve: Sieve is a language that can be used to create filters for electronic mail. It is not tied to any particular operating system or mail architecture. It requires the use of RFC822-compliant messages, but otherwise should generalize to other systems that meet these criteria.

(http://www.cyrusoft.com/sieve/ )

3. Table

	OSI-7 Layer
	Email-related protocols or standards
	The functionality of the protocols/standards in email system

	Application
	SMTP
	Send email messages between servers or client and server

	
	POP3
	Retrieve email messages

	
	IMAP
	Retrieve email messages

	
	HTTP
	Web mail user browse email through HTTP

Administrate the email server by HTTP interface

Outlook user can connect to an Exchange server through the Internet using RPC over HTTP

	
	LMTP
	Alternative to normal SMTP

	
	LDAP
	In kolab server, LDAP keeps the central user data including credentials

	
	MIME
	MIME allows your mail client to send and receive things like spreadsheets and audio, video and graphics files via Internet mail.

A multipart type typically used for email attachments.

	
	PGP
	Email is encrypted using PGP at application level

	
	SASL
	SASL is used by all the components in Kolab server and uses OpenLDAP as the store for Authentication information.

	
	Sieve
	Language Used to create email filters

	
	FTP
	In kolab server, windows clients can publish their free-busy lists via anonymous FTP on the server

	
	vCal & vCard
	A file standards used by kolab server

Can be attached in the email, store the information about the user. 

	Presentation
	SSL/TLS
	Authenticate the server to the client.

Establish an encrypted SSL connection

the SMTP relay accepts SMTP over TLS connections

	Session
	RPC
	Microsoft Outlook communicates with the Exchange server using remote procedure call (RPC) 

	Transport
	TCP
	the SMTP relay accepts SMTP over TLS connections

	Network
	IP
	


______________________________________________________

5. Achievement
During this 8-month time, I learned much new knowledge. I feel this project is the most rewording course I have learned during my 4-year studies in the University. It helps us bridging the gap between tertiary study and industrial work, by leading us to use the theories we learnt in real life applications. My main achievements from this project are:

· Gain a good understanding of researching skills
· Understand many new technologies from different areas

· Understand how to apply academic knowledge and the knowledge gained from research in a commercial environment  

· Understand how to work as a team, and how to learn from the whole team

· Get in touch with the real commercial environment; understand which procedures are needed for developing a new product
6. Conclusion
First of all, I have to thank my supervisor Mr. Chan. He organized the whole project schedule for us, led us on to the right track, gave us useful suggestion and feedback, taught us the real commercial procedure. I really learned a lot from him, and it is impossible for me to finish the project without his help.

I also have to thank Maro and Gisela, they also help us a lot. Thank you for holding each seminar for us and gave us many useful suggestion on the project.

I worked very well with my other group members, Corrine and Fei. Although we worked on different topics, we can still learned from each other. Especially when we did presentation to each other, we really gained much new knowledge.

By finishing this project, I feel I gained a lot. I was able to apply the knowledge from the following courses into the real commercial environment:

· Data Communications (Infosys 224)

· Data Communications Fundamentals (Compsci 314)

· Operating Systems (Compsci 340)

· Data Communications and Networks (Compsci 742)
The company also benefited from us. Both Corrine and Fei joined in the Azual project, they definitely helped developing the product. I was in the Linux project, my research information will help the company to train the consultants and make the decision. (My report on APT and RPM has helped the company to deal with the dependency problem)

In conclusion, this project is really useful for us to bridge the gaps between the tertiary study and industrial work, and it is probably the most useful course in my Bachelor programme.
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