Btech Project Report

v0.2



26 March 04



Memory Performance Property

Introduction:

If  you look up the definition of the word “Performance” on the web , you can get many different explanations, one of them is “A major factor in determining the overall productivity of a system, performance is primarily tied to availability, throughput and response time.” When people talk about “Memory Performance” , they usually mean the speed of the Memory – how fast instructions and data being used in a process can be brought into the processor from main memory or sent back to it. This is also the main function of the memory.
Before talking about memory performance property , let’s see some basic concepts relating to memory.

1.Speed Rating : 
SDRAMs are often rated in two way , one is using a nanosecond (the maximum speed at which the SDRAM module can burst data onto the bus), the other is using its maximum frequency , in MHz. This is really the same thing, just expressed in a different way: for example, an SDRAM module with a 10ns rating would be called instead a "100 MHz SDRAM". 100 MHz is 100 million cycles per second, which is the reciprocal of 10ns, one-hundred-millionth of a second per cycle.

(April 17, 2001)

(http://www.pcguide.com/ref/ram/timing.htm)

2.Data Bus : 
The bus used to carry data . The width and clock rate of the data bus determine its data rate (the number of bytes per second it can carry), which is one of the main factors determining the processing power of a computer. If the  processor is designed to use a 32-bit bus, meaning that 32 bits of data can be transferred at once. Some processors have an internal data bus which is wider than their external bus in order to make external connections cheaper while retaining some of the benefits in processing power of a wider bus.

(http://www.hyperdictionary.com/search.aspx?define=data+bus)

3. CAS latency :  
CAS(Column Access Strobe), Simply put, CAS Latency is a number that refers to the ratio - rounded to the next higher whole number - between column access time and the clock cycle time. It is derived from dividing the column access time by the clock frequency, and raising the result to the next whole number. 
For example, if the tCAC is 20 nanoseconds and the tCLK is 10 ns. (as with a 100 Mhz. bus), then the CL must be 2. However, if tCAC is 25 ns., then CL must be 3, since 25/10 = 2.5.
4. RAS-to-CAS delay :
Time between RAS and CAS access divide by the clock cycle time (rounded to the next higher whole number )

5. RAS precharge time  :  
Time to switch between memory banks divide by the clock cycle time (rounded to the next higher whole number)

(Sep 22, 1999)

http://www.sysopt.com/articles/latency/
6.bank: 
Stack the outputs of multiple modules together into one RAM bank

(http://www.arstechnica.com/paedia/r/ram_guide/ram_guide.part1-6.html)

7.SIMM: 
Single inline memory module is the technology used to physically attach DRAM to the computer. SIMMs are used to offer up to 32 bits of data at a time. This was fine for the first Pentium computers and Apple's PowerPC Macintoshes, but, as technology progressed forward SIMMs were deemed too slow and were eventually replaced by newer DRAM technology. Only Pentiums and pre-G3 Macs use SIMM-style RAM.
8. DIMM: 
Dual inline memory modules replace SIMMs. They offer twice the data path of SIMMs: 64 bits vs. 32 bits. This style of RAM packaging has long since overtaken SIMM and is used on all modern PCs and G3 and later Mac's. 

(http://www.techtv.com/callforhelp/features/jump/0,24331,3347557,00.html)

Now we can talk about the  properties which influence the memory performance:

1.Capacity of the ram : 
Of course the capacity of the ram will influence the memory performance , the more capacity we have in memory , the more data can be stored in memory , so it will save a lot of time on swapping data into or out of the memory .
A PC with more RAM will run more programs simultaneously, handle larger data files (such as those with complex graphic images), and generally exhibit better system performance.
(By Stephen J. Bigelow )
(April 9, 2002)
(http://www.pcmag.com/article2/0,1759,2017,00.asp)

2.Maximum Frequency: 
Now , the common frequency of the RAM are measured in MHz , which means the RAM can run several million cycles per second. For example: if  the maximum frequency of a  RAM is 100MHz , it can run maximum100 million cycles per second, which is the reciprocal of 10ns, one-hundred-millionth of a second per cycle. So the greater the maximum frequency , the more work it can do in same amount of time.

3.Latency/Timing :

Latency is the time it takes for the memory devices, after getting a command and address to produce its first data word. CAS latency is the clock cycles between the issuance of the read command and when the data comes out. This is a critical element of speed for PC100/133 memory. DIMMs with CAS latency 2 are faster than DIMMs with CAS latency 3. An 8ns DIMM with CAS latency 2 is faster than a 6ns DIMM with CAS latency 3. 
(http://www.satech.com/whatkinofmem1.html)

Since the column access timings are static, the faster the internal clock speed (66, 100, 133+) the harder a lower CAS rating is to achieve. RAS (Row Access Strobe) precharge time and RAS-to-CAS delay are also memory latency ratings that are derived from the memory access times. For each of the CAS latency, RAS-to-CAS delay, and RAS precharge time options, the lower the number, the faster the memory timings and potential performance.
(by Vince Freeman: January 23, 2001)
(http://www.sharkyextreme.com/hardware/guides/memory_perf/index.shtml)

4.Different memory module:

Different memory module could also influence the memory performance, such as DIMM and SIMM.

We know that the width and clock rate of the data bus determine its data rate. For example: SDRAM certified to run at 100 MHz was dubbed PC100 SDRAM, and it is available in 168-pin dual in-line memory modules (DIMMs). Since each DIMM offers a 64-bit data bus, the peak bandwidth for SDRAM is 800 MBps (8 bytes x 100 MHz). This means a PC100 SDRAM DIMM can ideally pass up to 800 MBps between the DIMM and motherboard .

(http://www.pcmag.com/article2/0,1759,1166949,00.asp)

Here if we use SIMM ,which only offers up to 32-bit data bus, the peak bandwidth for it will only be 400 MBps ,which means we need a pair of SDRAM in SIMM to achieve the same bandwidth as DIMM.

5.Use multiple banks:
The advantage to having multiple banks on one DIMM is that each bank can have a row (or "page") active and waiting to spit out data. From the previous edition that only one row at a time in an individual bank can be active, and that whenever you need data from a row other than the active one, 1) you've got to precharge the new row, 2) close out the active row, and then 3) open the new row for reading. All of this stuff that's involved in switching rows eats up valuable time, so it's best to keep a particular row active as long as possible. Plus, when a row is active, you can strobe column addresses to it without having to repeat the row address, which allows you to burst data from those columns onto the bus, one column after another. So the more rows of memory that a system can have open at once, the quicker the memory can get data to the CPU whenever it asks for it. And since only one row per bank can be active at a time, having more open rows means having more banks. 
(by Jon "Hannibal" Stokes)

(http://www.arstechnica.com/paedia/r/ram_guide/ram_guide.part3-1.html)

6.Doing more things on one cycle:

The issue with SDRAM is that each data line passes only one bit per clock cycle, (resulting, for a 64-bit memory device, in 64 bits per clock),but new memory like DDR would perform two operations per clock cycle.(DDR2 can do even 4) So for a 100-MHz FSB, DDR SDRAM provides twice the bandwidth (8 bytes x 100 MHz x 2) or 1.6 GBps. So if the more data memory can pass on one cycle ,the better performance it can achieve.

(http://www.pcmag.com/article2/0,1759,1166949,00.asp)

7.Memory interleaving:

Memory interleaving is a way to get your machine to access your memory banks                simultaneously, rather than sequentially.
(21 June 00)
    (http://www.overclockers.com/tips105/index03.asp)
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): 

In general, the CPU is more likely to need to access the memory for a set of consecutive words (either a segment of consecutive instructions in a program or the components of a data structure such as an array, the interleaved (low-order) arrangement is preferable as consecutive words are in different modules and can be fetched simultaneously. In case of high-order arrangement, the consecutive words are usually in one module, having multiple modules is not helpful if consecutive words are needed.
(01 May 2003)

(http://jingwei.eng.hmc.edu/~rwang/e85/lectures/memory/node2.html )
8.dual-channel technology:

To allow for information to be processed up to twice as fast as was previously performed, some of today’s newest motherboards (computers) have been designed to use Dual Channel Technology. The technology reduces bandwidth bottlenecks by matching the processor Front Side Bus (FSB) bandwidth with an equal memory bandwidth. Simply put, the computer uses two memory paths for processing data. Processing the data this way creates a system that in a sense can do two things at once. This results in a balanced platform that optimizes the system for memory intensive programs such as 3D graphics in advanced games, 3D modeling, high resolution video editing and playback.
(http://www.centon.com/faqmemory.htm#q21)
Fast access to system memory is vital for the overall performance of the platform. On systems where the FSB and system memory bandwidth are not equal, certain memory-intensive applications are forced to “wait” while the system negotiates the “bandwidth bottlenecks,” resulting in slower performance.

MCH

Dual channel DDR memory unleashes the full power of the Intel® Pentium® 4 processor with 800 MHz Front Side Bus (FSB) by matching the processor FSB bandwidth of 6.4 GB/s with an equal, balanced 6.4 GB/s of memory bandwidth.
(http://www.intel.com/design/chipsets/Dual_DDR_SB.pdf)
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