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New Memory Technology : DDR2(4-bit Prefetch)
DDR2 SDRAM achieves high-speed operation by 4-bit prefetch architecture.

In 4-bit prefetch architecture, DDR2 SDRAM can read/write 4 times the amount

of data as an external bus from/to the memory cell array for every clock, and can

be operated 4 times faster than the internal bus operation frequency.
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Four key technologies pave the way to high-speed operation and low power consumption.
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4-bit Prefetch

DDR2 SDRAM achieves high-speed operation by 4-bit prefetch architecture.
In 4-bit prefetch architecture, DDR2 SDRAM can read/write 4 times the amount
of data 25 an external bas fromto the memory cell array for every clock, and c;
e operated 4 imes faster than the internal bus operation frequency.

» External clock frequency =2 times faster than internal bus operation frequency
‘« Double data rate output = 2 times faster than external clock frequency

A comparison between DDR2 SDRAM, DDR SDRAM, and SDR SDRAM with 2
DRAM core operating frequency of 100MEz s shown below.

ODT (On Die Termination)




(http://www.elpida.com/pdfs/E0294E30.pdf )
Core frequency vs. I/O Buffer frequency vs. data rate in SDRAM, DDR I and DDR II 

In all cases, the core is running at 100 MHz, in the case of SDRAM and DDR I, the I/O buffers are synchronous with the core, only the protocol varies and in the case of DDR II, the I/O buffers are clocked at twice the core frequency. In order to satisfy the output, DDR I prefetches 2 bits, DDR II needs to prefetch four bits with every read command and pipeline them for time multiplexed output.

Ramping up the speed of the I/O buffers appears to be somewhat easier than increasing the speed of the core that makes about 90% of the total die. Reasons for the inherent slowness of the core is that it consists of capacitors that need to discharge their information, which then has to be sensed and amplified by the primary sense amplifiers before even a read command can be issued. In addition, the read is destructive, meaning that the capacitors or memory cells are emptied of their information which then has to be restored by writing them back to the cells, that is, restoring the original charge of each capacitor when the bank is closed. 

If it is the core that is holding back the DRAM operating frequency, we can simply stick two cores together and combine them with a single I/O path to double the output bandwidth. In reality, this is done by prefetching twice the number of bits from a single core but the principle is the same. The net result is a prefetch of four that are put into the appropriate registers and output one after another to the bus. 

The only other thing that needs to be accomplished to manage the internal data flow increase is to double the clock on the I/O buffers so that they are running at twice the speed of the core. To sum this up, DDR II 400 will feature a 100 MHz (10 ns clock cycle; tCK) core and I/O buffers that are running at twice the frequency while outputting data using DDR mode. This results in output of four bits / clock which is equivalent to a quad pumped interface in terms of bandwidth. 

(http://www.lostcircuits.com/memory/ddrii/2.shtml)
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