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UAYV Project Abstract

An essential part of the future strategy for the New Zealand Defence
Force is the commissioning of an Unmanned Aerial Vehicle (UAV) for unit
support in the field. Phil Strong, a Defence Technology Agency scientist,
has been developing a UAV that is nearing completion.

The aims of the project are to:

e To use a 3D environment to simulate the UAVs flight path.

e To integrate Joint Geospatial Facility (JGSF) terrain data into the
3D environment to simulate the terrain information. As part of this,
the ability to output the generated maps into bitmap format for
different applications would be required.

e To integrate the interface into the Virtual Maritime Systems Archi-
tecture in order to conduct Virtual Battleground scenarios.

After determining the requirements for the project, it was necessary to
under take research into the 3D environment to use, which ultimately was
a flight simulator. The choice of flight simulator was between FlightGear
and Microsoft Flight Simulator 2002. FlightGear was the final choice as
it has standard network communication and has a variety of tools for use
for the 2nd aim of the project.

The design of the application which fulfilled the 1st aim consisted of
two major classes, the UAV Poller and the FG (short for FlightGear)
Interface. The Poller manages the gathering of flight information from
the UAV and the FG Interface uses this data to send to FlightGear in the
required format. This part of the project was implemented.

The implementation of the second part is nearing completion. Ter-
raGear, tools and utilities used to construct scenery for FlightGear, has
been compiled on Linux. Data in the correct format is now been requested
from JGSF to test the utilities and create the required terrain and scenery.

Future work includes the completion of the 2nd aim of the project and
then proceeding on to the 3rd aim of the project. The remaining work
will be completed either by DTA or Chris Mills, as he is employed by the
Navy.
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1 Introduction

1.1 Background

An essential part of the future strategy of the New Zealand Defence Force
(NZDF) is to commission an Unmanned Aerial Vehicle (UAV) for support of
units in the field. The UAV, flown by an autopilot and remotely directed by an
on-site operator, will assist with unit reconnaissance.

The Defence Technology Agency (DTA) provides research and development
facilities to the NZDF and the Ministry of Defence [1]. They are located at
the Naval Base Philomel, situated in Devonport, Auckland. The DTA has been
developing the UAV and it is nearing completion. Phil Strong, a scientist at
DTA, is heading the team developing the UAV.

At the moment the operator directs the UAV using a 2D map display. This
2D display uses a road map with contour lines and features for reference. The
UAV is represented by a cross hair over this map. The operator simply selects
a point on the map and the UAV autopilot steers the aircraft in that direction.
This display is insufficient as it does not provide realistic terrain data that can be
viewed easily. This limits the operators ability to judge the surrounding terrain
and landmarks when directing the UAV.

A 3D environment is required to display a realistic representation of the UAV
and its surrounding terrain. This would aid the operator in determining what
direction to send the UAV and the correct altitude. He or she would be able to
use it as reference when directing the UAV and avoid obstacles caused by terrain
features and landmarks.

Accurate terrain data needs to be integrated in to the 3D environment in order
to provide a true representation. The Defence Force uses its Joint Geospatial
Support Facility (JGSF) for its terrain data requirements. Using this terrain
data, which is of a very high resolution, to generate terrain and scenery in to
the environment would provide accurate representation. Figure 1.1 demonstrates
JGSF’s terrain data and its capabilities.

The DTA is also actively involved with the development of the Virtual Mar-
itime System Architecture (VMSA) [2]. There are five countries that are taking
part in this development; New Zealand, Australia, Canada, the United Kingdom
and the United States of America. The VMSA is an architecture that can be
used to build virtual units from separate virtual systems called federates. A
federate represents one system, which may be a weapons system, radar system,
mechanical system or another system specified by VMSA. The federate allows
for the simulation of that system. The units constructed are used in Virtual
Battleground Scenarios, which are mock battles that take place in a networked
computer environment.

The DTA is developing aircraft units for the VMSA. As part of this develop-
ment they require a display that will be used by these aircraft units to view other
units in a Virtual Battleground Scenario. Ideally the display would be viewed
from the cockpit of these units. Graham Macferson, also a DTA scientist, is de-
veloping the aircraft units and is investigating the display to use in conjunction
with those units.

The 3D environment required for the UAV could also be used for the display
of VMSA aircraft units. The requirement is similar to the UAV’s display, but
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Figure 1: Elevation data overlaid with a road and contour map

instead of showing real-time data it will use virtual data from a Virtual Bat-
tleground Scenario. It would also be required to display other units from the
scenario.

In both these cases the environment would provide a “Command & Control”
overview. Commanders in charge of the UAV or a force within a scenario could
utilise the environment to augment their other information systems.

1.2 Aims of the Project

Using the above requirements and information, three aims have been developed:
1. Develop a 2D / 3D environment to simulate the UAV and its flight path,

2. Use JGSF terrain data in the environment in order to create scenery with
correct elevation and include features such as buildings, roads and water-
ways. This aim includes the requirement that a 2D bitmap of the created
scenery can be generated, and

3. Integrate the Virtual Maritime System Architecture to display an aircraft
unit and other units within a Virtual Battleground Scenario.

The 3D environment would need to use UAV flight data in order to show
its correct position, orientation and location. It needs to be a 3D display so
that the UAV operator and others interested in the display can easily recognise
features within the environment. Freely movable cameras would be the best way
to display both the UAV and its surrounding terrain.



The integration of JGSF data in to the environment will provide an accurate
representation of the surrounding terrain for the UAV. This will aid the operator
in making decisions about where he will direct the UAV next. The other re-
quirement is that bitmaps can be generated using the created terrain. These 2D
bitmaps will be used in 2D displays of the UAV (i.e. for instance in the original
2D map interface).

Integrating the VMSA in to this environment will fulfill the requirement to
display an aircraft unit and other units within a scenario. Using the same 3D
environment cuts down on time spent on developing two individual displays.

1.3 Project Method and Scope

The method of investigation will be to conduct primarily research activities in
the first part of the project. This will allow time to investigate the building
of or the adaptation of an existing 3D environment. Most of our research is
Internet based as we will be looking at software development and applications.
The scope of investigation will be, but not limited to, 3D graphics, simulations,
terrain generation and investigation in to integration between architectures, one

of which being VMSA.

1.4 Report Overview

This report covers the initial research of the project and the investigation in to
applications, specifically flight simulators, to aid in the display. It then outlines
a possible project implementation using flight simulators. Research of two flight
simulators, Microsoft Flight Simulator 2002 and FlightGear, is discussed. Next
is the application of the flight simulator for the first aim. The second aim covers
terrain formats and the development of scenery generation tools. The use of
them is covered next, followed by the 3rd aim of the project. The conclusion
sums up the main findings of this project.



2 Initial Research

The three aims focus on developing or using an existing 3D environment for dis-
play. Initial research was dedicated toward investigating either developing a 3D
environment or using an existing application that would satisfy our requirements.

2.1 3D Environments and Applications

The work required for building a 3D environment for our requirements is exten-
sive. Complex utilities and libraries would need to be built to render a terrain
and then manage a camera to move through it. Also the terrain would need to
be built from terrain data from Joint Geospatial Support Facility (JGSF) and
unit integration would be required for the VMSA.

After investigating these issues it was decided that it would not be viable to
develop a 3D environment from ‘scratch’. Instead applications that provide most
of the functionality, which do exist, would be investigated.

There are several types of application available for use. The first type of
application that was looked at were flight simulators. Flight simulators were
thought of initially as they display aircraft in 3D. Most have scenery generated
from available terrain and image data, providing a realistic flight experience.
They include flight models, scenery, and use positional information based on
latitude and longitude. Also most simulators have a range of tools supporting
the customisation of their features. This allows us to modify the different features
of the flight simulator. There is also a wide range of flight simulators to use.

The decision was to use flight simulators as they fit the requirements of the
project and are specialised for our needs.

2.2 Initial Design

Now that a decision was made on the type of application that would be used,
an initial project implementation was designed. This is displayed (Figure 2) and
then is discussed below.

The first part of the project is to implement the UAV in the 3D environment,
the flight simulator. This will require the delivery of packet information from
the UAV to the flight simulator which will then update flight information. This
requires a converter that will translate the packets in to a compatible format for
the flight simulator.

The second part is to use terrain data to make suitable scenery for the flight
simulator. Another converter is required to change terrain data from JGSF in
to that format.

The third part is to provide a plug-in into the VMSA data which can pass
on virtual unit information to the flight simulator for display. The plug-in would
allow unit details to be converted to a format understood by the flight simulator
and then display them within the simulator’s 3D environment.
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Figure 2: Possible Project Implementation
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3 Flight Simulator Research

3.1 Flight Simulator Requirements

The first part of the implementation was to choose a suitable flight simulator to
use. Taking the above implementation into account we developed three require-
ments for the flight simulator:

1. Must be able to use remote data to update an aircraft within the simulator
display.

2. Provide tools that can generate terrain and scenery for the simulator from
JGSF data.

3. Have a suitable utility to allow other units to be displayed within the
display.

The first requirement is that the flight simulator can use data outside of the
application to update an aircraft within the simulator. The aim is to use UAV
data to update this type of aircraft information. This will change the position,
orientation and location of the aircraft and provide a realistic representation of
the UAV.

11



The second requirement is that tools are available to convert JGSF data in
to the simulators scenery. Because JGSF uses standard format terrain data, the
tool needs to support this type of data. The tools should also allow the placement
of important features like roads and waterways also using publicly available data.

The third requirement is that unit position and information can be shown
within the simulator. This equates to providing multi player support and mod-
elling tools which provides an interface for unit insertion and distinct models for
those units respectively.

There are two popular flight simulators that do provide for the requirements
above which were investigated further. The first is Microsoft Flight Simulator
2002 (MSFS), a proprietary flight simulator with a large user base and developer
support. The second is FlightGear, an open-source alternative to MSFS, which
has a medium user base and developer support.

3.2 Flight Simulators Overview
3.2.1 Microsoft Flight Simulator 2002

Previous Work Previous work that had been conducted with Microsoft Flight
Simulator 2002 (MSFS) prior to this project was Graham Macferson’s plug-in
to the VMSA. He has already developed a plug-in to the VMSA that displayed
units from the architecture in to the display. Mr. Macferson was able to pilot
an aircraft over these units, which were displayed as 3D blocks.

Project Investigation MSFS has a number of features [3] available:

Aircraft Models there are many different aircraft models available. Also it
provides a tool, gMax, which allows the building of aircraft in conjunction
with the aircraft editor provided by Microsoft.

AutoGen Scenery Microsoft technology that allows smooth blending in the
scenery.

Flight Analysis maps and graphs that detail flight information.

Moving map and GPS positioning system the GPS provides point to point
navigation with constant position updates on a moving map, plus ground
speed, course to next waypoint, and other information.

Multiplayer Capability allows flight with other players running MSFS. Up to
16 players allowed.

The cost of MSF'S is in the range of NZ$50-100, depending on what version is
purchased. It is available from most stores selling computer games and products.
It has a large support base, as it is the most popular flight simulator on the
market.

For the first requirement, MSF'S should be able to display a remote aircraft in
its display. Microsoft can view other planes by using the Instructor Session screen
(Figure 3). This screen is used by a flight instructor within a game to view his
or her “students” flight information. It displays altitude, heading, location using
latitude and longitude, air and vertical speed, and orientation of the aircraft. It
also displays two 2D moving maps. One is a top-down arrangement which shows
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a history of the aircrafts change in heading. The other displays a line graph
showing the aircrafts change in altitude over time.

Figure 3: MSFS Instructor Session Interface

Hultiplayer

This display can be used to convey information about the UAV, if UAV data
is used to update it. Its most lacking feature however is that there is no 3D
display of the aircraft. This is also the only way to view a remote aircraft in
MSEFS.

The second requirement is that tools are provided to generate scenery. Mi-
crosoft already has scenery that is of a high quality. It provides higher resolution
data for those areas that are popular with its users; the Grand Canyon and
Chicago areas are good examples. It uses the BGL format, specific to MSFS, to
store its scenery files [4].

There are a number of tools, from Microsoft and third parties that can gen-
erate scenery and the terrain mesh in BGL format. Microsoft provides tools
with its Terrain Software Development Kit (SDK) [5]. These tools generate the
terrain mesh using terrain data from United States Geological Survey (USGS).

Other applications and companies that produce terrain mesh and scenery are
FSGenesis [6] and VFR Terrain and Photographic Scenery [7]. FSGenesis sells
scenery for MSF'S. Their terrain is in a variety of resolutions, ranging from 100m
to 10m (refer to section 5.1.1 for discussion on terrain resolution).

VFR Terrain and Photographic Scenery are applications that can be pur-
chased to build BGL files as well. The first can use high resolution data to build
accurate terrain meshes and the second is used to overlay overhead pictures on to
that terrain. Below are sample pictures obtained from the VFR website (Figure
4) that shows terrain before and after using these tools. These two tools are
limited to use in England and Wales however.

The third requirement of the simulator is that it has multiplayer functionality.
MSF'S provides this over either TCP/IP or IPX. There is a limit to the number
of players which is set at 16.
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Figure 4: Comparison between default MSFS scenery and VFR scenery

3.2.2 FlightGear
FlightGear has similar features [8] to MSFS, including:

Flight Dynamic Model (FDM) the model that FlightGear uses to store and
work with aircraft properties. There are currently three types of FDM able
to be used within FlightGear.

Extensive and Accurate World Scenery Database uses high resolution data,
specifically SRTM data and USGS DEM data (refer to Glossary (pg. 31).

Accurate Sky Model provides correct positioning of sun, moon and stars de-
pending on where the simulator is being used.

Aircraft modelling ability to create and alter new and existing aircraft.

Open-Source able to investigate internal properties of the simulator and alter
it to individual purposes.

Networking Properties there is a number of networking options allowing Flight-
Gear to communicate with external software, including other instances of
FlightGear. A multi player protocol is available for using FlightGear on a
local network.
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A number of Open-Source utilities FlightGear is supported by a number of
open-source tools.

FlightGear costs nothing to use. It is freely available from the Internet and
consists of two downloads, the binaries and the terrain data, which together are
approximately 200Mb in size. There is developer support for FlightGear and
mailing-lists for any questions.

For the first requirement, Flight Gear must be able to display a remote aircraft
in its environment. FlightGear can use an external Flight Dynamic Model (FDM)
to display other aircraft within its simulation. This can be used to view other
aircraft being piloted on other instances of FlightGear over a network.

The viewer of the aircraft can use the 3D camera built in to FlightGear to
view an external aircraft from within the cockpit or from outside the aircraft. It
allows for full movement of the camera, so it is possible to view directly behind
the aircraft or off to one side of the aircraft. This is supported in internal (i.e.
cockpit) and external (i.e. outside the aircraft) views.

The second requirement is to generate FlightGear scenery using provided
data from JGSF. FlightGear scenery generation is supported by three open-
source projects; TerraGear [9], FlightGear Scenery Designer (FGSD) [10] and
Atlas [11].

TerraGear is a collection of libraries and tools that provide support for Flight-
Gear scenery generation. It uses a number of formats available in the Geographic
Information System (refer to section 5.1.1).

FGSD is a tool that is used to enhance FlightGear scenery by providing im-
age overlays and altering elevation data using contour maps. It can also provide
3D object placement as well. Below are two images comparing the terrain be-
fore and after using FGSD (Figure 5). Below those images is another image of
terrain textured with aerial photographs that create a photo-realistic scenery of
an airport (Figure 6).

Figure 5: Comparison between default FlightGear scenery and FGSD scenery

Atlas is a utility to convert FlightGear terrain into bitmaps. It also has the
useful feature of displaying a cross-hair over these images indicating the location
of an aircraft in a running FlightGear instance.

The third requirement is that it has multiplayer ability. FlightGear has some
multiplayer ability but the development is still in the alpha stage. The current
multiplayer has been described as:

15



Figure 6: Photo-realistic Airport Scenery

the jittery, unstable presence of the ’other plane’ [12]

under certain conditions.

3.2.3 Flight Simulator Comparison

A comparison between FlightGear and MSF'S in terms of the three requirements:

Display an aircraft using remote data FlightGear uses a 3D display with a
directional 3D camera which allows complete view around and from inside
the aircraft. MSFS uses a 2D interface that displays the aircrafts flight
information.

Generate terrain using JGSF data MSFS is supported by the Terrain SDK
and third party tools which can generate realistic terrain. FlightGear is
supported by TerraGear, FGSD and Atlas which also produce realistic
scenery and provide other useful features.

Must have multiplayer support MSFS 2002 has multiplayer support for 16
players. FlightGear multiplayer support is still under development, but it
does provide limited multiplayer that doesnt work correctly under certain
conditions.

The decision was made to use FlightGear, based on the reason that it could
display remote aircraft in 3D, thereby fulfilling our first requirement. It also
provides scenery and while it doesn’t have a fully working multiplayer capability,
it is believed it will provide a means to do so in the near future.
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4 1st Aim: Develop a 3D Environment to Sim-
ulate the UAV and its Flight Path

The flight simulator that will be used to implement this aim is FlightGear. Now
there is a need to provide a converter or an interface between the UAV and
FlightGear. This will provide data from the UAV for FlightGear in order to
display it in the simulation. From now on this package will be called the UAV
Interface.

4.1 Research

The communication from the UAV and to FlightGear needs to be researched to
fully understand the requirements of the UAV Interface.

The UAV communicates wirelessly using packets for both sending and receiv-
ing. The uplink packets request flight information from or direct the UAV, and
the downlink packets return flight information about the UAV. They are speci-
fied in two documents produced by the DTA [13][14]. Since these documents are
awaiting classification, these details can not be disclosed.

FlightGear, as mentioned before, uses an external Flight Dynamic Model
(FDM). Using this and sending it across the network, it is possible to display
a remote aircraft in another instance of FlightGear. Using this property it is
possible to update the external FDM with UAV data and send it to the other
instance of FlightGear.

4.2 Design decisions

For the implementation, the decision was made to use C# where possible in order
to speed development and because it is similar in syntax to Java, a language that
the project team is familiar with. There may be some requirement to code in
C++ as well, as FlightGear is developed primarily in that language. However,
every opportunity will be taken to avoid this, as the projects teams strength is
not in C++.

HawkSim is a simulator for the UAV developed at the DTA. It can be con-
trolled via uplink packets (refer to section 4.1) and can respond to requests for
flight information. It automatically starts with the UAV over Hobsonville Air-
base on the North Shore. Whilst in development, the HawkSim will be used as
a substitute for real UAV data.

4.3 Solution and Implementation

Below is the high-level designed solution (Figure 7). The UAV is displayed
communicating to the workstation. This workstation is in control of the com-
munication of this system. It is responsible for polling the UAV for its data and
then storing it on its return. Once enough data is collated it is sent out to the
other workstations. The format in which it is sent is compatible with FlightGear.
The other workstations are running instances of FlightGear that receive the data
and produce an image of the UAV flying through simulated terrain.

The advantage of sending it over the network to individual workstations is
that different displays can be set up. In the diagram there are two different

17



Figure 7: High Level Solution

High Level UAV Interface Solution
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views for the UAV, using the same orientation and position information. This is
useful when different views are required on the network. For example, the UAV
operator may require a different display than the Commander in charge of the
UAV.

This solution is converted in to a high level implementation diagram below
(Figure 8). It shows the various components and the interaction between them.

4.3.1 Serial Port

The UAV or HawkSim receives and sends UAV specific packets (refer to section
4.1). The received, or uplink, packets are generated by the Poller through the
[Poller_Interface. The IPoller_Interface uses serial ports to communicate to the
UAV / HawkSim. This is to simulate sending this information wirelessly over an
aerial connected to the serial port.

The serial port code was developed by Timothy J. Krel [15]. This implemen-
tation of socket classes uses C# wrapper classes around Microsoft Foundation
Classes (MFC). This was implemented to support legacy ports for the .NET
framework. These wrapper classes provide .NET framework code (compatible
with C#) to use the MFC classes.

Originally, alternative code was being used that was developed by Noah Coad
[16]. This implementation used an ActiveX control embedded in a hidden Win-
dows Form in order to access the methods within the control. This was removed
from the solution in favour of Mr. Krels code for the following reasons:

e The installation of the Krel’s code was simpler than Coads.
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Figure 8: High Level Implementation
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e Licensing requirements for Coad’s code including owning the Visual Studio
C—++ Version 6 Compiler license which we didn’t have.

e Krel’s code was more modular in its approach which was a design prefer-
ence.

e Krel’s code included complete configuration panels for the serial port, mak-
ing it easy to configure the serial port.

4.3.2 IPoller_Interface

The IPoller_Interface allows communication to a variety of devices. It describes
simple methods that other communication packages implement (for instance,
Krels package now implements the interface). This means that a simple interface
has been provided that enables the Poller to change communication mediums (or
devices) to ones which expose this interface.

4.3.3 Poller

The Poller is responsible for polling the UAV / HawkSim for data and storing the
data that is returned. Once enough data has been collated it is then responsible
for passing that data to the other components within the UAV interface.

The packets that are sent use the cyclic redundancy check (CRC). Each packet
that is received has its checksum checked. The checksum is used to check the
integrity of the packet after transmission. If the packet has an incorrect checksum
the Poller removes this packet from use in the update of flight data.
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The Poller utilises the IPoller_Interface for its communication purposes with
the UAV / HawkSim. Each new packet generates an event and updates the
information in the FG_Interface. The Graphical User Interface (GUI) listens
for the events and on each occurrence updates its display. The Poller has a
reference to an instance of the FlightGear and uses its setter methods to update
its information. The Poller cycles through polling the UAV and sending its data
on to the other components every 20 seconds (50 Hz).

4.3.4 Graphical User Interface (GUI)

UAY Serial Interface Er
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Figure 9: UAV Graphical User Interface

The GUI (Figure 9) is the front end for the Poller. It aids the user in con-
figuring and starting the Poller. It has text fields and buttons that set up and
start the the Poller:

IP Address this configures the Poller to send FlightGear-formatted data on to
the correct workstation (through the FG_Interface)

Request String the string that is passed to the UAV to request all relevant
information to update the FlightGear instance. This string may change in
the future so it has been included in an editable text field.

Target Port No. the port number that FlightGear information is sent on. Can
change depending on the configuration of FlightGear.

Connect connects the Poller to the serial port. It secures the serial port for its
use.

Serial Port Config. opens the dialog provided by Mr. Krels code. Allows
advanced configuration of the serial port.

Continuous Send starts sending requests for information to the UAV. This
only appears once connected to the serial port.
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Output tab displays the flight information received via packet.

Buffer outputs other messages generated by the Poller. This includes checksum
error messages.

4.3.5 FG_Interface

The FG_Interface is responsible for updating an external FDM and then sending
it to an instance of FlightGear. It has been compiled in to a Managed C++
DLL under the .NET framework so that it can be used in our applications that
are primarily compiled in C#, a .NET language. C++ is used because the FDM
provided by FlightGear is coded in C++ and any code that interacts with it is
also required to be in C++.

A Managed C++ DLL is the .NET frameworks method of making C+-,
which is inherently unmanaged, a managed language by adding pre-compiler
switches to the methods. For example, “__gc was added to the methods in this
class to make them fall under the garbage collection routines run by the .NET
framework. This is so that it can be used by C# to use in the UAV Interface.

The FG_Interface exposes numerous setter methods for setting properties
in the FDM. It also exposes the method send which sends the FDM over the
network. It does this using the User Datagram Protocol (UDP), a connectionless
protocol for networks.

The network information (e.g. IP address, port number) is set on initialisa-
tion of the interface. The Poller uses the information from the GUI text fields
described above to pass on this information.

Below is a basic UML diagram showing the relationships of each component
(Figure 10). You will notice that the basic relationship between all the compo-
nents is one to one. In Appendix A there are more detailed diagrams of each
UML component.

UML Diagram
WUSES®  ipoiler_Interface
Serial Port |- —————,
Package
4
1
Poller | 1 1 Gu

FG_Interface

Figure 10: Basic UML Diagram

4.3.6 Results

The implementation was tested using the HawkSim simulator and an instance of
FlightGear running on the same computer. FlightGear displayed the UAV (we
chose an existing aircraft, the built-in glider, to represent the UAV because of
its visual similarities) in flight successfully.
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We were able to pan within the cockpit and outside the aircraft using the
3D camera within FlightGear. The screenshots below (Figure 11) show the
UAV flying near Whenuapai Airbase and looking back towards the Waitemata
Harbour.

[ FightGenr
File View [Location| Aufopilol Weather Equipment ATG/AI Debug Help |
-

File View Location Autopilot Weather Equipment ATC/AI Debug Help

Figure 11: Screenshots of the UAV over the North Shore

The UAV Interface and its included components work well, apart from a
few minor bugs within the GUI. The 1st Aim of the project has been fulfilled.
The next part of the project continues with the 2nd aim; generating FlightGear
terrain using JGSF data.
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5 2nd Aim: Use JGSF Terrain Data in to the
Environment in Order to Create Scenery with
Correct Elevation and Features

5.1 Research

In order to understand the requirements for this aim, research was undertaken
to investigate the JGSF data and the terrain tools that TerraGear provides.
Also research in to other useful utilities were also investigated, specifically the
FlightGear Scenery Designer and Atlas.

5.1.1 Terrain Data Format Overview

Terrain data comes in two varieties; raster and vector based. Raster based data
is based on a grid or a matrix, where the average values in a cell is used to
represent the data in that cell [17]. The data can be any sort of data but here
it is primarily elevation data. The size of the cell may vary, the smaller the size
the better the resolution.

For instance, terrain data that has a resolution of 1km is not very realistic
as it averages values in a reasonably large cell and may miss distinct features
in the terrain such as hills and valleys. If the resolution is increased (i.e. the
cell coverage is reduced) a better picture is produced as it will now include the
missing features. Obviously the higher the resolution the more information and
the bigger the size of the terrain files.

Vector based terrain data stores its information as a collection of points, lines
and polygons, where a line is a collection of related points and a polygon is a
collection of related lines [18]. Vector data has the benefit of displaying at the
maximum resolution of the device using the data, as vectors can hold the exact
location of a piece of terrain.

Vector data can describe exact points and approximate its lines and polygons,
providing an accurate means of display. There are different sets of data which
vary with the accuracy of the lines and polygons and the amount of point data
available.

Examples of raster data include Digital Elevation Maps (DEM) and Digital
Terrain Elevation Data (DTED) data. Vector data examples include Vector
Product Format (VPF) and ShapeFiles. These formats are described further in
the Glossary (pg. 31).

5.1.2 Joint Geospatial Support Facility Terrain (JGSF) Data Formats

The primary role of JGSF is described on the New Zealand Defence Forces
(NZDF) website:

The primary military role of JGSF is to acquire, collate and maintain
high integrity databases for production and dissemination of Geospa-
tial products and services to static and deployed NZDF HQs and
Force Elements. JGSF is also the NZDFs central provider of maps
and charts, digital databases and feature foundation data and un-
dertakes commercial hydrographic services on behalf of the RNZN.
19
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For this reason, JGSF operates a large database of a variety of data for the
Defence Force. It includes but is not limited to; DTED, VPF and ShapeFiles.
Specifically, for this project, JGSF provided the following data:

1. NZ Topographic Data, WGS 84 (ShapeFile)

2. NZ DTED Level 2, WGS84 (DTED)

3. NZ VMAP Levell Data Lib (VPF)

VMAP and WGS 84 are also described in the Glossary (pg. 31).

5.1.3 TerraGear and associated Data Formats

TerraGear is a collection of libraries and tools that are used to build FlightGear
scenery. They have been developed on-line as an open-source project. They use
freely available terrain data (supplied by the Geographic Information System)
with the tools.

The aims of the TerraGear project are to use freely available GIS data to
build 3D maps, including terrain roads, buildings, rivers and bridges. Also it
is to be used in real-time rendering applications; FlightGear being the primary
example.

The data that TerraGear tools can use include; DEM, Shuttle Radar Topog-
raphy Mission (SRTM) data, VPF (in Vector Map Level 0 or 1), and ShapeFiles.
These formats are also described in the Glossary (pg. 31).

The tools provided with TerraGear include:

raw2ascii converts raw DEM files to ASCII format.
demchop chops up ASCII DEM files into smaller files for TerraGear to handle.
hgtchop chops up SRTM files, similar to demchop.

tgvpf uses VPF files, specifically, Vector Map Level 0 or 1 to create scenery
objects and draw boundaries for scenery textures.

fgfs-tools-client and server uses the data compiled from the chop utilities
and the tgvpf command to construct the FlightGear scenery. Uses a client
and server architecture so that they can be used in a nodal network or on
a microprocessor machine.

5.1.4 FlightGear Scenery Designer

FGSD is a project that helps a user to design custom sceneries for FlightGear.
Included in the application is the ability to place 3D objects and alter elevation
by using imported bitmaps as guides. Planned developments include providing
photo-realistic sceneries and airport design.

FGSD could be used in this project if alterations to the produced TerraGear
are required.
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5.1.5 Atlas

Atlas is a utility to be used in conjunction with FlightGear. It is used to create
bitmap images from FlightGear scenery and then browse those maps. It can also
display a crosshair representing an aircraft in a running instance of FlightGear.

As one of the aims is to produce 2D bitmaps of scenery; this tool will be
incorporated in to the project.

5.2 Compilation of the TerraGear libraries

For the compilation of TerraGear various platforms were used. As TerraGear
is developed in Linux, a compilation on this platform was used as a basis to
compare other compilations.

There is a preference within the Defence force for the Windows platform.
Therefore compilation on this platform using CygWin, a Linux like environment
for Windows, and Windows compilers was also conducted.

5.2.1 Linux

For this platform, different distributions of the Linux operating system were used.
They included; RedHat 8.0, RedHat Enterprise Edition (RedHat ES), Mandrake
10 and Fedora Core 2. On each different version, compilation was different and
on a couple it did not compile at all. RedHat ES and Mandrake 10 compilation
failed due to missing libraries. These libraries were in the correct directories and
were present, but the configure scripts failed to find them.

On the other Linux distributions the TerraGear tools and libraries did com-
pile. They were used to successfully generate scenery which was then imported in
to FlightGear. This scenery displayed correctly in a running instance of Flight-
Gear.

5.2.2 CygWin

The main reason for compilation on CygWin was because of its Linux like envi-
ronment. It provides Linux utilties and system calls based on top of the Win-
dows operating system. This enables easy compilation of Linux source code in
to Windows binaries. Also, the development lists for TerraGear suggested com-
piling using CygWin. The produced Windows binaries could then be used in a
front end application.

The compilation of TerraGear on CygWin failed. The errors that were ex-
perienced were similar to those in the failed Linux distributions. Libraries that
were installed were not found in the compilation. There was difficulty in the
setup of CygWin as well which hindered progress. The setup utility provided for
CygWin was awkward to use and did not install requested libraries.

After installation and initial attempts, CygWin was discarded as a viable
option to use in compilation.

5.2.3 Windows

The main reason for using Windows is to fit in with the NZDF preferred plat-
form. For development, Visual Studio .NET was used to compile the source code
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for TerraGear and its associated libraries. There were many difficulties in the
compilation for Windows which hindered development.
Difficulties in compiling included:

e Compilation configurations in the header files needed to be changed in order
to compile. The original developers of TerraGear were using Microsoft
Visual C++ 6 compiler. This caused minor errors when compilation was
tried with the .NET compiler.

e The file system separators all needed to be changed. The file system sepa-
rators in Linux are different than in Windows; /” and ‘\’ respectively. This
syntactic difference caused a lot of errors until a thorough find and replace
of the entire source within TerraGear was conducted.

e A subtle error in the demchop utility caused a number of errors when
running. The way that Linux and Windows stores doubles are different.
Linux stores the exponential part of the double using 2 characters but
Windows uses 3. When read back in, the different format caused errors
as it read in one character short of what it was meant to. The code was
changed successfully to rectify this problem.

e In the fgfs-tools-client and server utilities there was significant use of Linux
operating systems command, such as fork. This required a major rewrite
of the source to use Windows commands and libraries. One example was
replacing the fork command with threads to provide the same functional-
ity. Another is the mkdir command and its Linux switch ‘-p’. In Windows
the switch is not supported and so needed to be removed for it to work
correctly.

After these and several other minor errors, the Windows compilation suc-
ceeded. When the utilities were used the scenery was produced in the correct
folders. When importing the scenery in to FlightGear, however, it did not dis-
play correctly. The scenery did not display like the Linux compiled scenery tried
previously.

On comparison, it was noticed that the file sizes between the different built
sceneries (Linux and Windows) had different sizes. The project team believed
that this was similar to the error experienced with demchop. Other small, hidden
differences were causing the utility to fail.

The Windows compilation was discarded, after a considerable amount of time
was spent on it. The due date for the project was approaching, and the project
team decided to focus on results with the Linux tools instead.

5.3 Using JGSF data with the Compiled Tools

The data provided by JGSF, as listed above (refer to section 5.1.2), was not in
the correct format. Conversion tools were investigated to see if it was possible
to convert the files to a suitable format. A tool that was investigated was the
Geographic Resources Analysis Support System (GRASS). This is a widely used
tool for the manipulation and conversion of terrain data. Unfortunately, the
conversion that we tried, DTED to USGS DEM format, was not supported by
GRASS.
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Because of this and the lateness with which the terrain data arrived, we were
not able to build any scenery using JGSF data. After contacting them about
the differing formats, it was discovered that they can produce data in the format
that we require. Once again due to time constraints the project team decided to
leave this issue until after other project work was completed.

5.4 Results

The Linux compilation of TerraGear succeeded. The tools can be used to make
scenery for FlightGear once the required data is available. Unfortunately there
was no successful compilation of the tools in Windows and data supplied to
us by JGSF was incompatible with the tools. Once JGSF has provided new
compatible data, research shows that the tools compiled under Linux should be
able to produce the scenery.
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6 3rd Aim: Integrate the Virtual Maritime Sys-
tem Architecture in to the display

The next aim was to integrate Virtual Maritime System Architecture (VMSA)
in to the display. This included virtual units within a Virtual Battleground
Scenario. These units would be displayed from an aircrafts point of view. Un-
fortunately, due to time constraints, only the research was completed for this
aim.

6.1 Research
6.1.1 DMultiplayer

The VMSA units were to be integrated in to FlightGears display using mul-
tiplayer. At this time the multiplayer engine is still under development. No
development was conducted in order to complete this aim.

The future multiplayer engine is believed to be based on the flight dynamic
model. If this is the case, the FG_Interface can be used to update individ-
ual FDMs for use in the multiplayer; each unit would have an instance of the
FG_Interface. The units would then update their individual FDMs using the
provided interface. The FDMs are then used by the simulator to update the
positions of the units.

6.1.2 Debrief

Another application that has been investigated just recently is the Debrief appli-
cation [20]. This tool is used by the Royal Navy in England to replay maritime
operations using 2D and 3D displays. The files that store the replays are simple
text files and are human readable. The 3D display uses models that represent
different types of units but it does not produce terrain. Terrain generation, in
this respect, is not required because the exercises happen at sea in open water.

This is not an alternative to FlightGear; the display from aircraft units is still
required. It can be used to display maritime operations however, if an interface
to real-time data is developed.

This information, including emails between the project team and the head
developer of Debrief, has been passed on to Graham Macferson at DTA.
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7 Conclusions

The aims of the project were:

e Develop a 2D / 3D environment to simulate the Unmanned Aerial Vehicle
(UAV) and its flight path,

e Use Joint Geospatial Support Facility (JGSF) terrain data in the environ-
ment in order to create scenery with correct elevation and include features
such as buildings, roads and waterways. This aim includes the requirement
that a 2D bitmap of the created scenery can be generated, and

e Integrate the Virtual Maritime System Architecture (VMSA) to display an
aircraft unit and other units within a Virtual Battleground Scenario.

After initial investigation, a decision to use a flight simulator was made. The
flight simulator was required to fulfil three requirements:

e Use remote data to update an aircraft within the simulator display.

e Provide tools that would generate scenery for the display from JGSF data
or its equivalent.

e Have a suitable utility to allow other units to be displayed within the
display.

Two flight simulators were looked at; Microsoft Flight Simulator and Flight-
Gear. After some research FlightGear was chosen based on its 3D display of
remote aircraft, its scenery generation tools, and its predicted multiplayer en-
gine.

The first aim of the project was to display the UAV in a 3D environment.
Using FlightGears external Flight Dynamic Model (FDM) and the UAVs pack-
ets, an initial solution was designed. The design used an UAV interface which
converts the UAV flight information in to FlightGear FDMs, which are then sent
via a network to running instances of FlightGear.

The implementation uses a serial port package, a Poller, a Graphical User
Interface (GUI) and FG _Interface. The Poller polls the UAV through the serial
port to retrieve flight data. This is sent to the GUI and the FG_Interface. The
FG _Interface updates a FDM and sends this to FlightGear. This FDM updates
the position and orientation of the displayed aircraft. This implementation fulfills
the first aim of the project.

The second aim of the project was to use TerraGear tools, used for creating
FlightGear scenery, with JGSF data. The tools were successfully compiled on
Linux and used on provided data. The compilation of these tools failed on
CygWin and Windows. The JGSF data was in the incorrect format for the tools
and investigation in to conversion tools was conducted. These issues were not
resolved due to time constraints.

Due to time constraints the 3rd aim of the project was only researched. It was
determined that some components from the first aim of the project, namely the
FG _Interface could be reused for unit integration into FlightGear. Also, Debrief,
a maritime operation analysis tool could be used for displaying units from the
VMSA.
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7.1 Future Work

The future work involves the completion of the second aim of the project. Once
compatible data for use with TerraGear becomes available, terrain and scenery
can be generated. The third aim of the project will be explored further by the
DTA or by Chris Mills, as he is employed with the Navy. This may involve more
development with FlightGear and its multiplayer abilities or focus may shift on
to applying Debrief to the VMSA instead.
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8 Glossary

DEM

DTED

Digital Elevation Model : A model of terrain relief in the form
of a MATRIX. Easch element of the DEM is regared as a node of
an imaginary grid. The gird is defined by identifying one of its
corner (lower left usually), the distance between nodes in both
the X and Y directions, the number of nodes in both the X and
Y directions and the gird orientation. [21]

DTED?2 is the basic high resolution elevation data source for
all military activities and systems that require landform, slope,
elevation, and/or terrain roughness in a digital format. DTED 2
is a uniform gridded matrix of terrain elevation values with post
spacing of one arc second (approximately 30 meters). [22]

ShapeFile stores nontopological geometry and attribute information

SRTM

VMAP

VPF

WGS84

for the spatial features in a data set. The geometry for a fea-
ture is stored as a shape comprising a set of vector coordinates.
Shapefiles handle single features that overlap or that are non-
contiguous. Shapefiles can support point, line and area features.

[23]

The Shuttle Radar Topography Mission (SRTM) obtained ele-
vation data on a near-global scale to generate the most complete
high-resolution digital topographic database of Earth. SRTM
consisted of a specially modified radar system that flew onboard

the Space Shuttle Endeavour during an 11-day mission in Febru-
ary of 2000. [24]

Vector Map (VMap) Level 0 is an updated and improved
version of the National Imagery and Mapping Agency’s (NIMA)
Digital Chart of the World (DCW). The VMap Level 0 database
provides worldwide coverage of vector-based geospatial data which
can be viewed at 1:1,000,000 scale. It consists of geographic, at-
tribute, and textual data stored on compact disc read-only mem-
ory (CD-ROM). [25]

The Vector Product Format (VPF) is a standard format, struc-
ture, and organization for large geographic databases that are

based on a georelational data model and are intended for direct
use. [26]

World Geodetic System 1984. WGS 84 is an earth fixed
global reference frame, including an earth model. [27]
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A Appendices
A.1 UAYV Poller

UAV_Poller

UAY_Poller
I-buffered|nput - string
lichTexiBaox1 : RichTextBox
-fg_con : FGConverter
FaTimer ; Timer
FautgoingSiring - siring
l-althieters : int

laltFeat @ int

-offset : double Husesn

Frealal : double | s e E

HP| : float = 3.141 S35BG7TA323f FG_Intarface
FEOM _DEGREE CONV - float = 360012048

l-com : IPollar_|Interface

-Func : WithEvents
+positionEvent() : PositionDelegate
‘+motionEvent|] - MotionDalegate
+attifudaEvent|) - AttitudeDalagate

+ilight SysEventf} : FlightSysDelegate _I
+anvEvent(l | EnvironmeniDelegate HUSBSH

+UAY Poller(in richTextBox1 : RichTexiBox) s
+update fg conjin IPaddress : string, inport zint) [~ """~ ~ b SerialPorts::
+runiin sendString : string) SerialPorts
+stop(}

IequestPackets(in source ; object. in & : Eventirgs)
+write(in inString | string)

+olose Port])

+open()

-getRXDatal)

HProcessCombDatalin b byte[]) s —|

HncomingDatalin input : string) - bool
+ealculateOffsed]() = ———
-FloatAndChecksumiin checkMe - string) : float UAV_Interface_GUI
-IntAndChecksumiin checkMe - siring) : int
-CCStolEEEfloat{in input  int) ; float

+Cnfgl) : SeralCnfg
+ConfigFilaMame() : string
+OnErroe(in fault : string)
+OnCts(in cis : bool)
+OnDseiin dsr : bool)
+OmRIsd(in rlsd : baol)
+OnRing(in ring : bool)
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A.2 FG Interface

FG_Interface; FGSocket

leend ket
l-=endAddr

FFGSocket)
Hnitializedin ip @ char®, in port @ int) © bool
+zendDatalin data : char®, in size)

FG Interface

FG_Interface: FGConverter
Hg_socket | <unspecified= *

Hdm
HlAX 1P CHARS :int
+FGConverien)

+eetLongitude(in lon ; double)
+aatlatiiudealin lat © double)

————————— +setAltitude(in alt | double)

+setAboveGroundlevel{in agl : ficat)

+setRoll{in roll : float)

+aetPitchiin pitch - float)

+aatYaw(in yaw : float)

+hitond(in x ; double) : double

+hitonf(in x @ float) : float

+initizlizelin fg_ip : <unspecified=", in fg_port : int})
+eendFDM()
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A.3 Graphical User Interface

—

G U I UAV Poller

HUSEEN

LAY Senal_Interface: Uav_interface

LrichTextBox1 : RichTexiBox
Foomponents - IContainer

HUav_interface])
FDisposalin disposing @ bool)
FinitializeComponent!)

Ehain)
Fhutton1_Click(in sender : object, in & | EventArgs)

Fhution2_Click(in sender © object, in e : EventArgs)

Fmenultems_Click(in sender @ object, in e | EventArgs)

FmenultemE_Click(in sender : object in e : EventArgs)

Fbutton3_Click(in sender - object, in & | EvenlAngs)

Fmenultem3_Click(in sendar : object, in & | EventArgs)

F-menultem?_Click(in sender : object, in e : Eventirgs)

Fbuttond Click(in sender : object, in e | EventArgs)

FUav_interface_positionEvent(in lat ; double, in lon : double, in altMeters : int, in altFeet : int, in sat ; int, in realAlt - double)
FUav_interface_attitudeEvent(in roll - float, in pitch ; float, in yaw : float, in xAccel : float, in yAccel - float)
FUav_interface_motionDelegate(in heading - flaat, in gndSpd @ int, in airSpd : float)

FUav_interface_envDelegata(in temp : float, in hum : float, in UTG : int)

FUav_interface_flightSysDelegate(in voltage : float. in current : float, in battery - float)
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