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Abstract
Kraft's inequality is a classical theorem in Information Theory which
establishes the existence of prefix codes for certain (admissible) length dis-
tributions. We prove the following generalisation of Kraft's theorem: For
every admissible infinite length distribution one can construct a maximal
prefix codes whose codewords satisfy this length distribution.

Prefix codes are widely used in data transmission or in (algorithmic) information
theory (see]3,4]). A set of nonempty wor@sc X* over an alphabeX is called
a prefix codeprovidedw € C is not a prefix ofv € C, for every pair of distinct
wordsw, v € C.

A classical theorem about the existence prefix codes is called Kraft's inequal-

ity [2].
Theorem 1 (Kraft's inequality). Let X be a finite alphabet, £ N and let f :

| — N be a non-decreasing function such that, |X|-'™ < 1. Then there is a
prefix code C= {v, : n € I} € X* such thatv,| = f(n).

Here|X| denotes the cardinality of the ¥t and|v| denotes the length of the
word v and Y, IXI"f™ < 1 means that the length distributidn: | — N is
admissible.

The aim of this note is to show that a simple modification of Kraft's construc-
tion (see e.g.[[4]) is suitable for the construction of infinite maximal prefix codes
C C X* whenevery ¢ X' < 1.

Here a cod&€C C X* is referred to asnaximal prefixf C is a prefix code and
for every prefix code&C’ 2 C impliesC’ = C. It is known that a maximal prefix
code need not be maximal as a code (see e.[g. [1, Il. Example 3.1]). For finite
codesC C X*, however, a maximal prefix code satisfigsc |[X|™™ = 1 and is also
maximal as a code.



Theorem 2. Let f : N — N be a non-decreasing function such thgt|X|-f™ <
neN
1. Then there is a maximal prefix code-Qv,, : n € N} C X* such thatv,| = f(n).

We use the following characterisation of maximal prefix codes whose proof is
given here for the sake of completeness.

Lemma 3. Let M be an infinite subset ®f. A code CC X* is maximal prefix if
and only if for allwe {v: v e X* A |v| € M} there is a ve C such that wZ v or
VE w.

Proof. If C is not maximal prefix then there isva¢ C such thatC U {w} is a
prefix code. Considenu € X* where|wu € M. Sincew Z v andv Z w for every
v € C, the same holds true for the wondl.

Conversely, if for somev € {v: v e X* A |V € M} there is nov € C such that
wLC vorvC wthenC U {wj} is a prefix code properly containirt@ O

Now, using this lemma we construct a prefix code which satisfies the condition
of Lemma[3 for some infinite sé¥l < {f(n) : n € N}. This is done by the
following algorithmMaxKratft.

Algorithm MaxKraft

® Nn:=0;1:=0;C:=0; M:=0

1 For i=1to o do

2 l:=f(n); W:=X'\C-X*; M:=MU{l}
3 Let W = {wy,...,Ww)

4 For j=0to W/ -1 do

5 C 1= C U {wj,y - 0D
6 Endfor

7 n:=n+|W,

8 Endfor

Here the seM is included just to have a reference to Lenjma 3.

At stagei + 1 our parameters before constructing the new approxim&tign
areC;, n; andli,; = f(n)) wheref(n, — 1) = sudiw| : w € Cj}.

Then the seW,,; = X'+ \ C; - X* is the set of words which have no prefix in
Ci. For each of the wordgw, . .., Ww,,}, the body of thé~or-loop (lines 4 to 6)
adds the wordvj, ; - 0'"++)-l1 of length f (ni,1 + j) to C;. Thusf(j) is the length
of the jth word inC;,, if | < |Ci,4], in particularf(ni;; — 1) = sudw] : w € Ci,1}.

As in the proof of Kraft’s inequality, we obtain that

ICil

Whial = 3 X = xS 10 < s

veC; =1



Consequently, the algorithm does not stop, thaiCis,c Ci,;, and returns an
infinite setC = (J;2, Ci in which the word constructed in stéfas lengthf ().

Clearly, the resulting;,; is a prefix-code, iiC; is a prefix-code, and by the
steps in lines 4 and 5 every word of lendth has a prefix irC; € Ci,, oris a
prefix of some word irC;, ;.

At the next stage this process is repeated for the new (greater) lepgth
f(nis1 + [Wiial). So, by induction, it is seen that = [ J;2, C; is a prefix code for
which the infinite seM = {l; : i = 1,...} is a witness for its prefix maximality.

The algorithm depends on the monotonicity of the functionN — N. The
monotonicity guarantees that, when, at some siatiee finite approximatiorc;
of the codeC is constructed, all words € C \ C; will have lengthw| > f(n; — 1).
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