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1 The problem

The following puzzle was recently posted on “Alan and Danny’s Puzzle Page” (http://www.cs
.cmu.edu/puzzle/) by Professors Alan Frieze (Department of Mathematical Sciences: frieze@
math.cmu.edu) and Daniel Sleator (School of Computer Science: sleator@cs.cmu.edu), both
of Carnegie-Mellon University:

Puzzle 6: Uniform Candy Distribution

n children are sitting around a circular table. Each child starts out with an
integer number of candies. The following step is repeated:

Every child who has an odd number of candies is given another piece of candy by
the teacher. Each child now has an even number. Now every child passes half of
his / her candy to the child on his / her left.

Prove that eventually all the children will have the same amount of candy.

It seems reasonably clear from the explanatory note accompanying the puzzle that a solution
to this puzzle might have, or might not have, been published in the literature:

Every few weeks or so we’ll put up a new puzzle. Some of them will be old classics,
some of them will be new. Most will involve constructing an algorithm or a proof,
while some will involve writing a computer program to solve them. After a few
weeks, we’ll post a solution, along with proper references to the problem.

I believe that I have solved this problem. My solution and a subsequent minor correction have
been submitted to Professor Sleator on 14/10/2003 and 17/10/2003 respectively. I present
my solution in this technical report, which also contains two experimental and discussion
sections 3 and 7. They illustrate further how I arrived at the result. Note that, due to the
nature of the challenge, I am unaware at the time of writing as to whether this problem
has been solved and, if it has, whether a published solution exists. Related problems may
have been discussed in the literature. Hence, this report describes my own solution only and
makes no reference to other solutions that may have preceeded this one.

2 Re-grouping of solution steps

The ‘algorithm’ is formulated as an infinite sequence of steps, each consisting of two sub-steps:

1. Teacher gives an additional candy to every child with an odd number of candies. We’ll
call this a “top-up step”.

2. Children redistribute candy (in way described in problem). We’ll call this a “redis-
tribute” step.



This is depicted in figure 1. However, we will see shortly that, for our purposes, it is better
for us to treat the first top-up step differently from the rest; we regard the algorithm as a
single top-up step, followed by an infinite sequence of “redistribute then top-up” steps. This
is depicted in figure 2.

2.1 Amounts of candy are even between steps

Obviously each top-up step results in all children having an even number of candies. Hence,
the children’s numbers of candies are even both before and after each “redistribute then
top-up” step.

3 An example

I wrote a simple C program, candy, to simulate this algorithm. I am happy to supply a copy
of candy on request. Here is an example of the output from candy. In this example run, we
assume that there are four children, and that they start with sixteen, two, eleven and nine
candies, respectively:

sdaniels@wylie:~/candy$ ./candy 16 2 11 9

Initially : 16 2 11 9
After top-up 1 : 16 2 12 10
After redistribution 1 : 9 7 11 13
After top-up 2 : 10 8 12 14
After redistribution 2 : 9 10 13 12
After top-up 3 : 10 10 14 12
After redistribution 3 : 10 12 13 11
After top-up 4 : 10 12 14 12
After redistribution 4 : 11 13 13 11
After top-up 5 : 12 14 14 12
After redistribution 5 : 13 14 13 12
After top-up 6 : 14 14 14 12
After redistribution 6 : 14 14 13 13
After top-up 7 : 14 14 14 14
After redistribution 7 : 14 14 14 14

Candy now evenly distributed.
sdaniels@wylie:~/candy$

4 Maximum amount of candy held by any one child
never decreases

Here we show that the “redistribute then top-up” step has the important property of never
increasing the maximum number of candies held by a child.

4.1 Notation

To do this, we start by defining some notation. We use the residue classes modulo n as names
for the children, in the obvious way:

e We arbitrarily assign [0],, to one child. [0], refers to this same child throughout the
execution of the algorithm.

e For any child [k],, [k — 1], is the child to [k],’s left.
e For any child [k],, [k + 1], is the child to [k],’s right.
For an arbitrary “redistribute then top-up” step S:

e For any child [k],, we let By, denote the number of candies held by [k], before S.
(We observed in section 2.1 that this number By, is always even).



e For any child [k],, we let A, denote the number of candies held by [k],, after S. (We
observed in section 2.1 that this number Ay, is always even).

(We assume that it is always clear from the context as to which “redistribute then top-up”
step we are talking about).

4.2 Proof

Take an arbitrary child [k],, and an arbitrary “redistribute then top-up” step. In the “redis-
tribute” sub-step, [k], loses half of its candy, but gains half of [k + 1],,’s candy. Hence, [k],’s
amount of candy after the “redistribute” step is:

B, + Bij11],

2 2

i.e.
Bk, + Blit1].
2

So, if we use Il to denote the action of rounding an integer up to the next even integer,

A, = J By, +B[k+1]n1

we have:

2
Now, there are two cases:

1. B[k]n = B[k+1]n: Then:

By + By,
A, = Jf = IanI

which equals By, since By, is even. Hence A, = Bk, = Blr+1],> 50 A, < B,
and A[k]" < B[k+1]n-

2. B, # Bg+1),: Assume WLOG that B, < B4y, Since both By, and B,
are even, we must have B, < Bjg41), — 2. Hence:

Bk}, + Blr41). (B, — 2) + Byl
— - 7 <

2 - 2
QB[k-H]n -2
2
= By, —1

By +Bie+1],
2

Now, the top-up sub-step, at worst, adds one to . We have just shown

that W < Bljt1], — 1, so the result Ap, of this top-up sub-step is, at worst,
B[k+1]n-
Therefore, we have just shown that:

A, < Blga,

Now considering also the case in which By, > Bigyq), (finishing with our WLOG assump-
tion!), we see that A, is guaranteed to be at most:

max { By, » Bie+1], }
Hence (the maximum of a subset will always be < to the maximum of the whole set):
Aty < max {Bp,, By, Bnl, §
Since k is arbitrary, this implies:
A[l]n ; A[Q]n g ,A[n]" S max {B[l]" s B[2]n gy B[n]" }
And therefore:

max {Ap,, A, Al } < max { B, Bajs -+ Bla, }

n?*

as required.



5 Teacher stops giving out candy at some point

The significance of the result that we have just proved (in section 4) is that it implies that
the teacher cannot go on giving out candy indefinitely: the teacher must, after finitely many
“redistribute then top-up” steps, permanently stop giving out candy.

To show this, we start with the obvious observation that candies are never destroyed;
hence the total number (which we’ll call T') of candies held by the children never decreases.

But clearly, if we let M be the maximum number of candies held by a child (a function
of time), T can never exceed nM. But the result of section 4 says that M never decreases.
Hence, T is bounded above by a quantity (namely nM) that is itself bounded above by a
constant. (That constant is the value of nM just before the first “redistribute then top-up”
step). Therefore T' must converge to some limit. Since T is always an integer, this means
that T must remain constant after some finite number of “redistribute then top-up” steps.
Therefore, the teacher must permanently stop giving out candy after some finite number of
steps.

6 The rest is just linear algebra

Obviously, after the teacher finishes giving out candy, the “redistribute then top-up” steps
are just “redistribute” steps: If the teacher is no longer giving out candy, then the top-up
sub-steps must be identity transformations: all of the children must have even numbers of
candies on entry to the top-up sub-steps. Hence, the subsequent “redistribute then top-up”
steps must be just linear transformations:

By + B
_ By + By,
A[l]n - 2
By + B
2. + Bzl
Ap, —
Bz}, + B,
Ap, = —5
Bin),, + Binti),
Ay, —
Using matrix notation:
A[l] 1/2 1/2 0 0 B[l]
Am" 0 1/2 1/2 0 3[2]"
- U .
A, |=| O OV 0 By,
: : : .. 0 ’
Afn, /2 0 0 .- 1/2 B,

We'll call the matrix in this equation #.

6.1 Numerical experimentation with &

To reassure myself that I was on the right track, I tried evaluating some large powers of #
(for n = 5) with Octave[l]:
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Figure 1: Conceptual view of algorithm as described
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Figure 2: Our conceptual view of algorithm



sdaniels@uylie:~$ octave

GNU Octave, version 2.0.16 (i386-pc-linux-gnu).
Copyright (C) 1996, 1997, 1998, 1999, 2000 John W. Eaton.
This is free software with ABSOLUTELY NO WARRANTY.

For details, type ‘warranty’.

octave:1> spadetemp = [1, 1, O, O, O; O, 1, 1, O, O0; O, O, 1, 1, O0; O, O, O, 1, 1; 1, O, O, O, 1]
spadetemp =

, O O O K
O O O =
O O = = O
O = OO
= = O O O

octave:2> spadeb = spadetemp / 2

spadeb =
0.50000 0.50000 0.00000 0.00000 0.00000
0.00000 0.50000 0.50000 0.00000 0.00000
0.00000 0.00000 0.50000 0.50000 0.00000
0.00000 0.00000 0.00000 0.50000 0.50000
0.50000 0.00000 0.00000 0.00000 0.50000

octave:3> spadeb~10

ans =
0.24805 0.21484 0.16113 0.16113 0.21484
0.21484 0.24805 0.21484 0.16113 0.16113
0.16113 0.21484 0.24805 0.21484 0.16113
0.16113 0.16113 0.21484 0.24805 0.21484
0.21484 0.16113 0.16113 0.21484 0.24805



octave:4>
ans =

0.20577
0.20178
0.19533
0.19533
0.20178

octave:5>
ans =

0.20069
0.20021
0.19944
0.19944
0.20021

octave:6>
ans =

0.20008
0.20003
0.19993
0.19993
0.20003

octave:7>
ans =

0.20001
0.20000
0.19999

spadeb5~20

0.20178
0.20577
0.20178
0.19533
0.19533

spadeb5~30

0.20021
0.20069
0.20021
0.19944
0.19944

spadeb5~40

0.20003
0.20008
0.20003
0.19993
0.19993

spadeb5~50
0.20000

0.20001
0.20000

O O O OO O O O OO

O O O OO

0
0
0

.19533
.20178
.205677
.20178
.195633

.19944
.20021
.20069
.20021
.19944

.19993
.20003
.20008
.20003
.19993

.19999
.20000
.20001

O O O OO O O O OO O O O OO

o

.19533
.19533
.20178
.20577
.20178

.19944
.19944
.20021
.20069
.20021

.19993
.19993
.20003
.20008
.20003

.19999
.19999
.20000

O O O OO O O O O O O O O OO

o

.20178
.19533
.19533
.20178
.20577

.20021
.19944
.19944
.20021
.20069

.20003
.19993
.19993
.20003
.20008

.20000
.19999
.19999



0.19999
0.20000

octave:8>
ans =

0.20000
0.20000
0.20000
0.20000
0.20000

octave:9>

0.19999
0.19999

spadeb5~60

0.20000
0.20000
0.20000
0.20000
0.20000

0
0

O O O OO

.20000
.19999

.20000
.20000
.20000
.20000
.20000

O O O OO

.20001
.20000

.20000
.20000
.20000
.20000
.20000

O O O O O

.20000
.20001

.20000
.20000
.20000
.20000
.20000



Hence, it appears as if:

1/n 1/n 1/n --- 1/n
1/n 1/n 1/n --- 1/n
lim N‘p: 1/n 1/n 1/n --- 1/n

We’ll abuse our notation by calling this limit (assuming that it exists, and that the above
equation holds) #. If we can prove the above equality, then we have solved the problem:
the (infinite) sequence of redistribution steps after the teacher stops giving out candy is just
a multiplication of the vector of children’s candy inventories by #*. Clearly, if the above
equation holds, then the effect of this multiplication by & is to redistribute the children’s
candy so that all children have equal numbers of candies. Moreover, since the numbers of
candies held by the children are always integers, the definition of a limit (i.e. the difference
between #>° and the RHS above gets arbitrarily close to zero) will then imply that the
children all have the same number of candies after a finite number of steps.
Hence, it remains only to prove the correctness of the above equality.

6.2 Evaluation of &%

When I was first confronted with the problem of evaluating #°°, my first reaction was to try
the standard linear algebra technique of diagonalization by eigenvalues. I tried diagonalizing
& for n = 3 with Octave’s built-in eig function. I discovered that, indeed, & for n = 3 can
be diagonalized by eigenvalues (my knowledge of linear algebra is a bit rusty; if I remember
rightly, not all matrices can be diagonalized by eigenvalues). I then looked carefully at the
output, to see if I could guess the general form of the eigenvalues / eigenvectors.

I rapidly realised that the matrix of eigenvectors is just the matrix representation of a
(n-point) discrete Fourier transform; I realised that the linear transformation represented by
# has a simple intuitive interpretation in the frequency domain.

The interpretation is this: Suppose that we want to multiply # by a 1 by n input vector
X. If we look back at the definition of & in section 6, we see that all we have to do is:

1. Let Y be the result of rotating the entries of X down by one position.
2. Add X onto Y.
3. Halve the result.

Hence, if we let || denote the operation of rotating the entries of a column vector down by

one position, we have the identity:
X = — (X)

Now, we apply a Discrete Fourier transform to both sides (noting that the DFT operation is
linear), in preparation for application of the DFT shift theorem:

DFT(X) + DFT(||(X))
2

Now, the well-known DF'T shift theorem (Numerical Recipes[3] chapter 12) says that DFT(|] (X))
equals HDFT(X), where H is the diagonal matrix defined by:

DFT(AX) =

1 0 0 - 0
g0 0 = ... 0
0 0 0 ... e

I call the diagonal of H a phase heliz, although the more usual term is a linear phase term.
The elements of this diagonal are clearly discrete samples of a helix in three-dimensional
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(element number, real component, imaginary component) space. Clearly the length of the
diagonal (n samples) corresponds to one complete turn of the helix. Clearly also the helix is
of unit radius. Now:

DFT(X) + HDFT(X)

DFT(AX) = 5
_ IDFT(X) + HDFT(X)
N 2
_ (I+H)DFT(X)
N 2
_d ;H )DFT(X)

Then taking the inverse DFT of both sides:
AX = IDFT ((IEH) DFT(X))

So we have now diagonalized #. Now, if we evaluate the (diagonal) matrix (I';H), we see
that:

1. The element in the top left-hand corner is ! = 1, of which any power will clearly also
be 1.

2. Since the entire length of the diagonal corresponds to a single turn of the helix, any
other element is of the form 1%, where z is a complex number of unit magnitude but
argument not equal to zero. Hence, each such element 1;” is of magnitude strictly less
than one. Therefore, powers of these elements will tend to zero as the exponent tends

to infinity.

Hence (abusing our notation again):

(5

(Element [1,1] is 1; all other elements are zero). And, of course,

(e} —
o OO
OO O
OO O

000 ---0

A>°X = IDFT ((#) h DFT(X))

(where X, as always, is an arbitrary input vector). Now, if we use w as a shorthand for e n
(following Corman, Leiserson, Rivest and Stein[2]), the matrix representations of the forward
and inverse discrete Fourier transforms are:

1 1 1 .- 1
w w2 P wn_l
[DFT] _ L 1 w2 Wt w2(n—1)
= Tn
i wn‘fl w2(r‘1,71) . w(nfl‘)(nfl)
1 1 1 e 1
1 w w2 wn—1
1 2 1 2(n—1)
IDFT]=—| 1 w w W
IDFT] =
1 wn-1 w2(n—1) ... w(n—l)(n—l)

11



Hence:

1v/n 1/vn 1/yn - 1/y/n

- 0
(#) pFTj=| 0 0 0 e 0
0 0 0 0
So:
A% — [IDFT] (I J;H> [DFT]
1 7] F wn—1 oo
_ % 1 w2 RE e 21 (#) [DFT)]
1 wn— 1l 2n-1) ... H(n-1)(n-1)
1/n 1/n 1/n --- 1/n
1/n 1/n 1/n --- 1/n
_ | um ym ot am
1/n 1/n 1/n --- 1/n

as required. This completes the proof.

7 A remark about multiplication by &

It might worry you that the powers of & that we computed above appear to, in general,
have non-integer entries. This occurs in spite of the fact that it is obvious, from the problem
description, that the numbers of candies held by the children are always integers. It seems a
little difficult for the numbers of candies to always remain integers, and also always satisfy a
matrix equation involving real numbers.

One thing is obvious, however, from the construction of #: if x is a vector whose elements
are all equal even integers', then #z = x. (If all children have the same amount of candy,
and each child hands half of his / her candy to the child to the left of him / her, then all
children will still have the same amount of candy). Hence, one way in which the children’s
candy inventories can satisfy the matrix inequalities once the teacher stops giving out candy
is for all of the children to have the same amount of candy at this point.

For all of the inputs on which I have run candy, this has indeed happened. For example,
if we start with the vector of children’s candy inventories:

97
4
68
79
88
91

We get (note that this is a somewhat more complicated example than our earlier example in
section 3 above):

sdaniels@wylie:~/candy$ ./candy 97 4 68 79 88 91

Initially : 97 4 68 79 88 91
After top-up 1 : 98 4 68 80 88 92
After redistribution 1 : 51 36 T4 84 90 95
After top-up 2 : 52 36 74 84 90 96
After redistribution 2 : 44 55 79 87 93 T4

I This, of course, is true even if the elements of x are not even integers
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After top-up 3 : 44 56 80 88 94 74

After redistribution 3 : 50 68 84 91 84 59
After top-up 4 : 50 68 84 92 84 60
After redistribution 4 : 59 76 88 88 72 55
After top-up 5 : 60 76 88 88 T2 b6
After redistribution 5 : 68 82 83 80 64 58
After top-up 6 : 68 82 88 80 64 58
After redistribution 6 : 75 85 84 72 61 63
After top-up 7 : 76 86 84 72 62 64
After redistribution 7 : 81 85 78 67 63 70
After top-up 8 : 82 8 78 68 64 70
After redistribution 8 : 84 82 73 66 67 76
After top-up 9 : 84 82 74 66 68 76
After redistribution 9 : 83 78 70 67 72 80
After top-up 10 : 84 78 70 68 72 80
After redistribution 10 : 81 74 69 70 76 82
After top-up 11 : 82 74 70 70 76 82
After redistribution 11 : 78 72 70 73 79 82
After top-up 12 : 78 72 70 74 80 82
After redistribution 12 : 75 71 72 7 81 80
After top-up 13 : 76 72 72 78 82 80
After redistribution 13 : 74 72 75 80 81 78
After top-up 14 : 74 72 76 80 82 78
After redistribution 14 : 73 74 78 81 80 76
After top-up 15 : 74 74 78 82 80 76
After redistribution 15 : 74 76 80 81 78 75
After top-up 16 : 74 76 80 82 78 76
After redistribution 16 : 75 78 81 80 7 75
After top-up 17 : 76 78 82 80 78 76
After redistribution 17 : 7 80 81 79 7 76
After top-up 18 : 78 8 82 80 78 76
After redistribution 18 : 79 81 81 79 7 7
After top-up 19 : 80 82 82 80 78 78
After redistribution 19 : 81 82 81 79 78 79
After top-up 20 : 82 82 82 80 78 80
After redistribution 20 : 82 82 81 79 79 81
After top-up 21 : 82 82 82 80 80 82
After redistribution 21 : 82 82 81 80 81 82
After top-up 22 : 82 82 82 80 82 82
After redistribution 22 : 82 82 81 81 82 82
After top-up 23 : 82 82 82 82 82 82
After redistribution 23 : 82 82 82 82 82 82

Candy now evenly distributed.
sdaniels@uylie:”~/candy$

So we see that the final top-up step, top-up step 23, makes the childrens’ candy inventories
all equal. The convergence of the algorithm after this is trivial.

However, I do not currently have any proof that the convergence of the algorithm after
the teacher stops giving out candy is always trivial in this way. It might be interesting to
see if this can be proved, but it is not necessary to prove this in order to solve the problem
as stated. I believe that my evaluation of &% in section 6.2 is straightforward and easy to
understand, relying as it does only on basic linear algebra and some elementary properties
of the discrete Fourier transform.
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