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Abstract

The paper presents an elementary approach for the calculation of the entropy
of a class of languages. This approach is based on the consideration of roots
of a real polynomial and is also suitable for calculating the Bernoulli measure.
The class of languages we consider here is a generalisation of the Łukasiewicz
language.
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Introduction

The Łukasiewicz language (see [AB97]) is the language defined by the grammarS→
aSS| b. It is a deterministic one-counter language and a prefix-code. In this paper we
are going to generalise this concept in two ways: First we admit languages generated
by grammarsS→ aSn | b with a∈ A0,b∈ A1, whereA0 andA1 are disjoint alphabets.
The languages thus specified are also deterministic one-counter prefix-codes. Sec-
ondly, we allow substitution of letters ofA := A0∪A1 by codewords of a previously
given codeC̃ (for more details see Section 2). This results in languages which are
codes but—depending on the codeC̃—not necessarily context-free and which will be
called, in the sequel, generalised Łukasiewicz languages.
In the paper [Ku70] a remarkable information-theoretic property of Łukasiewicz’s
comma-free notation was developed. The languages of well-formed formulas of the
implicational calculus with one variable and onen-ary operation(n ≥ 2) in Polish
parenthesis-free notation have generative capacityh2(n−1

n ) whereh2 is the usual Shan-
non entropy, or, stated in other terms, the languages generated by grammarsS→ aSn |
b have generative capacityh2(n−1

n ).
The main purpose of our investigations is to study the same information theoretic as-
pect of languages as in [CM58, Ku70, Ei74, JL75, St88], namely the generative ca-
pacity of languages. This capacity, in language theory called theentropy of languages
resembles directly Shannon’s channel capacity (cf. [Jo92]). It measures the amount
of information which must be provided on the average in order to specify a particular
symbol of a word in a language. For a connection of the entropy of languages to Algo-
rithmic Information Theory see e.g. [LV93, St93]. In [HP94] an account of interesting
connections between the entropy of languages and data compression was presented.
After having investigated basic properties of generalised Łukasiewicz languages we
first calculate their Bernoulli measures in Section 3. Here we derive and investigate
in detail a basic real-valued equation closely related to the measure of generalised
Łukasiewicz languages.
These investigations turn out to be useful not only for the calculation of the measure
but also for estimating the entropy of of generalised Łukasiewicz languages which
will be carried out in Section 4. In contrast to [Ku70] we do not require the powerful
apparatus of the theory of complex functions utilised there for the more general task of
calculating the entropy of unambiguous context-free languages. We develop a simpler
apparatus based on augmented real functions. As announced above, this approach
applies also to languages which are not necessarily context-free where the entropy is,
in general, not computable [Ka70]. We give also an exact formula for the entropy of
pure Łukasiewicz languages with arbitrary numbers of letters representing variables
andn-ary operations (n fixed).
The final section deals with the entropy of the star languages (submonoids) of gener-
alised Łukasiewicz languages.
Next we introduce the notation used throughout the paper. ByN = {0,1,2, . . .} we
denote the set of natural numbers. LetX be an alphabet of cardinality #X = r. By X∗
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we denote the set (monoid) of words onX, including theempty word e. Forw,v∈ X∗

let w · v be theirconcatenation. This concatenation product extends in an obvious
way to subsetsW,V ⊆ X∗. For a languageW let W∗ :=

⋃
i∈NWi be thesubmonoidof

X∗ generated byW, and byWω := {w1 · · ·wi · · · : wi ∈W \ {e}} we denote the set of
infinite strings formed by concatenating words inW. Furthermore|w| is thelengthof
the wordw∈ X∗ andA(B) is the set of all finite prefixes of strings inB⊆ X∗ ∪Xω .
We shall abbreviatew∈ A(η) (η ∈ X∗∪Xω) by wv η .
As usual languageV ⊆ X∗ is called a code providedw1 · · ·wl = v1 · · ·vk for w1, . . . ,wl ,
v1, . . . ,vk ∈V impliesl = k andwi = vi . A languageV ⊆X∗ is referred to as anω-code
providedw1 · · ·wi . . . = v1 · · ·vi · · · wherewi ,vi ∈V implieswi = vi . A codeV is said
to have afinite delay of decipherability, provided for everyw∈V there is anmw ∈ N
such thatw ·v1 · · ·vmw v w′ ·u, for v1, . . . ,vmw,w′ ∈V andu∈V∗, impliesw = w′ (cf.
[DL94, St85]). As usual,V is called aprefix codeprovidedvv w impliesv = w for
v,w∈V, that is,V has a finite delay of decipherability andmw = 0 for everyw∈V.
Every code having a finite delay of decipherability is anω-code (see [DL94, St85]).
A simple example of anω-code having no finite delay of decipherability is the set
V := {a,c}∪{acib : i ∈N} ⊆ {a,b,c}∗. Here, for the codeworda∈V, the numberma

is infinite, whereasmw = 0 for every other wordw∈V.

1 Pure Łukasiewicz-languages

In this section we consider languages over a finite or countably infinite alphabetA.
Let {A0,A1} be a partition ofA into two nonempty parts and letn ≥ 2. Thepure
{A0,A1}-n-Łukasiewicz-languageis defined as the solution of the equation

Ł̃ = A0∪A1 · Ł̃
n

. (1)

It is a simple deterministic language (cf. [AB97, Section 6.7]) and can be obtained as⋃
i∈N Ł̃ i whereŁ̃0 := /0 andŁ̃ i+1 := A0∪A1 · Ł̃ i

n
.

{A0,A1}-n-Łukasiewicz-languages have the following easily verified properties. For
the sake of completeness we give a proof.

1.1 Proposition 1. Ł̃ is a prefix code.
2. If w∈ A∗ and a0 ∈ A0 then w ·a|w|·n0 ∈ Ł̃∗.
3. A(Ł̃∗) = A∗

Proof. 1. Let v,w∈ Ł̃ be a pair of words such thatv @ w, and|v|+ |w| is minimal.
SinceA0∩A1 = /0, we havev,w∈ A1 · Ł̃n, that is,v= v0 ·v1 · · ·vn andw= w0 ·w1 · · ·wn

wherev0,w0 ∈ A1 andvi ,wi ∈ Ł̃ for i ≥ 1. v0 = w0 follows readily. Leti, 1≤ i ≤ n,
be the smallest index such thatvi 6= wi . Hence, eithervi is a prefix ofwi or vice versa,
a contradiction to the length assumption.
2. We show by induction oni that the assertion holds for everyw∈ Ai .
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If w ∈ A0 = {e} thenw ∈ Ł̃∗. Assumew ∈ Ai+1. Thenw = a ·u for a ∈ A andu ∈
Ai . By the induction hypothesis,u · a|u|·n0 ∈ Ł̃m for suitablem∈ N. Consequently,

u·a|w|·n0 = u·a(|u|+1)·n
0 ∈ Ł̃m+n has a decompositionu·a|w|·n0 = v1 · · ·vn ·u′ wherev j ∈ Ł̃

andu′ ∈ Ł̃m.
If a∈ A0 thena · v1 · · ·vn ·u′ = w ·a|w|·n0 ∈ Ł̃m+n+1 and the assertion is true. Ifa∈ A1

thena ·v1 · · ·vn ∈ Ł̃ whencea ·v1 · · ·vn ·u′ = w ·a|w|·n0 ∈ Ł̃m+1 and the assertion is also
true.
3. follows from 2. ❏

Along with Ł̃ it is useful to consider itsderived languagẽK which is defined by the
following equation.

K̃ := A1 ·
⋃n−1

i=0
Ł̃ i (2)

1.2 Proposition 1. A(Ł̃)\ Ł̃ = K̃∗

2. Every w∈ A∗ has a unique factorisation w = v·u where v∈ Ł̃∗ and u∈ K̃∗.

Proof. 1. We haveA(Ł̃) = {e}∪A0∪A1 ·
⋃n−1

i=0 Ł̃ i ·A(Ł̃).
SinceŁ̃ is a prefix code,

⋃n−1
i=0 Ł̃ i ·(A(Ł̃)\ Ł̃) is the disjoint union of the sets̃Ł i ·(A(Ł̃)\

Ł̃), whence
⋃n−1

i=0 Ł̃ i ·A(Ł̃) =
⋃n−1

i=0 Ł̃ i · (A(Ł̃)\ Ł̃)∪ Ł̃n.
Consequently,A(Ł̃)\ Ł̃ = A(Ł̃)\(A0∪A1 · Ł̃n) = {e}∪A1 ·

⋃n−1
i=0 Ł̃ i ·(A(Ł̃)\ Ł̃). Since

e /∈ A1 ·
⋃n−1

i=0 Ł̃ i , this equation has the unique solution(A1 ·
⋃n−1

i=0 Ł̃ i)∗.
2. follows from 1. because for a prefix codeC every word inw∈ A(C∗) has a unique
factorisationw = v·u with v∈C∗ andu∈ A(C)\C. ❏

1.3 Proposition K̃ is an ω-code having an infinite delay of decipherability.

Proof. Assume that there are subfamilies(wi)i∈N ,(vi)i∈N of K̃ such thatw0 ·w1 · · ·=
v0 · v1 · · · andw0 6= v0. W.l.o.g. assumew0 to be a proper prefix ofv0. Then, sincẽŁ
andA1 are prefix codes,w0 = x·u0 · · ·u j andv0 = x·u0 · · ·u j ′ wherex∈ A1, ui ∈ Ł̃ and
n > j ′ > j. Consequently,u j+1 is a prefix ofv1 · · ·vm for a sufficiently largem∈ N
which contradicts Proposition 1.1.
The second assertion follows from Lemma 3.5 in [DL94], becauseK̃ω ∩ {ξ : ξ ∈
Aω ∧A(ξ )⊆ A(K̃)} ⊇ Aω

1 6= /0. ❏

2 The Definition of Łukasiewicz Languages

Generalised Łukasiewicz-languages are constructed from pure Łukasiewicz-languages
via composition of codes (cf. Section I.6 of [BP85]) as follows. We start with a code
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C̃, # C̃≥ 2, an alphabetA with # A = # C̃ and an bijective morphismψ : A∗→ C̃∗. Let
C := ψ(A0)⊆ C̃ andB := ψ(A1)⊆ C̃. This partitions the codẽC into nonempty parts
C andB.
Let Ł̃ be the{A0,A1}-n-Łukasiewicz-language and Ł := ψ(Ł̃). Thus, Ł is the compo-
sition of the codes̃Ł andC̃ via ψ, Ł = C̃◦ψ Ł̃ . Analogously to the previous section
Ł is called{C,B}-n-Łukasiewicz-language. For the sake of brevity, we shall omit the
prefix “{C,B}-n-” when there is no danger of confusion. Throughout the rest of the
paper we supposeC andB to be disjoint nonempty sets for whichC∪B is a code, and
we supposen to be the composition parameter described in Eq. (1).
Utilising the properties of the composition of codes (cf. [BP85, Section 1.6]) from the
results of the previous section one can easily derive that Ł has the following properties.

Ł = C∪B·Łn (3)

2.1 Proposition 1. Ł ⊆ (C∪B)∗ ·C⊆ (C∪B)∗

2. Ł is a code, and if C∪B is a prefix code then Ł is also a prefix code.
3. If w∈ (B∪C)∗ and v∈C then w ·v|w|·n ∈ Ł∗.
4. A(Ł∗) = A((C∪B)∗)

It should be mentioned that Ł might be a prefix code, even ifB and henceC∪B are
codes having no finite delay of decipherability.

2.1 Example Let X = {a,b,c}, C := {ac2i+1b : i ∈ N}, B := {a,c}∪{ac2ib : i ∈ N}
andn≥ 2. It is easily seen thatC∪B as well asB are codes having no finite delay of
decipherability.
Moreover, Ł∩{c}∗ = /0 andA(Ł∗)∩{c}∗ ·b= /0, because each nonempty wordu∈ Ł∗

contains a factor of the formac2i+1b.
Assume Ł to be no prefix code. Then there arew,v∈ Ł such thatw = a·w1 · · ·wn with
w j ∈ Ł and v has a prefix of the formacjb. Thenw1 ∈ {c}∗ or c jbv w1 which is
impossible.

In the same way as above we define thederived languageK as K := C̃◦ψ K̃, and we
obtain the following.

K := B·
⋃n−1

i=0
Ł i (4)

Propositions 1.2.2 and 1.3 prove that the language K is related to Ł via the following
properties.

2.2 Theorem 1. A(Ł) = K∗ ·A(C∪B).
2. Every w ∈ (C∪B)∗ has a unique factorisation w = v · u where v ∈ Ł∗ and

u∈ K∗.
3. K is a code having an infinite delay of decipherability.
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3 The Measure of Łukasiewicz Languages

In this section we consider the measure of Łukasiewicz languages. Measures of lan-
guages were considered in Chapters 1.4 and 2.7 of [BP85]. In particular, we will
consider so-called Bernoulli measures.

3.1 Valuations of Languages

As in [Fe95] we call a morphismµ : X∗ → (0,∞) of the monoidX∗ into the mul-
tiplicative monoid of the positive real numbers avaluation. A valuationµ such that
µ(X) = ∑x∈X µ(x) = 1 is known asBernoulli measureonX∗ (cf. [BP85, Chap. 1.4]).
A valuation is usually extended to a mappingµ : 2X∗ → [0,∞] via µ(W) := ∑

w∈W
µ(w).

Now consider the measureµ(Ł) for a valuationµ on X∗. Since the decomposition
Ł = C∪B·Łn is unambiguous, we obtain

µ(Ł) = µ(C)+ µ(B) ·µ(Ł)n .

The representation Ł=
⋃∞

i=1Ł i where Ł1 := C and Łi+1 := C∪B · Ł i allows us to
approximate the measureµ(Ł) by the sequence

µ1 := µ(C)
µi+1 := µ(C)+ µ(B) ·µi

n

µ(Ł) = lim i→∞ µi .

We have the following

3.1 Theorem If the equation λ = µ(C)+µ(B) ·λ n has a positive solution then µ(Ł)
equals its smallest positive solution, otherwise µ(Ł) = ∞.

Proof. We have 0< µ1 < .. . < µi < µi+1 < .. . . Let λ0 be the minimal positive
solution of the equationµ(Ł) = µ(C)+ µ(B) ·µ(Ł)n. Then 0< λ0 and if µi < λ0 then
µi+1 := µ(C)+ µ(B) ·µi

n < µ(C)+ µ(B) ·λ n
0 = λ0. Consequently,µ(Ł)≤ λ0.

On the other hand, in view of limi→∞ µi+1 = lim i→∞(µ(C)+ µ(B) · µi
n) = µ(C)+

µ(B) ·(lim i→∞ µi)n, the limit limi→∞ µi is a solution of our equation, and the assertion
follows. ❏

In order to give a more precise evaluation ofµ(Ł), in the subsequent section we take a
closer look to our basic equation

λ = γ +β ·λ n , (5)

whereγ,β > 0 are positive reals.
In order to estimateµ(K) we observe that the unambiguous representation of Eq. (4)
yields the formulaµ(K) = µ(B) ·∑n−1

i=0 µ(Ł)i . Then the following connection between
the valuationsµ(Ł) andµ(K) is obvious.

3.2 Proposition It holds µ(Ł) = ∞ iff µ(K) = ∞.
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3.2 The Basic Equationλ = γ +β ·λ n

This section is devoted to a detailed investigation of the solutions of our basic equation
(5). As a result we obtain estimates for the Bernoulli measures of Ł and K as well as
a useful tool when we are going to calculate the entropy of Łukasiewicz languages in
the subsequent sections.
Let λ̄ be an arbitrary positive solution of Eq. (5). Then we have the following relation-
ship to the valueγ +β .

λ̄ < 1 ⇔ λ̄ < γ +β ,

λ̄ = 1 ⇔ λ̄ = γ +β , and (6)

λ̄ > 1 ⇔ λ̄ > γ +β

Proof. We prove only the last equivalence, the other proofs being similar. From
λ̄ = γ + β · λ̄ n , in view of λ̄ > 1, we have immediatelyγ + β < λ̄ . Conversely,
γ +β < λ̄ = γ +β · λ̄ n implies λ̄ > 1. ❏

In order to study positive solutions it is convenient to consider the positive zeroes of
the function.

f (λ ) = γ +β ·λ n−λ (7)

The graph of the functionf reveals thatf has exactly one minimum atλmin, 0 <

f (λ )

γ

γ
n·γ
n−1

λ0 λ̂
λmin

λ

-

6

Figure 1: Plot of the functionf (λ ) in the case of two positive roots

λmin = 1
n−1
√

βn
< ∞ on the positive real axis, the value of which isf (λmin) = γ −

n−1
n · 1

n−1
√

βn
= n−1

n

(
n

n−1 · γ−λmin
)
. Thus it has at most two positive rootsλ0, λ̂ which

satisfy 0< λ0 ≤ λmin ≤ λ̂ .
We obtain the following necessary and sufficient condition for the existence of a posi-
tive rootλ0 and its further properties.
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3.3 Proposition Let γ,β > 0 and let f (λ ) = γ + β · λ n− λ . The function f has a
positive root if and only if γn−1 ·β ≤ (n−1)n−1

nn , and its positive roots satisfy

γ < λ0 ≤ n·γ
n−1 ≤ λmin ≤ λ̂ . (8)

Moreover, f has a positive root provided γ + β ≤ 1, and in this case for its positive
roots λ0 and λ̂ the following equivalences are valid

γ +β < 1 ⇔ λ0 < γ +β < 1 < λ̂ , and
γ +β = 1 ⇔ λ0 = 1 ∨ λ̂ = 1 .

(9)

Proof. As it was mentioned above, the functionf has a positive root if and only if

f (λmin) = γ− n−1
n · 1

n−1
√

βn
≤ 0, that is, ifγn−1 ·β ≤ (n−1)n−1

nn .

Since f (λ ) > 0 for 0≤ λ ≤ γ and f ( n·γ
n−1) = γ · ( n

n−1)n ·
(

γn−1 ·β − (n−1)n−1

nn

)
, we have

γ < λ0 ≤ n
n−1 · γ provided f has a positive root.

Now, f (1) = γ + β −1 and f (γ + β ) = β ((γ + β )n−1) imply that in caseγ + β ≤ 1
the functionf has positive roots satisfyingλ0 ≤ γ +β ≤ 1≤ λ̂ , and in view of Eq. (6)
its positive roots satisfy Eq. (9). ❏

Next, we consider the casef (λmin) = 0, that is, whenf has a positive root of multi-
plicity two. It turns out that in this case we have some additional restrictions.

3.4 Lemma Let γ,β > 0. Then the following conditions are equivalent.

1. γ +β ·λ n−λ has a positive root of multiplicity two.

2. γn−1 ·β = (n−1)n−1

nn

3. λmin = n
n−1 · γ

Moreover, each one of the conditions implies γ +β ≥ 1, and then γ +β = 1 if and only
if β = 1

n or γ = n−1
n .

Proof. It is obvious thatλmin is a root of f iff f has a multiple positive root. The

conditionγn−1 ·β = (n−1)n−1

nn is equivalent tof (λmin) = 0.

Now, γn−1 ·β = (n−1)n−1

nn iff λmin = 1
n−1
√

βn
= n

n−1 · γ.

From the arithmetic geometric mean inequality we know thatn
√

( γ

n−1)n−1 ·β ≤ γ+β

n

with equality if and only if γ

n−1 = β . Thus, Condition 2 impliesγ + β ≥ 1, and if

γ +β = 1 the identityγn−1 ·β = (n−1)n−1

nn holds iff β = 1
n or γ = n−1

n . ❏

In connection withλ0 we consider the valueκ0 := β ·∑n−1
i−0 λ i

0. This value is related
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to µ(K) in the same way asλ0 to µ(Ł). In view of β (λ n
0 −1) = β ·λ n

0 + γ − γ −β =
λ0− (γ +β ), we have

κ0 =

 n·β , if λ0 = 1 and
λ0− (γ +β )

λ0−1
, otherwise.

(10)

As a corollary to Eq. (10) we obtain the following.

3.5 Corollary (κ0−1) · (λ0−1) = 1− (γ +β )

We obtain our main result on the dependencies between the coefficients of our basic
equation (5) and the values ofλ0 andκ0.

3.6 Theorem Let f (λ ) = γ +β ·λ n−λ . Then f (λ ) has a positive root if and only if
one of the right hand side conditions in Eqs. (11) to (16) holds. Moreover, the values of
its minimum positive root λ0 and the value κ0 := β ·∑n−1

i−0 λ i
0 depend in the following

way from the coefficients γ and β .

λ0 < 1∧κ0 < 1 ⇔ γ +β < 1 (11)

λ0 < 1∧κ0 = 1 ⇔ γ +β = 1∧β > 1
n (12)

λ0 < 1∧κ0 > 1 ⇔ γ +β > 1∧β > 1
n∧ f (λmin)≤ 0 (13)

λ0 = 1∧κ0 < 1 ⇔ γ +β = 1∧β < 1
n (14)

λ0 = 1∧κ0 = 1 ⇔ γ +β = 1∧β = 1
n (15)

λ0 > 1∧κ0 < 1 ⇔ γ +β > 1∧β < 1
n∧ f (λmin)≤ 0 (16)

The remaining cases λ0 = 1∧κ0 > 1 and λ0 > 1∧κ0 ≥ 1 are impossible.

Proof. The function f has a positive root if and only iff (λmin) ≤ 0. Observe that, in
view of Eq. (9),γ +β ≤ 1 implies f (λmin)≤ 0. Moreover, ifγ +β > 1 andβ = 1

n the
function f has no positive root.
Consequently, the six cases on the right hand sides of our equivalences cover the whole
range whenf has a positive root and, additionally, are mutually excluding each other.
Thus it suffices to prove the implications from right to left.

Eq. (11) If γ +β < 1 thenλ0 < 1 (cf. Eq. (9)). Hence, Corollary 3.5 impliesκ0 < 1.

Eqs. (12) and (13)β > 1
n is equivalent toλmin < 1 whenceλ0 < 1 if f (λmin) ≤ 0.

Thenκ0 = 1, in case of Eq. (12), andκ0 > 1, in case of Eq. (13), follow from
Corollary 3.5.

Eq. (14) If β < 1
n we haveλmin > 1. Thus Eq. (9) and showsλ0 = 1. Now, κ0 < 1

follows from Eq. (10).

Eq. (15) This implication is straightforward.
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Eq. (16) The right hand side is equivalent tof (1) > 0, λmin > 1 and f (λmin) ≤ 0,
whenceλmin > λ0 > 1. Again from Corollary 3.5 we obtainκ0 < 1.

❏

From Theorem 3.6 and Eq. (6) we obtain the following.

3.7 Corollary If λ0 > 1 then λ0 > γ +β > 1.

Comparing with the equivalences of Lemma 3.4 we observe that multiple positive roots
are possible only in the cases of Eqs. (13), (15) and (16), and that in the case of Eq. (15)
we have necessarily multiple positive roots.

3.3 The Bernoulli Measure of Łukasiewicz Languages

The last part of Section 3 is an application of the results of the previous subsections
to Bernoulli measures. As is well known, a code of Bernoulli measure 1 is maximal
(cf. [BP85]). The results of the previous subsection show the following necessary and
sufficient conditions.

3.8 Theorem Let Ł = C∪B ·Ł, C,B⊆ X∗ be a Łukasiewicz language, K its derived
language and µ : X∗ → (0,1) a Bernoulli measure. Then µ(Ł) = 1 iff µ(C∪B) = 1
and µ(B)≤ 1

n, and µ(K) = 1 iff µ(C∪B) = 1 and µ(B)≥ 1
n.

Thus Theorem 3.8 proves that pure Łukasiewicz languagesŁ̃ and their derived lan-
guages̃K are maximal codes.
Resuming the results of Section 3 one can say that in order to achieve maximum mea-
sure for both Łukasiewicz languages Ł and K it is necessary and sufficient to distribute
the measuresµ(C) andµ(B) asµ(C) = n−1

n andµ(B) = 1
n, thus respecting the com-

position parametern in the defining equation (1). A bias in the measure distribution
results in a measure loss for at least one of the codes Ł or K.

4 The Entropy of Łukasiewicz Languages

In [Ku70] Kuich introduced a powerful apparatus in terms of the theory of complex
functions to calculate the entropy of unambiguous context-free languages.
For our purposes it is sufficient to consider real functions admitting the value∞. The
coincidence of Kuich’s and our approach for Łukasiewicz languages is established by
Pringsheim’s theorem which states that a power seriess(t) = ∑∞

i=0sit i , si ≥ 0, with
finite radius of convergencerads has a singular point atrads and no singular point
with modulus less thanrads. For a more detailed account see [Ku70, Section 2].
Here and in the subsequent section we show that our apparatus establishes a general
treatise of the entropies of Ł, K and their star closures Ł∗ and K∗ provided sufficient
information is known about the structure generating functions of the codesC andB.
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4.1 Definition and Simple Properties

The notion of entropy of languages is based on counting words of equal length. There-
fore, from now on we assume our alphabetX to be finite of cardinality #X = r, r ≥ 2.
For a languageW ⊆ X∗ let sW : N → N wheresW(n) := #W∩Xn be its structure
function, and let

HW = limsup
n→∞

logr(1+ sW(n))
n

be itsentropy(cf. [Ku70]).
Informally, this concept measures the amount of information which must be provided
on the average in order to specify a particular symbol of a word in a language.
Thestructure generating functioncorresponding tosW is

sW(t) := ∑i∈N sW(i) · t i . (17)

sW is a power series with convergence radius

radW := liminf
n→∞

1
n
√

sW(n)
,

and, considered as a real function on[0, radW), it is nondecreasing.
As it was explained above, it is convenient to considersW also as a function mapping
[0,∞) to [0,∞)∪{∞}, where we set

sW(radW) := sup{sW(α) : α < radW} , and (18)

sW(α) := ∞, if α > radW . (19)

Eq. (18) is in accordance with Abel’s Limit Theorem which states that forai ≥ 0 and
r ≥ 0 one has lim

t→r, t<r
∑i∈N ai · t i = ∑i∈N ai · r i provided∑i∈N ai · t i converges att = r.

Having in mind this variant ofsW, we observe thatsW is a nondecreasing function
which is continuous in the interval(0, radW) and continuous from the left in the point
radW. Moreover,sW is increasing wheneverW 6⊆ {e}.
If W 6⊆ {e} we say thatsW reachesthe values at t ∈ [0, radW] iff sW(t) ≤ s and
sW(t ′) > s for all t ′ > t, that is, fors∈ [0,sW(radW)) there is at such thatsW(t) = s
and, ifsW(radW) < ∞ any values,sW(radW)≤ s< ∞, is reached atradW.
Then the entropy of languages satisfies the following property.

4.1 Proposition

HW :=
{

0 , if W is finite, and
− logr radW , otherwise.

Before we proceed to the calculation of the entropy of Łukasiewicz languages we
mention still some properties of the entropy of languages which are easily derived
from the fact thatsW is a positive series (cf. [Ei74, Proposition VIII.5.5]).
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4.2 Proposition Let V,W ⊆ X∗. Then 0≤ HW ≤ 1 and, if W and V are nonempty,
we have HW∪V = HW·V = max{HW,HV} .

Proof. In fact, 0≤ sW(n)≤ rn, and ifW andV are nonempty languages then

max{sV(t),sW(t)} ≤ sV∪W(t) ≤ 2·max{sV(t),sW(t)} and
max{sw·V(t),sW·v(t)} ≤ sV·W(t) ≤ sV(t) · sW(t)

whenv∈V andw∈W. Consequently,radV ∪W = radV ·W = min{radV, radW}. ❏

For the entropy of the star of a language we have the following (cf. [Ei74, Ku70]).

4.3 Proposition If V ⊆ X∗ is a code then

sV∗(t) = ∑i∈N(sV(t))i = 1
1−sV(t) , and

HV∗ =
{

HV , if sV(radV)≤ 1 , and
− logr inf{γ : sV(γ) = 1} , otherwise.

In general∑i∈N(sW(t))i is only an upper bound tosW∗(t). Hence only in casesW(t)< 1
one can conclude thatsW∗(t) ≤ ∑i∈N(sW(t))i < ∞ and, consequently,t ≤ radW∗.
Thus we obtain a sufficient condition for the equalityHW = HW∗ depending on the
value ofsW(radW).

4.4 Corollary Let W⊆ X∗. We have HW = HW∗ if sW(radW)≤ 1, and if W is a code
W ⊆ X∗ it holds HW < HW∗ if and only if sW(radW) > 1.

Property 4.3 and Corollary 4.4 show that the valuet1 for which sV(t1) = 1 is crucial
for the calculation ofHV∗ and yields an exact estimate ofHV∗ if V is a code.

4.2 The Calculation of the Convergence Radius

Property 4.1 showed the close relationship betweenHW andradW, and Corollary 4.4
proved that the value ofsW at the pointradW is of importance for the calculation of
the entropy of the star language ofW, HW∗ .
Therefore, in this section we are going to estimate the convergence radius of the
power seriessŁ(t) and simultaneously, the valuessŁ(radŁ) andsK(radŁ) (Observe
thatradŁ = radK in view of Eq. (4) and Property 4.2). We start with the equation

sŁ(t) = sC(t)+ sB(t) · sŁ(t)n (20)

which follows from the unambiguous representation in Eq. (3) and the observation
that radŁ = sup{t : sŁ(t) < ∞} = inf{t : sŁ(t) = ∞}, because the functionsŁ(t) is
nondecreasing (even increasing on[0, radŁ]).
From Section 3.2 we know that, for fixedt, t < radŁ, the valuesŁ(t) is one of the
solutions of Eq. (5) withγ = sC(t) andβ = sB(t). Similarly to Theorem 3.1 one can
prove the following.
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4.5 Theorem Let t > 0. If Eq. (5) has a positive solution for γ = sC(t) and β = sB(t)
then sŁ(t) = λ0, and if Eq. (5) has no positive solution then sŁ(t) diverges, that is,
sŁ(t) = ∞.

This yields an estimate for the convergence radius ofsŁ(t) as the point at which the

productsC(t)n−1 · sB(t) reaches the value(n−1)n−1

nn .

radŁ = inf
{
rad(C∪B)

}
∪

{
t : sC(t)n−1 · sB(t) > (n−1)n−1

nn

}
= sup

{
t : sC(t)n−1 · sB(t)≤ (n−1)n−1

nn

} (21)

Proof. Clearly, sŁ(t) converges only ifsC(t) andsB(t) converge. Ift ≤ rad(C∪B)
thensŁ(t) < ∞ if and only if our basic equation has a solution. This is the case when

f (λmin)≤ 0, that is, ifsC(t)n−1 · sB(t)≤ (n−1)n−1

nn . ❏

As sŁ(t) < ∞ wheneversC(t)n−1 · sB(t)≤ (n−1)n−1

nn we obtain

sŁ(radŁ) < ∞ . (22)

Using Theorem 4.5 in connection with the results of Section 3.2 we can describe the
behaviour ofsŁ on [0, radŁ] as follows (see Figure 2). Observe thatsC∪B andsŁ are
increasing on[0, radC∪B) and[0, radŁ], respectively. First Eq. (8) shows

sŁ

sC∪B

1

6

s(t)

- t
t1 radŁ

Figure 2: A typical plot of the structure generating functions of Ł andC∪B

sC(t) < sŁ(t) < n
n−1sC(t) for 0 < t < radŁ .

Moreover, from Eq. (9) we obtain thatsŁ(t) < sC(t)+sB(t) as long assC(t)+sB(t) <
1. The valuet1 for which sC(t1)+ sB(t1) = 1 is crucial for the behaviour ofsŁ:
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If sŁ(t1) = 1 thensŁ(t) > 1 for t1 < t ≤ radŁ and Corollary 3.5 implies that then
sŁ(t) > sC(t) + sB(t). On the other hand, ifsŁ(t1) < 1 thensŁ(t) < 1 in the whole
range 0≤ t ≤ radŁ, becausesŁ(t) = 1 impliessC(t)+ sB(t) = 1 which is impossible
for t > t1.
We obtain two corollaries to Theorem 4.5 and Eq. (21) which allow us to estimate
radŁ. The first one follows from Lemma 3.4 and covers also the case whenrad(C∪
B) = ∞.

4.6 Corollary If (n−1)n−1

nn ≤ sC(rad(C∪B))n−1 · sB(rad(C∪B)) then radŁ is the so-

lution of the equation sC(t)n−1 · sB(t) = (n−1)n−1

nn .
In this case sC∪B(radŁ) ≥ 1 and sŁ(radŁ) = n

n−1 · sC(radŁ). Moreover, then, the fol-
lowing conditions are equivalent:

1. sC∪B(radŁ) = 1 ,

2. sB(radŁ) = 1
n ,

3. sC(radŁ) = n−1
n , and

4. sŁ(radŁ) = 1 .

The second corollary covers the case when(n−1)n−1

nn > sC(t)n−1 · sB(t) for all t ≤
rad(C∪B). Hererad(C∪B) < ∞.

4.7 Corollary We have radŁ = rad(C∪B) if and only if rad(C∪B) < ∞ and
(n−1)n−1

nn ≥ sC(rad(C∪B))n−1 · sB(rad(C∪B)).

If C∪B is a finite prefix code thenrad(C∪B) = ∞. In this caseradŁ is defined via

sC(radŁ)n−1 · sB(radŁ) = (n−1)n−1

nn . Hence Corollary 4.6 applies. We give an example
that, depending onC andB, all three casessŁ(radŁ) < 1,sŁ(radŁ) = 1 andsŁ(radŁ) >
1 are possible.

4.1 Example Fix m≥ 1 andC∪B⊆Xm. ThensC(t)n−1 ·sB(t) = (#C·t)n−1 ·# B·t =
(n−1)n−1

nn has the minimum positive solution

radŁ = m·n
√(

n−1
n·#C

)n−1 · 1
n·# B ,

and, utilising Corollary 4.6, we obtain

sŁ(radŁ) = n
n−1 · sC(radŁ) = n

n−1 ·#C · (radŁ)m = n
√

#C
(n−1)·# B .

Choosingm := 1, X := {a,b,d}, C0 := {a,d} andB0 := {b} andn appropriately we
obtain the above mentioned three cases:
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Define the Łukasiewicz languages Łi (i = 1,2,3) via the equation

Ł i = {a,d}∪{b} ·Ł i+1
i .

Then we have

i = 1 (n = 2) i = 2 (n = 3) i = 3 (n = 4)

radŁ i
1

2
√

2
1
3

3
8 ·

4
√

2
3

sŁi(radŁ i)
√

2 > 1 1 4
√

2
3 < 1

HŁi h3(1
2) = 3

2 log32 h3(2
3) = 1 h3(3

4) = 1
4 log3

2048
27

Herehr(p) = −(1− p) · logr(1− p)− p · logr
p

r−1 is ther-ary entropy function well-
known from information theory (cf. [Jo92, Section 2.3]). This function satisfies 0≤
hr(p)≤ 1 for 0≤ p≤ 1 andhr(p) = 1 iff p = r−1

r .

Remark. If we set m := 1, #B := 1, andC := X \B, whence #C = r − 1, we
obtain a slight generalisation of Kuich’s example [Ku70, Example 1] (see also [JL75,
Example 4.1]) to alphabets of cardinality #X = r ≥ 2, yieldingHŁ = hr(n−1

n ).

In the case of Corollary 4.7 whensC(radŁ)n−1·sB(radŁ)< (n−1)n−1

nn the valuesŁ(radŁ)
is a single root of Eq. (20). Then the results of Section 3.2 show thatsB(t) = 1

n and
simultaneouslysC(t) = n−1

n is impossible fort ≤ radŁ. The other cases, except for
Eq. (15), listed in Theorem 3.6 are possible. This can be shown using the Łukasiewicz
languages Łi (i = 1,2,3) constructed in Example 4.1 as basic codes Łi = C∪B and
splitting them appropriately.

4.2 Example We let, generally,n := 2 and define our Łukasiewicz languages Łi (i =
4, . . . ,8) by

Ł i = Ci ∪Bi ·Ł2
i where

Ci Bi r i := radCi ∪Bi

i = 4 b· {a,d}2 ⊆ Ł1 Ł1\C4 radŁ1 = 1
2
√

2

i = 5 B4 = Ł1\C4 C4 = b· {a,d}2 radŁ1 = 1
2
√

2

i = 6 {a,d} ⊆ Ł2 Ł2\C6 radŁ2 = 1
3

i = 7 B6 = Ł2\C6 C6 = {a,d} radŁ2 = 1
3

i = 8 {a,d} ⊆ Ł3 Ł3\C8 radŁ3 = 3
8 ·

4
√

2
3
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This yields the following values ofsCi(r i),sBi(r i), sCi(r i) · sBi(r i) andsCi∪Bi(r i), where

the latter three are compared with the values of1
n, (n−1)n−1

nn , and 1, respectively.

sCi(r i) sBi(r i) sCi(r i) · sBi(r i) sCi∪Bi(r i)

i = 4 1
4
√

2

√
2− 1

4
√

2
> 1/2 1

4−
1
32 < 1/4

√
2 > 1

i = 5
√

2− 1
4
√

2
1

4
√

2
< 1/2 1

4−
1
32 < 1/4

√
2 > 1

i = 6 2
3

1
3 < 1/2 2

9 < 1/4 1

i = 7 1
3

2
3 > 1/2 2

9 < 1/4 1

i = 8 3
4 ·

4
√

2
3

1
4 ·

4
√

2
3

3
16 ·

√
2
3 < 1/4 4

√
2
3 < 1

By Corollary 4.7,radŁ i = radCi ∪Bi for i = 4, . . . ,8, and we obtain

sŁ4(radŁ4) < 1 according to Eq. (13),

sŁ5(radŁ5) > 1 according to Eq. (16),

sŁ6(radŁ6) = 1 according to Eq. (14),

sŁ7(radŁ7) < 1 according to Eq. (12), and

sŁ8(radŁ8) < 1 according to Eq. (11).

4.3 The Entropies of Ł∗ and K∗

The previous part of Section 4 was mainly devoted to explain how to give estimates on
the entropy of Ł on the basis of the structure generating functions of the basic codesC
andB. As a byproduct we could sometimes achieve some knowledge aboutsŁ(radŁ).
We are going to explore this situation in more detail in this section.
In particular, we derive estimates for the entropiesHŁ,HK,HŁ∗ andHK∗ relative to the
entropies of the basic codeC∪B and its star language(C∪B)∗. Using elementary
properties of the entropy established in Property 4.2 we obtain

HC∪B ≤ HŁ = HK ≤min{HŁ∗,HK∗} ≤max{HŁ∗,HK∗}= H(C∪B)∗ . (23)

Proof. As C∪C ·Bn ⊆ Ł, B ·Ł ⊆ K and Ł∗∪K∗ ⊆ (C∪B)∗, we haveHC∪B ≤ HŁ ≤
HK ≤min{HŁ∗,HK∗} ≤max{HŁ∗,HK∗} ≤ H(C∪B)∗

The identityHŁ = HK is a consequence of Eq. (4) and Property 4.2. For a proof of
the inequality max{HŁ∗,HK∗} ≥ H(C∪B)∗ observe that Theorem 2.2.2 shows Ł∗ ·K∗ ⊇
(C∪B)∗, whence Property 4.2 yields the assertion. ❏

As a byproduct of the subsequent estimates ofHŁ∗ andHK∗ we get the identityHŁ =
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HK = min{HŁ∗,HK∗} (see Corollary 4.9 below), whereas we shall show in Example 4.3
that the other inequalities in Eq. (23) are independent of each other.
SinceC∪B is a code, Corollary 4.4 implies a necessary an sufficient condition for the
entropies in Eq. (23) to coincide.

4.8 Proposition The equality HC∪B = H(C∪B)∗ holds if and only if sC∪B(t) < 1 for all
t ∈ [0, radC∪B).

Next we consider the case whensC∪B(t1) = 1 for somet1 ∈ [0, radC∪B]. We know
from the considerations in Section 4.3 and from Property 4.3 that this value is closely
connected to the entropy of the star language Ł∗. In particular,t1 = rad(C∪B)∗ if t1
exists.
The following table shows the dependencies of the values related to the entropiesHŁ =
HK,HŁ∗ andHK∗ from the value which takes on the functionsB at our critical point
t1 = rad(C∪B)∗.

sB(t1) < 1
n sB(t1) = 1

n sB(t1) > 1
n

sŁ(t1) = 1 = 1 < 1

sK(t1) < 1 = 1 = 1

sŁ(t) for t ∈ (t1, radŁ] > 1 — < 1

sK(t) for t ∈ (t1, radŁ] < 1 — > 1

radŁ = radK ≥ rad(C∪B)∗ = rad(C∪B)∗ ≥ rad(C∪B)∗

radŁ∗ = rad(C∪B)∗ = rad(C∪B)∗ = radŁ

radK∗ = radK = rad(C∪B)∗ = rad(C∪B)∗

We give some explanations.
Proof. The results of Rows 1 and 2 follow from Eqs. (12), (14), (15), (20) and the
identity sK(t) = ∑n−1

i=0 sB(t) · (sŁ(t))i .
SincesC∪B(t) > 1 for t ∈ (t1, radŁ] Rows 3 and 4 follow from Eqs. (13) and (16).
Observe thatsB(t1) = 1

n andsC∪B(t1) = 1 imply t1 = radŁ = radK.
Finally, Properties 4.1 and 4.3 in connection with the preceding rows yield the results
for radŁ∗ andradK∗ ❏

We rephrase our results in terms of entropies of the languages Ł, K, Ł∗ and K∗.

4.9 Corollary Let sC∪B(t1) = 1. Then the following holds.

1. If sB(t1) < 1
n then HŁ = HK = HK∗ ≤ HŁ∗ .
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2. If sB(t1) = 1
n then HŁ = HK = HK∗ = HŁ∗ .

3. If sB(t1) > 1
n then HŁ = HK = HŁ∗ ≤ HK∗ .

In particular, we have always HŁ = HK = min{HŁ∗,HK∗}.

We conclude this section by computing the entropiesHŁi ,HKi ,HŁ∗i
andHK∗i

(i = 1, . . . ,8)
for the Łukasiewicz languages given in Examples 4.1 and 4.2 and their counterparts
K i := b·

⋃i
j=0Ł j

i (i = 1,2,3) and Ki := Bi ∪Bi ·Ł i (i = 4, . . . ,8).
These examples show that all possible cases in Eq. (23) really occur.

4.3 Example We present our results in the table below. The value oft1 is always1
3

except fori = 8 whensC8∪B8(radC8∪B8) < 1.

n sB(t1) ≶ 1
n HC∪B HŁ = HK HŁ∗ HK∗ H(C∪B)∗

i = 1 2 1
3 < 1/2 0 h3(1

2) 1 h3(1
2) 1

i = 2 3 1
3 = 1/3 0 1 1 1 1

i = 3 4 1
3 > 1/4 0 h3(3

4) h3(3
4) 1 1

i = 4 2 23
27 > 1/2 h3(1

2) h3(1
2) h3(1

2) 1 1

i = 5 2 4
27 < 1/2 h3(1

2) h3(1
2) 1 h3(1

2) 1

i = 6 2 1
3 < 1/2 1 1 1 1 1

i = 7 2 2
3 > 1/2 1 1 1 1 1

i = 8 2 h3(3
4) h3(3

4) h3(3
4) h3(3

4) h3(3
4)

Observe that 0< h3(1
2) < 1 and 0< h3(3

4) < 1.

In conclusion, one should remark that in the case of entropy of Łukasiewicz languages
a similar situation as in the case of their Bernoulli measures appears. In order to
achieve maximum possible entropy for both Łukasiewicz languages Ł and K it is nec-
essary and sufficient to choose basic codesC andB whose power seriessC(t) andsB(t)
behave in agreement with the composition parametern of the Łukasiewicz language.
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