Networked crowds answer tricky questions poorly

Patrick Girard®, Valery Pavlov®, and Mark C. Wilson**
#University of Auckland, Auckland, New Zealand

This manuscript was compiled on September 28, 2016

We focus on the following basic group decision situation, which we
call iterative distributed jury (IDJ), a variant of the Delphi technique.
Group members seek to answer truthfully a question having a well-
defined objectively correct answer; they revise answers iteratively;
only summary feedback on group members’ answers is available at
each iteration; individual estimates are aggregated to form a group
answer.

Experimental studies of the effectiveness of Delphi-like methods
have yielded mixed results. To investigate further, we designed a lab-
oratory multiple choice IDJ experiment having some novel features.
One novelty was that we incentivized participants to reveal their ig-
norance; another is the use of both logical and factual questions.
We find that, perhaps surprisingly, substantial social influence oc-
curs even in this highly anonymized and information-restricted set-
ting, and even for purely logical questions. Eventual group accu-
racy is strongly dependent on the trickiness (likelihood of being an-
swered confidently but wrongly, a concept distinct from difficulty) of
the question. Also, the bulk of learning occurs by those who were
willing to admit to being undecided. We find that question factors
are more important than participant characteristics.

In addition to consequences for the practical use of this group deci-
sion method, our quantitative results suggest specific new models
of opinion dynamics that deserve detailed study.
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1. Introduction

We focus in this paper on situations where opinions held by
individuals about objective facts are shared repeatedly and
updated. The one-iteration special case has been widely stud-
ied under the name “wisdom of crowds”, since the description
by Galton [1] of estimating the weight of an ox. Its discrete
choice version, often modelled by social choice theory, has an
even longer history dating back to Condorcet [2]. Positive
theoretical results on the accuracy of such group judgments
rely on independence or negative correlation of estimates and
a good aggregation rule (mean, median, plurality voting, etc)
although some conditions can be relaxed [3, 4].

When iteration and feedback is allowed, it is clear theoreti-
cally that crowd estimates can converge to very low quality
answers (for example, when herding toward a wrong answer
occurs). The literature on group decision-making shows that
group accuracy may suffer when group members deliberate in
an unstructured fashion, for reasons such as groupthink [5]
and excessive reliance on common information [6].

More structured iterative methods for improving group
estimates include prediction markets and the Delphi technique
[7]. The advent of the Internet has made it possible to as-
semble rather large and diverse groups for decision-making.
Structured distributed decision-making techniques with lim-
ited discussion, such as we study here, seem likely to have
more applications in the near future, and hence deserve serious
study.
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lterative distributed jury judgments. We focus on the iterative
distributed jury situation (our term):

e each participant aims to find the true answer to each
question asked;

e anonymity of participants is preserved;
o participants iteratively and simultaneously revise answers;

o feedback to participants is controlled by a central agent
(in particular, open discussion is not allowed);

e at each iteration, each participant is given statistical
feedback about the answers of other participants.

The last four conditions are often used to define the Delphi
technique, which has been widely studied since its introduction.
The first condition is often implicit, but unless participants are
incentivized for individual correctness, for example if they are
explicitly rewarded for group correctness, strategic behaviour
may lead to unexpected dynamics of answers. The original
Delphi techniques implicitly assume that each participant is
connected to each other. However, we may also consider situ-
ations in which information flow is controlled by a nontrivial
network topology (such as an existing social network).

In experimental tests of this group decision-making tech-
nique, group members independently answer a question. After
receiving feedback on the distribution of answers of the other
group members, they have the opportunity to revise their
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answer. This continues until a pre-specified number of rounds
in our experiment; other possible stopping criteria include
reaching a pre-specified level of approximation to unanimity,
or reaching a point at which agents no longer change their
answers.

A few recent experimental studies [8, 9] have used the
general setup above. We compare our results with theirs in
the Discussion section.

2. Our experiment

We carried out an experimental study of IDJ type. We focus
on little-studied details such as the type of question and the
answer format, and the confidence of the participants.

Answer format. Unlike the above-mentioned experiments [8, 9],
which used free-form answer format, we focused on a multiple
choice situation. This was in order to give us more control
over the answers supplied. For example, in the worst case
using free-form answers, every participant may give a different
For non-numerical questions in which no obvious
statistical summary other than the mode is useful, feedback
would potentially be too time-consuming for participants to
read. Another reason is to control communication — if the
text of participant answers is readable by other participants,
a form of discussion could ensue, and we wished to prevent
any discussion.

Most papers using multiple choice in the experimental
choice literature allow only two choices. We introduced a third
option, rather than forcing participants to choose between two
alternatives. We incentivized participants to report truthfully
“I am not sure” (rather than “tossing a coin") if they were
indifferent between the two alternatives but to answer correctly
if they strongly believed that they knew the answer. The major
reason for including the third answer option was to allow us
to estimate the confidence of participants.

answer.

Question type. We designed the suite of questions to contain
two types of questions. Logical questions are self-contained
and can be solved by analytical reasoning. Factual questions
rely on information gained from experience which may not
be available to all participants. Lorenz et al. [8] used only
factual questions, whereas Rahwan et al. [9] used only logical
questions.

Our selection of questions was subordinate to the goal of
inducing different degrees of confidence in the correct answer
(exact wording of the questions is in the Appendix). We used
the informal idea of “tricky” and “difficult” questions to guide
our selection (we operationalize these concepts in the Results
section). By “tricky” we mean that some questions suggest
to many people a wrong answer that seems obviously correct
— this is distinct from mere hardness and has been heavily
studied by psychologists in the framework of dual process
reasoning. Our two logical questions, the arithmetic “widget”
question from Frederick’s Cognitive Reflection Test [10] and a
standard card variant of the Wason selection task [11] dealing
with logical implication, are well-known to fall in this category,
the latter being considerably more tricky than the former. One
of our factual questions has an answer choice that is a known
common misconception, also making it somewhat tricky. By
contrast, the other two factual questions we considered to be
rather straightforward (difficult, but not tricky). One of them
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deals with a fact about the world that we expected would be
known to some, but not all, of the participants. Furthermore,
we expected that those who did not know this fact would
realize that many of their peers (who were not explicitly
known to them, but obviously shared common demographic
characteristics) would know the answer. The remaining factual
question was chosen so that no one could know the answer
with certainty, and we made it common knowledge that we had
communicated the correct answer to someone in the group.

Given the payment structure and the beliefs about other
participants we expected participants to form, it is rational for
someone not knowing the answer to either of the two factual
questions above to answer “I am not sure” until receiving a
signal for one or the other answer option, and to then imitate
that answer. No wrong answers should be observed under
common knowledge of rationality.

Confidence. It seems obvious that if there is any improvement
in group accuracy, this occurs through those who do not know
the answer learning in some way from feedback (it is not
important now whether this learning is simply imitation or the
product of better analysis as a result of being confronted with
different opinions to one’s own). Note that it is possible that by
having several iterations worth of time in which to think about
the question, participants may improve their answer. Our
discussion in Section 6 of the totally disconnected participants
shows this to be unlikely.

Those who do know the answer clearly contribute to group
accuracy. However, those who do not know the correct answer
may either answer incorrectly or answer “I am not sure”. We
hypothesize that participants who are confident enough in
their answers (or perhaps sufficiently risk-loving) that they are
willing to give a definite wrong answer before receiving any
feedback, when a reasonable payoff is obtained by answering “I
am not sure”, learn worse than others. Our results as shown in
Figure 2 and Table 4 indeed show that most of the contribution
to group learning is achieved by those who are willing to admit
their own ignorance initially.

3. Details of experimental design

Participants were students of a large public university in Aus-
tralasia from a variety of majors. Overall, 52 people took part
in the study. To recruit participants we used ORSEE [12].

All sessions were conducted in a dedicated computer lab-
oratory designed for running decision-making experiments.
Participants were paid a “show-up” fee of $5 and an additional
amount of money determined by the number of correct answers
and answers “I am not sure” made during the experiment. The
average payment, including the show-up fee, was around $20.
Prior to the experiment, participants did not know the exact
nature of the experiment, only that it is about belief propaga-
tion in social networks. Participants may or may not have had
prior information about each other. However the experimental
setup ensured that all information about a given participant
was completely anonymised, so that no participant could know
which answer had been provided by which participant.

To collect the participants’ responses we used zTree [13].
The very first screen displayed the experiment instructions
(Appendix A). During the experiment participants were pre-
sented with five different questions (see Appendix B). On each
question they could answer 10 times by choosing (within 90
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seconds on the first iteration and 30 seconds on each subse-
quent one) among three options that were the same every time.
One of the options was the correct answer (each question had
an objectively correct answer), one was an incorrect answer
and the third option was “I am not sure”. We randomized the
option number, 1 or 2, assigned to the correct answer on each
question. Option “I do not know” was always the last choice
on the list. At each of the 10 iterations for a given question,
subjects were provided the information about their last answer
and the distribution of answers given by their neighbors (but
no information identifying any specific neighbor). They were
then given the opportunity to change their answer if desired.
They could not change any of the past answers. Participants
were told how many neighbors they had, but nothing that
would identify who they were. Each participant was shown
the correct answer after answering the question 10 times.

Incentives. Money was the only incentive provided to partici-
pants. Participants were paid as follows:

e out of ten answers that each participant can give for each
question, only two contributed to the profit; the very first
answer and one other chosen at random;

o the correct answer yields 10 tokens;
e the incorrect answer, or no answer, yields 0 tokens;

o answering “I am not sure’ yields 6 tokens.

We chose these parameters in order to induce participants
to report “don’t know” rather than not answering, or guessing
an answer uniformly at random. An alternative procedure used
by some researchers is to pay for every correct answer, rather
than a randomly chosen one. We chose random payments in
order to avoid “portfolio effects” [14].

4. Analysis of experimental results

Each data point consists of a participant, an experimental
treatment, a question, an iteration number, and an answer.
We used the following basic statistical measures. For a given
question ¢ € {1,...,5} and iteration ¢ € {1,...,10}, we denote
the fraction of participants answering at iteration ¢ for question
q correctly Cy;, answering “I do not know” Uy;, and answering
incorrectly I4;. Dropping a subscript means we are averaging
over all values of that subscript, so that, for example, C' is the
fraction of correct answers given in the entire experiment. We
define the group learning Lq := Cq,10 — Cq,1 on a question ¢ to
be the difference between final and initial group correctness.

Similarly, for a given participant s we can define the partic-
ipant correctness C° as the fraction of correct answers given by
s over all iterations of all questions. The participant change-
ability A® is the fraction of available iterations in which s
changed their previous answer. Note that the first iteration is
never available, so each participant had 45 chances to change
opinion (9 iterations for each of 5 questions).

For the data analysis we used the standard software R.
The key descriptive statistics and different model estimations
are provided in Appendix C. With one exception, we use
multinomial logit, fixed effects models.
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Basic properties of participants. We find participants to have
been generally engaged in the task, as described in Table 2.
More than half of participants never abstained. Only one
participant had abstention rate higher than 8% (this rate was
78%). In all, only 72 of our 2600 data points involved absten-
tion; we eliminated these data points in the analysis below.
Participants changed their previous answer (not including
abstentions) on average about one-quarter of the time.

We find substantial variation in participant answer scores.
However the data does not support the hypothesis that we have
substantial groups of either extremely high skill or extremely
low skill participants. Only 4 of 52 participants (8%) never
gave a wrong answer. Furthermore all but 4 participants (92%)
answered “I am not sure” at least once.

Difficulty and trickiness of questions. While the difference be-
tween logical and factual questions is obvious, it is not clear
how to define a priori whether a question is “tricky” or “diffi-
cult”. We decided to define these as continuous variables, and
in terms of the answers the question received. Specifically, we
define the trickiness of a question to be the fraction of par-
ticipants answering incorrectly at the first iteration, Ty := Iq1.
We also define the difficulty of a question as the fraction
of participants not answering correctly at the first iteration,
Dg := Iq1 + Uq1. By definition, difficulty is always at least as
large as trickiness. However Table 3 shows clearly that the two
measure very different things. Note that in the two-choice case
where “I am not sure” is not an option, trickiness and difficulty
cannot be distinguished simply by looking at answers.

We also include a slight reformulation which may be helpful.
Define perceived difficulty to be Uy1. The trickiness is then
the difference between difficulty and perceived difficulty.

Our predictions that the factual questions Q3 and Q5 would
have very low trickiness but not low difficulty were correct.
Also, we predicted that the Wason task Q2 would have the
highest trickiness score, as it did. Note that Q5 and Q2 have
very similar difficulty but very different trickiness. Trickiness
and difficulty as measured with aggregated data did not vary
much when we broke the data down by experimental session.

Dynamics of answers. Figure 1 shows the dynamics of group
correctness Cq;. The analogous figures for Iy and Uy also
show substantial difference between questions consistent with
this.

We separated the data into subsets corresponding to sub-
jects who answered correctly, incorrectly, or “I am not sure”
on the first iteration of the question, and computed analogues
of the results the previous subsection for each of these three
subgroups. The trajectories for correctness varied strongly
between these types as shown in Figure 2. The group cor-
rectness for the subgroup of participants answering the first
iteration of a given question correctly was about 90% for all
subsequent iterations of that question. In contrast the group
correctness for the subgroups who answered “I am not sure”
(respectively incorrectly) at the first iteration increased to
around 50% (respectively 25%) by the final iteration.

Clearly, the members of the initially undecided group ex-
hibited the most learning overall. Table 4 presents an OLS
model used to estimate the impact of the initial answer on the
final correctness, and this shows similar effect sizes.
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Fig. 1. Group correctness by question and iteration
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5. Further discussion

Robustness checks. We segmented the data according to var-
ious parameters. For example, we performed the analyses
listed above for each network topology separately, and for each
experimental session separately. Results were broadly in line
with the overall results reported here, with more noise, as ex-
pected. Overall, our data appears to have a “healthy” degree
of variability showing that there are neither any influential
outliers nor artifacts due to some peculiarity in the experiment
design.

Related work. The Delphi method, developed at RAND Corpo-
ration in the 1950s and first discussed in the research literature
in the 1960s [15], incorporated aspects of what we have termed
IDJ methodology. The main difference is that in early im-
plementations of the method, participants were allowed to
request information from the central controller. The method
has been used extensively for questions for which the correct
answer cannot be known (for example, forecasting), and re-
tains popularity more than 50 years after its first use. Several
studies in the 1960s by Dalkey and collaborators [7, 16—18]
investigated the effect on group accuracy of various adjust-
ments to the procedure (such as varying the presentation of
statistical feedback).

More recently, a few studies have been carried out in the
“wisdom of crowds” literature. Lorenz, Rauhut, Schweitzer
and Helbing [8] carried out an experiment of the IDJ type
involving factual questions (such as the number of murders in
Switzerland in a given year) having numerical answers. They
report that providing more information to group members
about their fellow members’ answers, and allowing them to
revise their answer, led to a reduced diversity of answers, and
higher confidence by those answering, but less overall accuracy.
This interpretation has been criticized [19] and a similar study
using different statistical tests showed that increasing feedback
led to better group decisions [20].

Rahwan et al. [9], with a similar experiment involving
logical questions having numerical answers, reported that
group correctness is enhanced by higher connectivity (which
allows for more information sharing). They used 5 groups
of 20 participants, each group having a different network
topology. They used 7 questions in total, but reported in
detail only on the 3 questions comprising the CRT. They also
used 4 numerical questions from the Berlin Numeracy Test [21],
which they judged to be either too easy or too hard to allow
comparison between the different topologies they studied.

The more general issue of exploration of possibilities versus
exploitation of group knowledge, and its effect on solution
quality, has been addressed in a stream of work, both ex-
perimental and theoretical [22, 23], with similarly conflicting
results. Lazer and Friedman [22] showed via simulation that
for hard optimization tasks, topologies promoting rapid infor-
mation flow may, by promoting premature convergence, lead
to suboptimal group solutions. However, there is no such
difficulty for easy tasks. Mason & Watts [23] performed on-
line experiments which led to the exact opposite conclusion:
efficient networks produced better collective solutions.

Trickiness. In our multiple choice format, questions with low

difficulty (and hence low trickiness) present little problem —
very little social learning is required for the group to make
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a correct judgment. Questions with high difficulty, but low
trickiness, also present little problem — substantial group
learning occurs, leading to eventual group correctness. How-
ever, questions with high enough trickiness (which still may
have relatively low difficulty) may present serious problems
for group performance.

This has implications not only in our multiple-choice setup
but also for free-form answer situations. For example, there
are many wrong answers to most questions, and if the question
is not tricky we expect a relatively large set of wrong answers
to be given, each with low frequency. In this case it is relatively
easy for the correct answer to stand out, and convergence to
it by the group is more likely. However for tricky questions, a
single compelling but wrong answer can presumably skew the
group answer dynamics.

A new operationalization of trickiness is required for free-
form answers to logical questions; an obvious choice is the
frequency of the most common wrong answer. The trickiness
by our above definition of the three CRT questions used by
Rahwan et al. was respectively 0.31, 0.57, 0.40 (note that the
frequency of the correct answer was respectively 0.25, 0.20,
0.28). Our Q1 (the “widgets” question) was also used by Rah-
wan et al. The focal wrong answer (namely 100) is also clearly
the modal answer in applications of the CRT by Frederick and
coauthors (S. Frederick, personal communication). Thus for
free-form questions where we have reason to believe that a
common reasoning error will occur, the concept of trickiness
makes sense.

For free-form answers where the range of plausible answers
is much larger, for example almanac-type questions as used
by Lorenz et al., the concept of trickiness will require further
refinement, because almost every answer will occur only once
at the first iteration. We believe that questions where there
is a common misconception of the order of magnitude of the
answer, for example, should lead to similar phenomena. In
general, however, we believe that questions of this type will
not have a high trickiness score, however measured.

Questions versus participants. Tricky questions are by defini-
tion tricky because a large fraction of people confidently give
a wrong answer. An obvious hypothesis about our experimen-
tal data is that the same people are being tricked on each
question. This is related to the well-known Dunning-Kruger
effect [24] which describes the general phenomenon of overcon-
fidence of low skill participants and underconfidence of high
skill participants.

In order to test this, we define a participant to be tricked
if they gave an incorrect answer on the first iteration of a
question, and define their trickability to be the fraction of
times this occurred. Note that no subject had trickability of
more than 0.6, while only 10 of the 52 subjects had trickability
0. Defining “low skill” to mean “tricked 2 times on the two
logical questions”, “medium skill” to mean “tricked 1 time on
the two logical questions”, and “high skill” to mean “tricked O
times on the two logical questions”, we reanalysed the data
for these three subgroups of participants (having respectively
7,24,14 members — 7 participants abstained). The mean group
correctness for the low skill group was slightly higher than that
for the high skill group, and various other analyses all failed to
find any effect. We conclude that for this type of participant
and experiment, at least, different participants are tricked by
different questions, and then find it relatively hard to learn
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thereafter, even if their overall unaided performance is good
and the correct answer is available among their neighbours.

Demonstrability. Group decision-making research has discov-
ered that for certain tasks (such as mathematical and logical
reasoning), a single correct answer from a group member
rapidly propagates to the group (“truth wins"), whereas for
other tasks (such as world knowledge) this is generally not so.
This is usually explained in terms of demonstrability [25]. Our
experimental setup promoted low demonstrability, because
there was no direct communication allowed and the multiple
choice answer format allowed for less precise answers in some
questions.

Logical questions have higher demonstrability than factual
ones in our setting (although both have rather low demon-
strability). When confronted with the fact that others have
supplied a different answer, a participant may be able to cor-
roborate that answer by reasoning if the question is logical,
whereas there is no way to corroborate it (other than searching
one’s memory more thoroughly) if the question is factual. This
gives a reason to expect more influence, rather than less, on
logical questions than on factual ones. Thus we have two
conflicting forces: logical questions are more demonstrable,
but there is no compelling reason to use others’ information.

Our results clearly show (see Table 6 that there is no
major difference in how much influence operates for logical
and factual questions, and that influence is substantial.

Topology. While topology was not the main focus of our study,
we did use two very different topologies which allows for com-
parison. We used the usual complete undirected graph in
two sessions accounting for 30 participants, and for the other
two sessions (accounting for 22 participants) a novel directed
(“spiral”) topology designed to create heterogeneity in node
degrees. When using the spiral topology on the trickiest (Wa-
son) question, eventual group accuracy (Cio =) is lower than
for the complete topology (Cio =), but higher for all other
questions. More importantly, group learning was higher in all
questions on the complete topology. This aggregate picture
persists when individual experimental sessions are investigated.
We interpret this as supporting the general conclusion of Watts
& Mason rather than that of Lazer & Friedmanin our setting,
but the question definitely deserves further investigation. It is
not completely clear whether trickiness or difficulty is more
relevant when classifying a problem as “hard” in this setup.

6. Conclusions

Implications for use of Delphi-like techniques. The clear neg-
ative effect of question trickiness on group performance shows
that the Delphi approach may fail drastically in some situ-
ations. Although preventing premature convergence to low
quality solutions by means of restricting information flow is
a prominent theme in the literature, we hypothesize that for
tricky enough questions, lack of discussion reduces demonstra-
bility and increases the chance of the group converging to a
bad answer. How to determine a priori how to balance these
competing considerations is not clear to us. Of course, we
did not perform an experiment in which we varied the level
of feedback, and this is an obvious candidate for future work.
Note that when discussion among group members is allowed,
the performance of teams has been shown to be superior to
individuals in the Wason task (see [26] and references therein).

PNAS | September 28,2016 | vol. XXX | no.XX | 5



The efficacy of the Delphi method has been criticized from
several directions [27], including anonymity and iteration lead-
ing to low engagement and low quality answers, and any
increase in accuracy being caused by greater reflection and
pressure to conformity rather than improved reasoning caused
by feedback. To our knowledge, our work here is the first
to point out that certain types of (tricky) questions having
definite answers may be inappropriate for this method.

Implications for modeling. We note that the fraction of correct
answers is mostly non-monotonic as a function of iteration
number. The crowds may “eventually become wise”, but their
correctness is not monotonically improving (or worsening)
over time. Also, any models predicting rapid convergence
to unanimity, such as standard infection models, are clearly
inconsistent with our data (note that most experimental work
of this kind uses 5 iterations per question, while we used 10).

Our results suggest the following basic prediction which
is particularly appealing for logical questions: those who are
correct at the first iteration remain correct; those who are
incorrect remain incorrect; those who are undecided eventually
follow whichever of the above two groups is larger. This would
predict, for example, that the eventual group correctness scores
in Table 3 would be respectively 0.65, 0.25, 0.92, 0.73, 0.74.

Rahwan et al. discuss two theories of how social influence
may operate in such situations, which they call processing
contagion (improved reasoning) and output contagion (simple
imitation of answers). They conclude that output contagion
explains their data much better than processing contagion.
Our results seem consistent with this, although because of our
study design we cannot make a definitive statement. Although
Rahwan et al. claim this as a key result of their paper, it seems
completely obvious. A time of 15-30 seconds for participants
to read the summary of responses of neighbors on the previous
iteration, and then revise their answers, is unlikely to allow
for detailed reflection. Experiments in the psychological liter-
ature confirm this expectation [28]. Experience with teaching
mathematical topics to undergraduates leads us to believe that
processing contagion can only take place over a period of days
rather than minutes. Note that Maciejovsky et al. [26] report
lasting improvements in performance by team members for
Wason-like tasks in a setup where team members confer.

A simple hypothesis is that there is no influence on par-
ticipants’ answers from information about their neighbours’
answers. For example, two of the questions were purely logical
and self-contained, so there was no need to take account of the
answers of other group members. However, this hypothesis
does not explain the data well. Table 5 shows substantial
correlation of answers with answers given by neighbors at
the previous iteration, no matter what the initial answer of
the participant. Similar analysis holds when we restrict only
to logical questions. Thus models of social influence should
be highly relevant to the further study of learning in such
situations, and we intend to study these in detail in future
work. Preliminary analysis shows that in our experiment the
dynamics of correctness are controlled largely by the difference
C; — I, between group correctness and incorrectness, and also
the group undecidedness U;. The latter is inversely related to
the rate of convergence. Table 6 supports this. The sign of
the former quantity determines whether eventual group cor-
rectness is reached, while its magnitude controls convergence.
This suggests several models worthy of analysis. For example,
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models of the threshold type, or probabilistic models based
on Markov chains, seem very natural here. We are aware of
very little theoretical work on models of belief change with
more than two states (see [29]), and none with asymmetry
between the states, whereas the “I am not sure” state is clearly
different from the other two in our setup.

Following the basic principle of explicitly providing partic-
ipants with as much information as possible subject to the
requirements of the experiment, we supplied complete infor-
mation on how many neighbours gave each of answer option 1,
2, or 3 (“I am not sure”). In real networks this third option is
usually unreported, and those who only view discussion but do
not provide their opinion (“lurkers”) may be very numerous.
Further experiments to determine whether or not reporting
the numbers of undecided neighbors makes a difference to
dynamics (and how different it is to the case where everyone
must vote and option 3 is not allowed) are desirable.

Methodological issues. The controlled laboratory experiment
with undergraduate subjects has been widely used in social
sciences. For the kinds of experiments discussed here, we
may need to develop different methodology. Each network
experiment is in some sense a single data point, and gener-
ating enough data points for strong statistical results in this
framework is costly. Results are very variable and sensitive
to initial conditions and apparently insignificant experimental
design choices. As an example, consider the difference in re-
sults obtained by our experiment and that of Rahwan et al.
on the CRT “widgets” question. In each of our experimen-
tal sessions, whichever of the two definite answers was more
frequent initially became the group decision eventually. By
contrast, in the other experiment, in each session the modal
wrong answer was initially several times more common than
the correct answer, and yet convergence to the correct answer
occurred rapidly in 3 of the 4 connected topologies used. One
possible explanation is the answer format which causes dif-
ferences in demonstrability. Questions such as this one are
presumably easier to solve when given an exact numerical an-
swer, rather than a choice of two intervals as in our experiment,
because verifying an equality is much easier than verifying an
inequality. Of course our multiple choice format could be used
with a larger number of options, corresponding to commonly
given wrong answers, and this would make for an interesting

experiment.

Looking at the results for control groups in which there is
no feedback information (the totally disconnected topology) we
see a large difference between the results of Rahwan et al. [9]
and Lorenz et al. [8]. In the former case, participants typically
made few changes to their first answer over the 5 iterations,
but in the latter case large numbers of changes, involving large
percentage changes in t%e supplied answer, were typical. V%e
did not include a control group. Although our spiral topology
yielded participants receiving no information from neighbors,
there were too few of them to allow for meaningful analysis.
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A. Experiment instructions

Information about the experimental setup.

Together with several other people in the room you are
part of a connected network. Some of the links between
people are “one-way” while others are “two-way”.

Some of you are connected to more people than others
(the number of links ranges from 1 to 17). Participation is
anonymous so that you will not know the identities of people
you are connected to at any moment.

You will be asked several questions in turn. Each question
will be asked simultaneously to everybody in the network.
You will be asked the same question several times. After each
iteration you will receive a summary of answers supplied by
your “feeds” (people connected to you in the network). You
will also be feeding your answer to the people to whom you
are connected (they may be different from people feeding their
answers to you because some links are one-way). At each
iteration you will have an opportunity to update your answer.

Before every question the positions of people on the
network will be changed randomly. Therefore, you may be
connected to a different number of people, and to different
people, than before.

Your decisions and how you will be paid.

You will receive $5 for participating in this experiment. In
addition you can earn money based on your answers. Each
question has 2 possible answers, plus a third option “I am not
sure”.

A cor-

i

An incorrect answer is worth 0 (zero) tokens.
rect answer is worth 10 tokens. Choosing “I am not sure’
will give you 6 tokens. Not choosing anything will give you 0
(zero) tokens.

For each question, you will receive a payment for your
very first answer and for your answer in another randomly
chosen iteration. Note that not answering is guaranteed the
lowest payment, and choosing an answer randomly has an
expected payment of 5 tokens, which is lower than the 6 token
payment for “I am not sure”.

At the end of the experiment tokens will be converted to
[redacted to conceal the national currency| paid in cash
privately.

B. Questions used in the experiment

The specific questions and answers have been chosen to simu-
late different degrees of knowledge among the participants.

Question 1 If it takes 5 machines 5 minutes to make 5 wid-
gets, how long will it take 100 machines to make 100 widgets?

1. At least 50 minutes
2. Less than 50 minutes
3. I am not sure
Question 2 Suppose you have a set of four cards placed on a

table, each of which has a number on one side and a coloured
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Table 1. Treatment parameters

ID Treatment date Topology Participants  Edges
A 140822_1152 directed 14 61
B 140910_1337 directed 8 22*
C 141001_1308 complete 18 153**
D 141002_1255 complete 12 66**

* - unidirectional; ** - bidirectional

Table 2. Participant characteristics — overall statistics

Quantity min median  mean sd max
Abstention 0% 0% 3% 1%  78%
Correctness 18% 55% 54% 17%  94%
Incorrectness 0% 23% 24% 13% 48%
Undecidedness 0% 20% 19% 13%  50%
Changeability 7% 27% 29% 12% 64%
Trickability 0% 20% 26% 18%  60%

patch on the other side. The visible faces of the cards show 3,
8, red and brown. Which card(s) must you turn over in order
to test the truth of the following claim: “if a card shows an
even number on one face, then its opposite face is red” ?

1. 8 and brown
2. 8 and red
3. I am not sure

Question 3 The name of the character played by Paul Walker
in the “Fast and Furious” movies is:

1. Dominic
2. Brian
3. I am not sure

Question 4 True or false: the Great Wall of China is the
only manmade object visible from the Moon.

1. True
2. False
3. I am not sure

Question 5 Does the picture below contain more white or
black dots?

1. More white dots
2. More black dots

3. I am not sure

For Question 5 a picture has been converted to black and white
format and adjusted such that the experimenters thought it
was impossible to tell whether it had more black or white dots.

C. Statistics, models and results
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Table 3. Question characteristics — overall statistics

Question Type T D Cho L
1 logical 035 059 0.60 0.19
2 logical 0.46 0.75 0.27 0.02
3 factual 0.08 0.63 0.78 0.41
4 factual 027 059 0.59 0.18
5 factual 0.16 0.75 0.82 0.57

Table 4. Those who were IDK improved more than incorrect ones

Dependent variable:

correct (at the last iteration)

firstAnsweridk —0.34"**
firstAnswerincorrect —0.61***
Constant 0.92***
Observations 256
Adjusted R? 0.24

Note: *p<0.1; **p<0.05; ***p<0.01

Table 5. Factors affecting correctness, by participant’s first answer

right (1), wrong (2) and IDK (3)

correct

(1) (2 (3)
trickiness —1.83** —1.91*** —2.38**
propFeedsCorrect 0.35 3.87** 5.60"*
propFeedsWrong —3.79** —0.32 0.44
propFeedsIDK —1.98"* 1.55*** 2.08*
Constant 5.28*** —2.66*** —3.32*
Observations 2,366 1,880 928
Log Likelihood —529.82 —742.87 —415.10
Akaike Inf. Crit. 1,071.64 1,497.73 842.19
Bayesian Inf. Crit. 1,106.25 1,530.97 871.19

Note: *p<0.1; **p<0.05; ***p<0.01

Table 6. The difference C' — I and the previous answer predict a
participant’s next answer fairly well; whether the question is logical
or factual is irrelevant.

Dependent variable:

at a2

(1) ()
diff12 0.91%** —1.01%**
p3 —0.74* 0.07
previousAnswer1 1.69*** —2.62%**
previousAnswer2 —2.73*** 1.64%**
previousAnswer3 —1.40%** —1.62%**
logical —0.04 —0.07
Akaike Inf. Crit. 581.44 608.16

Note: *p<0.1; **p<0.05; ***p<0.01
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