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Preface

It is our great pleasure to welcome you to the 15th Australasian User Interface Conference (AUIC), held
at AUT University in Auckland, New Zealand, January 20th to 23rd 2014. AUIC is one of 13 co-located
conferences that make up the annual Australasian Computer Science Week (ACSW).

AUIC provides an opportunity for researchers in the areas of User Interfaces, HCI, CSCW, and perva-
sive computing to present and discuss their latest research, to meet with colleagues and other computer
scientists, and to strengthen the community and explore new projects, technologies and collaborations.

This year we have received a diverse range of submission from all over the world. Out of 28 submitted
papers, 9 papers were selected for full paper presentations and 5 were selected for posters. The breadth
and quality of the papers reflect the dynamic and innovative research in the field and we are excited to
see the international support. Accepted papers were rigorously reviewed by the community to ensure high
quality publications.

We offer our sincere thanks to the people who made this years conference possible: the authors and
participants, the program committee members and reviewers, the ACSW organizers and the publisher
CRPIT (Conference in Research and Practice in Information Technology).

Burkhard C. Wünsche
The University of Auckland

Stefan Marks
AUT University

AUIC 2014 Programme Chairs
January 2014
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Welcome from the Organising Committee

On behalf of the Organising Committee, it is our pleasure to welcome you to Auckland and to the 2014
Australasian Computer Science Week (ACSW 2014). Auckland is New Zealand’s largest urban area with
a population of nearly one and a half million people. As the centre of commerce and industry, Auckland is
the most vibrant, bustling and multicultural city in New Zealand. With the largest Polynesian population
in the world, this cultural influence is reflected in many different aspects of city life. ACSW 2014 will be
hosted at the City Campus of Auckland University of Technology (AUT), which is situated just up from the
Town Hall and the Auckland central business district. ACSW is the premier event for Computer Science
researchers in Australasia. ACSW2014 consists of conferences covering a wide range of topics in Computer
Science and related areas, including:

– Australasian Computer Science Conference (ACSC) (Chaired by Bruce Thomas and Dave Parry)
– Australasian Computing Education Conference (ACE) (Chaired by Jacqueline Whalley and Daryl

D’Souza)
– Australasian Information Security Conference (AISC) (Chaired by Udaya Parampalli and Ian Welch)
– Australasian User Interface Conference (AUIC) (Chaired by Burkhard C. Wünsche and Stefan Marks)
– Australasian Symposium on Parallel and Distributed Computing (AusPDC) (Chaired by Bahman

Javadi and Saurabh Kumar Garg)
– Australasian Workshop on Health Informatics and Knowledge Management (HIKM) (Chaired by James

Warren)
– Asia-Pacific Conference on Conceptual Modelling (APCCM) (Chaired by Georg Grossmann and Mo-

toshi Saeki)
– Australasian Web Conference (AWC2013) (Chaired by Andrew Trotman and Michael Sheng)

This year reflects an increased emphasis for ACSW on community building. Complementing these
published technical volumes therefore, ACSW also hosts two doctoral consortia and a number of associated
workshops, including those for the Heads and Professors of Computer Science, plus for the first time the
‘Australasian Women in Computing Celebration’. Naturally in additional to the technical program, there
are a range of events, which aim to provide the opportunity for interactions among our participants. A
welcome reception will be held in the atrium of the award winning newly built Sir Paul Reeves Building,
which has integrated the city campus as a hub for student activity and provides a wonderful showcase for
this year’s ACSW. The conference banquet will be held on campus in one of the reception rooms in this
impressive complex.

Organising a multi-conference event such as ACSW is a challenging process even with many hands help-
ing to distribute the workload, and actively cooperating to bring the events to fruition. This year has been
no exception. We would like to share with you our gratitude towards all members of the organising com-
mittee for their combined efforts and dedication to the success of ACSW2014. We also thank all conference
co-chairs and reviewers, for putting together the conference programs which are the heart of ACSW, and to
the organisers of the symposia, workshops, poster sessions and accompanying conferences. Special thanks
to Alex Potanin, as the steering committee chair who shared valuable experiences in organising ACSW
and to John Grundy as chair of CoRE for his support for the innovations we have introduced this year.
We’d also like to thank Hospitality Services from AUT, for their dedication and their efforts in conference
registration, venue, catering and event organisation. This year we have secured generous support from
several sponsors to help defray the costs of the event and we thank them for their welcome contributions.
Last, but not least, we would like to thank all speakers, participants and attendees, and we look forward
to several days of stimulating presentations, debates, friendly interactions and thoughtful discussions.

We hope your stay here will be both rewarding and memorable, and encourage you to take the time
while in New Zealand to see some more of our beautiful country.

Tony Clear
Russel Pears
School of Computer & Mathematical Sciences

ACSW2014 General Co-Chairs
January, 2014



CORE - Computing Research & Education – OLD VERSION

CORE welcomes all delegates to ACSW2013 in Adelaide. CORE, the peak body representing academic
computer science in Australia and New Zealand, is responsible for the annual ACSW series of meetings,
which are a unique opportunity for our community to network and to discuss research and topics of mutual
interest. The original component conferences - ACSC, ADC, and CATS, which formed the basis of ACSW
in the mid 1990s - now share this week with eight other events - ACE, AISC, AUIC, AusPDC, HIKM,
ACDC, APCCM and AWC which build on the diversity of the Australasian computing community.

In 2013, we have again chosen to feature a small number of keynote speakers from across the discipline:
Riccardo Bellazzi (HIKM), and Divyakant Agrawal (ADC), Maki Sugimoto (AUIC), and Wen Gao. I
thank them for their contributions to ACSW2013. I also thank invited speakers in some of the individual
conferences, and the CORE award winner Michael Sheng (CORE Chris Wallace Award). The efforts of the
conference chairs and their program committees have led to strong programs in all the conferences, thanks
very much for all your efforts. Thanks are particularly due to Ivan Lee and his colleagues for organising
what promises to be a strong event.

The past year has been turbulent for our disciplines. ERA2012 included conferences as we had pushed
for, but as a peer review discipline. This turned out to be good for our disciplines, with many more
Universities being assessed and an overall improvement in the visibility of research in our disciplines. The
next step must be to improve our relative success rates in ARC grant schemes, the most likely hypothesis for
our low rates of success is how harshly we assess each others’ proposals, a phenomenon which demonstrably
occurs in the US NFS. As a US Head of Dept explained to me, ”in CS we circle the wagons and shoot
within”.

Beyond research issues, in 2013 CORE will also need to focus on education issues, including in Schools.
The likelihood that the future will have less computers is small, yet where are the numbers of students
we need? In the US there has been massive growth in undergraduate CS numbers of 25 to 40% in many
places, which we should aim to replicate. ACSW will feature a joint CORE, ACDICT, NICTA and ACS
discussion on ICT Skills, which will inform our future directions.

CORE’s existence is due to the support of the member departments in Australia and New Zealand,
and I thank them for their ongoing contributions, in commitment and in financial support. Finally, I am
grateful to all those who gave their time to CORE in 2012; in particular, I thank Alex Potanin, Alan Fekete,
Aditya Ghose, Justin Zobel, John Grundy, and those of you who contribute to the discussions on the CORE
mailing lists. There are three main lists: csprofs, cshods and members. You are all eligible for the members
list if your department is a member. Please do sign up via http://lists.core.edu.au/mailman/listinfo - we
try to keep the volume low but relevance high in the mailing lists.

I am standing down as President at this ACSW. I have enjoyed the role, and am pleased to have had
some positive impact on ERA2012 during my time. Thank you all for the opportunity to represent you for
the last 3 years.

Tom Gedeon

President, CORE
January, 2013



ACSW Conferences and the
Australian Computer Science Communications

The Australasian Computer Science Week of conferences has been running in some form continuously
since 1978. This makes it one of the longest running conferences in computer science. The proceedings of
the week have been published as the Australian Computer Science Communications since 1979 (with the
1978 proceedings often referred to as Volume 0 ). Thus the sequence number of the Australasian Computer
Science Conference is always one greater than the volume of the Communications. Below is a list of the
conferences, their locations and hosts.

2015. Volume 37. Host and Venue - University of Technology, Sydney, NSW.

2014. Volume 36. Host and Venue - AUT University, Auckland, New Zealand.

2013. Volume 35. Host and Venue - University of South Australia, Adelaide, SA.
2012. Volume 34. Host and Venue - RMIT University, Melbourne, VIC.
2011. Volume 33. Host and Venue - Curtin University of Technology, Perth, WA.
2010. Volume 32. Host and Venue - Queensland University of Technology, Brisbane, QLD.
2009. Volume 31. Host and Venue - Victoria University, Wellington, New Zealand.
2008. Volume 30. Host and Venue - University of Wollongong, NSW.
2007. Volume 29. Host and Venue - University of Ballarat, VIC. First running of HDKM.
2006. Volume 28. Host and Venue - University of Tasmania, TAS.
2005. Volume 27. Host - University of Newcastle, NSW. APBC held separately from 2005.
2004. Volume 26. Host and Venue - University of Otago, Dunedin, New Zealand. First running of APCCM.
2003. Volume 25. Hosts - Flinders University, University of Adelaide and University of South Australia. Venue

- Adelaide Convention Centre, Adelaide, SA. First running of APBC. Incorporation of ACE. ACSAC held
separately from 2003.

2002. Volume 24. Host and Venue - Monash University, Melbourne, VIC.
2001. Volume 23. Hosts - Bond University and Griffith University (Gold Coast). Venue - Gold Coast, QLD.
2000. Volume 22. Hosts - Australian National University and University of Canberra. Venue - ANU, Canberra,

ACT. First running of AUIC.
1999. Volume 21. Host and Venue - University of Auckland, New Zealand.
1998. Volume 20. Hosts - University of Western Australia, Murdoch University, Edith Cowan University and

Curtin University. Venue - Perth, WA.
1997. Volume 19. Hosts - Macquarie University and University of Technology, Sydney. Venue - Sydney, NSW.

ADC held with DASFAA (rather than ACSW) in 1997.
1996. Volume 18. Host - University of Melbourne and RMIT University. Venue - Melbourne, Australia. CATS

joins ACSW.
1995. Volume 17. Hosts - Flinders University, University of Adelaide and University of South Australia. Venue -

Glenelg, SA.
1994. Volume 16. Host and Venue - University of Canterbury, Christchurch, New Zealand. CATS run for the first

time separately in Sydney.
1993. Volume 15. Hosts - Griffith University and Queensland University of Technology. Venue - Nathan, QLD.
1992. Volume 14. Host and Venue - University of Tasmania, TAS. (ADC held separately at La Trobe University).
1991. Volume 13. Host and Venue - University of New South Wales, NSW.
1990. Volume 12. Host and Venue - Monash University, Melbourne, VIC. Joined by Database and Information

Systems Conference which in 1992 became ADC (which stayed with ACSW) and ACIS (which now operates
independently).

1989. Volume 11. Host and Venue - University of Wollongong, NSW.
1988. Volume 10. Host and Venue - University of Queensland, QLD.
1987. Volume 9. Host and Venue - Deakin University, VIC.
1986. Volume 8. Host and Venue - Australian National University, Canberra, ACT.
1985. Volume 7. Hosts - University of Melbourne and Monash University. Venue - Melbourne, VIC.
1984. Volume 6. Host and Venue - University of Adelaide, SA.
1983. Volume 5. Host and Venue - University of Sydney, NSW.
1982. Volume 4. Host and Venue - University of Western Australia, WA.
1981. Volume 3. Host and Venue - University of Queensland, QLD.
1980. Volume 2. Host and Venue - Australian National University, Canberra, ACT.
1979. Volume 1. Host and Venue - University of Tasmania, TAS.
1978. Volume 0. Host and Venue - University of New South Wales, NSW.



Conference Acronyms

ACDC Australasian Computing Doctoral Consortium
ACE Australasian Computer Education Conference
ACSC Australasian Computer Science Conference
ACSW Australasian Computer Science Week
ADC Australasian Database Conference
AISC Australasian Information Security Conference
APCCM Asia-Pacific Conference on Conceptual Modelling
AUIC Australasian User Interface Conference
AusPDC Australasian Symposium on Parallel and Distributed Computing (replaces AusGrid)
AWC Australasian Web Conference
CATS Computing: Australasian Theory Symposium
HIKM Australasian Workshop on Health Informatics and Knowledge Management

Note that various name changes have occurred, which have been indicated in the Conference Acronyms sections

in respective CRPIT volumes.
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Abstract 

With growing exposure of children to handheld and 

mobile devices, there is an increasing interest in exploring 

the use of mobile technology for educational purposes. In 

particular, touch-based devices seem to promise great 

potential in this domain. In this paper, we present Math 

Tutor – an Android-based application designed to help 

children learn and practice early numeracy addition and 

subtraction (take away) as well as help teachers monitor 

and review children‟s progress, with support for English 

and Māori languages. We describe the design and 

development process, features of the application, and the 

results of a usability evaluation. This project takes a step 

towards creating interactive platforms required for 

educating the upcoming generation of digital natives. 

Keywords:  Interactive software applications, primary 

education, numeracy, child-computer interaction, 

Android, Māori 

1 Introduction 

In the last few years, mobile technology has changed 

faster than ever in ways that affect our lives in every 

aspect. Children, in particular, who are born or growing 

up in this „brave NUI world‟ (Wigdor and Wixon 2011) 

are considered digital natives (Palfrey et. al 2008). It‟s 

not unusual to find children manipulating mobile devices 

even before they‟ve mastered their alphabets and 

numbers. Touch-based interactive devices being easy to 

use by children as well as the teachers are considered 

important and handy tools for teaching core concepts 

such as numeracy in early and primary years learning. 

There have been variety of effective traditional ways 

in which children are taught numeracy in classrooms, but 

research suggests that children are more engaged and 

grasp concepts quickly when they enjoy the subject 

matter being taught. At the same time, children are more 

attracted to colourful and interactive applications – 

aspects weakly supported by traditional white-board 

based teaching approaches. 

The aim of our project was to conduct research and 

development into this upcoming area of inquiry.  
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Our Android-based application - Math Tutor - is 

targeted for classroom teaching and been designed 

specifically to be used both by students and teachers. A 

part of our application is designed to help students learn 

and practice single digit addition and subtraction using 

numbers and images. The application‟s GUI and colours 

have been carefully chosen as to attract children and 

make learning easy and fun. The children are encouraged 

to learn by using the simple technique of earning medals 

when they complete a particular level. The second part of 

the application has been designed for the teachers and 

includes functionalities such as language selection, 

exercise mode selection, etc. (described later in detail). 

The functionality for teachers to login and perform 

administrative activities can be easily found in web-based 

applications but is currently hard to find in tablet-based 

applications. There have been other touch-based 

applications and games designed to teach children early 

single digit addition and take away, but unfortunately we 

find very few applications that associate numbers with 

(equal number of) objects visually and have multi-lingual 

options. Our society being a multicultural society consists 

of people belonging to different parts of the world who 

speak more than one language. As such, many children 

take some time learn to speak and understand English. So 

the teachers may find it difficult to teach addition and 

take away with applications that just have English as a 

language option. For this reason the second language 

chosen for this application is Māori, which is one of the 

three official languages for the people living in New 

Zealand and is a core part of early and primary school 

education. This prototype can be expanded to include 

other languages with relative ease. 

The intended users of this application are children 

between five and six years of age and the teachers who 

will be assisting and using the application to manage 

students. A student can practice addition and take away 

for up to two levels i.e. for numbers from 1 to 5 and 

between 1 to 10. The application uses two techniques 

used for addition and taking away, first using simple 

single digits e.g. 3+2=5 and second using the visual 

concept of adding/taking away things with counting equal 

number of objects like fruits. Children can use the objects 

(e.g. fruit images) to count and find the answers. Upon 

successful completion, children will earn different 

coloured star medals as rewards that will encourage them 

to practice more and improve their skills.  

The application tracks student responses. Results, 

including number of correct and incorrect responses with 

percentage and medals are available for teachers for 

further analysis and evaluation. 
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2 Related Works 

Unique capabilities of computer applications for 

providing learning practice include: the combination of 

visual displays, animated graphics and speech; the ability 

to provide feedback and keep a variety of records; and the 

opportunity to explore a situation interactively (Clements 

2002). A study by Starkey et. al (2004) found that 

children can develop mathematical competence with 

developmentally appropriate mathematics learning 

software. Another longitudinal study examining the role 

that technology plays in mathematical skill achievement 

for kindergartners and 1
st
 graders shows that students‟ 

access to and use of technology influences their future 

academic achievement in school (Espinosa et. al 2006). 

Year one (at school) marks a transition to a more 

academically-oriented approach to learning as children 

may now be in a full program after half-day long 

kindergarten. In New Zealand, numeracy instruction, 

along with other subjects, becomes more structured in 

school as opposed to a more flexible framework offered 

in kindergarten by the Te Whā riki (curriculum) (2007). 

Lessons are more structured, and there are new facts to 

master. After acquiring the basic skills of number 

recognition, counting, addition and subtraction are 

naturally taught next, as students combine sets of objects 

and count the results. 

It has been argued that carefully designed sequences of 

worked-out examples (without lectures or other direct 

instruction) can prove to be more effective in teaching 

several mathematical skills (Price et. al 2013). The role of 

drills has been emphasized in achieving the fluency to 

memorize basic mathematical facts and improve these 

skills. The use of this technique not only seen to help in 

achieving fluency in mathematical knowledge but also 

expected to aid in higher mathematics skills as per  

research (Zhu et. al 1987). However, children can find 

these math drills as repetitive, monotonous and boring 

exercises. 

Trends suggest that pre-school and elementary-age 

children may soon be using smart devices seamlessly first 

at home and then perhaps in the classroom of 2015 as a 

normal part of growing up in a digital age (Chiong and 

Shuler 2010). Therefore, we need to focus on designing 

useful and productive applications which not only 

educate children but are also fun to use. Norris et. al 

compared the use of tablets with netbooks and laptops 

and concluded that features like portability, availability, 

instant-on devices, and longer battery time makes tablets 

a preferred medium over others for learning (Norris et. al 

2011). 

One of the most popular smart phone technologies 

today is Android. Android has witnessed a growth of over 

250% with 300 million android devices activated, adding 

850,000 new device activations every day (Rubin 2012). 

All those new Android users also have access to 450,000 

applications on the Android market, an increase of 300% 

from last year (Rubin 2012). And this growth rate 

continues to grow along with the android applications 

available for users of all age. Android users have access 

to numerous applications on the Android market through 

Google Play (https://play.google.com). These include 

numerous learning applications for primary years. 

Some such educational android applications which are 

available on Google Play to help children improve 

numeracy skills include: Kids Math, Math Mole, Math 

flash cards, Kids Math Book, First Grade Math Challenge 

and 1st Grade Math.  

Figure 1. ScrumDo Project Management Board 

 

While possessing different functionalities in parts, 

most of these applications are focused on individual users 

(parents and children at home) and do not offer 

comprehensive solutions for classroom-based teaching, 

such as teacher access and administration. 

3 Project Design 

3.1 Software Development Method 

We used Agile software development as our software 

development methodology for this project (Cockburn and 

Highsmith 2001). Agile methods are based on an iterative 

and incremental style of development where each 

iteration involves set of tasks to be accomplished during 

the iteration. Agile software development methods are 

known to be flexible to change and are based on changing 

needs and preferences. In particular, we employed Scrum 

– one of the most popular Agile methods in the world 

today (Schwaber and Beedle 2002). 

For this project, a roadmap was created to plan the 

activities and the timelines based on the user stories 

created using ScrumDo as the tool 

(http://www.scrumdo.com). Functionalities represented as 

user stories were created to help visualise the system and 

streamline the requirements of the application. Then a set 

of objectives were defined for the user stories during 

weekly scrum/stand-up meetings scheduled with the 

project supervisor (second author) to share progress and 

plan activities of the week. The meeting focused on what 

was done during last week, what was the plan for the 

coming week, and what was getting in way i.e. the 

impediments. The scrum board was updated accordingly 

with status of user stories using ScrumDo and iterations 

were updated as well. 

Based on this, tasks for next iteration were assigned 

and were expected to be delivered before the next 

meeting. For any queries during the week, the 

coordination was done through emails. It helped to ensure 

that the project was on the right track with status of final 

deliverables. 
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3.2 Software Tools 

3.2.1 User Interface Design Tools 

For designing the user interface of the application, a 

custom set of images were created and some free images 

were chosen and modified including icons for the 

application, buttons and background. Adobe Photoshop 

and Adobe Illustrator were used as image customisation 

and processing tools. 

3.2.2 The Android Framework 

 

Figure 2. Samsung Galaxy Tablet (front/back) and 

Emulator (left) 

 

The Android framework was chosen as the platform for 

the development of the application primarily due to its 

popularity and relative affordability of tablet devices 

supporting Android (as compared to iPad for example.) 

Eclipse was used as the Integrated Development 

Environment (IDE) with Java as the programming 

language. Android 14 was used as the version of Software 

Development Kit (SDK) for compatibility with the 

android device selected for this project: Samsung Galaxy 

7 inches tablet and Android OS 4.1 (Jelly Bean). 

3.2.3 Testing and Validation Tools 

Unit tests were implemented to verify the correctness of 

the methods that were developed using the LogCat and 

the associated Log class provided by Android. Also, a 

usability evaluation was conducted to verify the usability 

of the android application with users, which is described 

later along with results and refinements resulting from the 

evaluations. Due to time limitations of this project, 

evaluations were conducted using university students 

rather than ideal users – children and teachers – which 

required lengthy ethics approval processes. This aspect is 

further discussed in the limitations section later. 

3.3 Software Design Decisions 

Certain critical software design decisions were made to 

enhance the application‟s usability based relevant 

research. Research was conducted to select the best 

design strategies to apply during the design and 

development of the application for young children. As 

proved by research, generally the more a software 

interface adapts to children‟s cognitive levels, the more it 

will be accepted and adored by children (Xiaodong 

2010). Similarly, using bright, vivid colours that stimulate 

the senses, creating a happy, playful mood using cartoon 

characters (Lazaris, 2012), making icons look "clickable" 

by using three-dimensional imagery, adding navigational 

elements that are large and easy to find (Hafit et. al 2012) 

are the best practices which should be used for designing 

applications for children.  

Also interface with much word information results in 

the attention detraction for children and turbulence of 

vision procedure, so the principal interface i.e. the 

exercises screens were designed to be simple. However, 

other screens are designed to include colours and imagery 

in such a way that the children enjoy and love using the 

application. 

For children, it is the physical design (in this case, the 

user interfaces) that appeals to them; and this factor is 

perhaps as important as the actual functionality provided 

by the application. Children tend to choose the 

application that features characters they can relate to and 

those that appeal to them aesthetically. Also, while 

designing the prototypes the strategies from the research 

conducted were incorporated. The designed interfaces 

catering to students and teachers are presented in Fig.3 

and Fig.4 respectively. 

Figure 3. Design Prototypes for Student Functionalities 

 

The following sections describe the application key 

features, the application design, and application 

implementation with the details of the iterations followed 

from the beginning towards the end of project. 

4 Math Tutor: Key Features 
The actual implementation of the application focused 

on the major features: Child Learner Exercises (Addition 

and Take Away), Reward System, Teacher 

Administration, Language Setting, and Exercise Mode 

Settings. 

 

Proceedings of the Fifteenth Australasian User Interface Conference (AUIC2014), Auckland, New Zealand

5



Figure 4. Design Prototypes of Teacher Functionalities 

4.1.1 Child Learner Exercises (Add/Takeaway) 

When the child enters the student menu screen (Fig. 3) 

and selects the exercise type as Add up to 5 or 10 or Take 

Away up to 5 or 10, then a set of questions are 

dynamically generated randomly with the fruit images 

and corresponding numbers. The child has to answer each 

question by clicking one of the answer options displayed. 

If the answer is correct, a sound is played to help the 

child associate the answer with the sound as correct; and 

another sound for incorrect response. Once all the 

questions are displayed the child is prompted with either 

moving to the scoreboard or to retry the exercise. 

4.1.2 Reward System 

When the child selects to move to the scoreboard the 

results of the exercise can be viewed with the earned 

medal based on the percentage achieved. 

Four different medals are rewarded to students as 

shown in Fig.5. If the percentage achieved is greater than 

80% a golden medal is earned by the student, if the 

percentage is greater than 65% a silver medal is earned by 

the student. Similarly if the percentage is greater than 

50% then silver medal is earned by the student and red 

medal if the percentage is less than 50%. 

 

4.1.3 Teacher Administration 

The functionality of this part includes choosing the 

language for the audio outputs (English or Māori) and 

selecting the exercise mode from normal to exhaustive. 

The functionality also includes adding, deleting and 

modifying student‟s details. Teachers can view every 

student‟s scores during different practice exercises and 

compare them with the previous results. 

4.1.4 Language Settings 

A teacher can use this screen to select between the two 

languages English and Māori. English is used as the 

default language. However if the user wants to change the 

language, radio button can be used for switching the 

mode of the language. 

 

Figure 5. Scorecard (top) and Reward medals (bottom) 

4.1.5 Exercise Mode Settings 

A teacher can use this screen to select the questions mode 

as normal or exhaustive. This is set as 10 for the normal 

mode, i.e. the number of questions for exercise is 10. 

5 Application Design: LoFi Prototyping 

To start the project first the user stories were created. The 

application was designed keeping in mind the age of the 

end users which are children from age‟s 5-6. The design 

was kept fairly simple and easy to understand by the 

children. The design was also made colourful and 

attractive so that the children find it enjoyable. The 

navigation was purposely kept simple and not over-

crowded with too many options as children can get 

confused if they are given a lot of options to move 

forward, backward and to the main menu. The colours for 

the overall design were carefully chosen and kept 

consistent throughout the application. 

We created low-fidelity paper prototypes to get an 

understanding of the application flow and design (Kangas 

and Kinnunen 2005, Virzi et. al 1996). These prototypes 

were transformed to digital black and white mock-ups 

using Lucidchart (https://www.lucidchart.com) as a 

wireframe tool (Fig. 6) 

 

Figure 6. Paper (left) and Wireframe (right) Prototypes 
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We focused on improving the application prototypes by 

adding colours and pictures. Since the end-users of the 

application are children so care was taken to design with 

children‟s interest in mind. 

6 Application Development 
Following Scrum‟s iterative and incremental, the 

development was executed in a series of iterations. With 

each of these iterations, the design and development were 

assessed and refined, while moving closer to completion. 

In the following sub-sections, we describe the activities 

and key design aspects achieved in the iteration providing 

a sense of the evolving application. 

6.1 Iteration 1 
The development of Android applications involves 

some installation pre-requisites like the installation 

Eclipse SDK, Android SDK and Android Development 

Tools (ADT) to get a running environment. For 

developers, Android SDK provides a rich set of tools, 

including debugger, libraries, handset emulator, 

documentation, sample code, and tutorials. Android 

applications can be easily developed using Eclipse 

(Android's official development platform) with the help 

of a plug-in called Android Development Tools (ADT). 

The development phase consists majorly of designing 

and developing activities. A concise definition of activity 

as stated in the official help for eclipse states 

“An activity is a logical grouping of functionality that is 

centred around a certain kind of task.” Hence an activity 

is a group of sub-classes designed and developed to 

create the interface and add functionality to them. 

The first development iteration involved 

implementing the user stories of the students. The 

addition of numbers up to 5 was programmed initially by 

generating different questions randomly using the built in 

random number function and against every questions four 

options were randomly generated correspondingly. For 

this a java class was created for random generation of 

numbers and method of the class was called in the 

addition activity. 

This activity generated questions with two random 

numbers such that there sum is less than or equal to five. 

Then four options were generated and displayed on 

buttons with one as the sum of the two numbers and the 

other three options as random numbers other than the 

result and less than and equal to 5. This was called 

recursively till the number of questions is equal to mode 

selected. To ensure that the options are not displayed 

always on same position, the position is randomly 

relocated by generating different sequence of locations 

(Fig. 7) 

6.2 Iteration 2 

The second iteration involved addition of numbers up to 

10. For this the addition class was modified to handle the 

random numbers generation dynamically based on the 

selected exercise type. Also the take away class was 

implemented following the same pattern. This iteration 

also involved the modification of AddActivity and 

SubtractActivity to make it more generalized for all 

exercises. For this purpose the referring activity passes 

the exercise type and Add /SubtractActivity then 

first extracts the information from the Bundle class to get 

the intent variables and check the maximum value of 

maxnumber. The maxnumber decides which type of 

exercise has to be started. For example if max=5 the 5 

digit addition is started. 

 

Figure 7 Pseudo-code for Options Relocation 

6.3 Iteration 3 

In the third iteration, the objects (e.g. fruits) were 

displayed alongside the numbers to help student to 

calculate the correct answer. The results were calculated 

and the scores were created and displayed on the 

scorecard with the medal earned. During this iteration the 

orientation was fixed so that while using the tablet if the 

orientation is changed then the application is not affected. 

For Android, this is neither an automatic functional and 

needs to be implemented. Sounds (audio files) were 

added against the numbers in the English language. 

6.4 Iteration 4 

In this iteration, the user stories pertaining to the teacher-

user were implemented. User Management classes were 

created to add and delete the students. Then the settings 

class was added as a separate activity to configure the 

language and the exercise mode and Māori audio files 

were added for supporting two languages to the 

application. 

This iteration also consisted of designing the 

database and the schema with the students and score table 

in the database. The Score table is used to save results 

after each exercise. The iteration used SQLite database as 

the base class for working with a SQLite database in 

Android which provided methods to open, query, update 

and close the database. In addition it provides the 

execSQL() method, which allows to execute an SQL 

statement directly. The object ContentValues allows to 

define key/values. The "key" represents the table column 

identifier and the "value" represents the content for the 

table record in this column. ContentValues was used for 

inserts and updates of database entries. This was 

implemented as a dataAdapter class. Also a java class 

was added to pass the values from the business logic to 

the database.  

The major functions of the dbAdapter included 

creating the student, fetching the students in the student 

section, updating and deleting the selected students, 

saving the scores of the student and fetching the scores 

against the student. This iteration also consisted of using 
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the List View layout to display list of all student in the 

student‟s layout. 

6.5 Iteration 5 

In the last iteration both the modules were integrated with 

implementation of all the user stories and the scores were 

stored in the database against the student. In the end the 

results class was added so that teacher could view the 

results of the students saved in the database using the 

dataAdaptor class and displaying using ListView layout 

in the teacher section. 

Every iteration was followed by the functional testing 

of the features added using the positive and negative test 

data to ensure the correctness of the application and in the 

end after the integration of the modules, the overall 

application was verified and the discrepancies were fixed 

and retested accordingly. 

The upcoming section will provide a complete 

analysis of the evaluation results performed after the 

completion of this application. 

7 Usability Evaluation and Results 

An evaluation was conducted to see how effective and 

useful the different features are and how suitable the user 

interface design is to the users. The evaluations took 

place in The University of Auckland, Engineering 

Building, Masters Room. 

7.1 Participants 

The participants for this evaluation were seven university 

students with ages between 20-29 years. The application 

was installed on the Android emulator device and all the 

participants were asked to run and test the application on 

the same settings of emulator as of Samsung Galaxy 7 

inches Tablet. 

7.2 Evaluation Method 

The evaluation of the application was conducted using the 

Android emulator configured on personal laptop. Each 

user was first given written instructions to follow after 

providing the demographic details. This document listed a 

small description of the tasks to be performed with the 

steps of the execution procedure both for student and 

teacher‟s role. 

The main tasks as a student included completing the 

addition and takeaway exercises for all the four exercises 

with normal mode setting, two exercises with language as 

English and two with Māori as language. The tasks to be 

completed while evaluating the teacher module were to 

add/update and delete student information and to view the 

score of the students, doing the configurations like setting 

the language for the exercise. 

The participants were first asked to fill in the 

demographic section of the questionnaire. Then after the 

execution of the application the usability and usefulness 

sections were filled by the evaluator. This questionnaire 

focused on the effectiveness and usability of the 

application. The multiple choices consisted of statements 

in a Likert scale having values between 1 and 5, where 

strongly disagree equals 1 and strongly agree equals 5. 

7.3 Results 

We now present the complete analysis and results 

obtained after performing the evaluation. 

7.3.1 Demographics 

The results indicate that all participants had intermediate 

to expert level experience in using touch based devices. A 

majority (85.5%) of participants have observed children 

using touch-based devices. Nearly all the participants 

agreed that these applications can add fun to learning 

mathematics. All of the participants agreed that they have 

used numerical practice sheets in their primary years 

learning. 

7.3.2 Usefulness of Application 

 

Figure 8 Mean values for Usefulness Questions 

The results obtained during the evaluation procedure 

were used to calculate likert scale values. A median for 

each option was calculated using the weighted mean 

formula for likert scale. The results are plotted in the 

graphs below. 

The likert scale value of 4.86 for the student 

update/delete value shows that almost all the participants 

believed that the student management module for teacher 

will be helpful for maintaining students. The value 4.6 in 

the graph below indicates that participants agree that 

displayed results will help teacher to monitor student‟s 

progress in a classroom. Participants agreed that the 

exercises designed are effective in numeracy learning 

with value of 4.75 and rewarding students with medals 

gets a 4.71 Likert scale. The results show that the 

participants agree that the application can actually prove 

to be a handy and effective tool in classroom teaching. 

7.3.3 Usability of Application 

The results of the usability evaluation are presented in the 

graph below which indicates that changing language was 

easy for users (4.86). All other areas including 

consistency in flow of application, ease in application 

usage and clarity of sound reached values approximately 

between 4.7 and 4.8 which supports that these aspects of 

application were approved by the evaluators. 
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Figure 9 Mean values for Usability Questions 

7.4 Suggested Refinements 

The results and comments after the evaluation suggest 

some improvements in the application in the future. 

 In the teachers section if the student names were 

displayed in blocks and detail of each student was 

displayed separately would make it easier for the 

teacher to view each student‟s details. 

 In teachers sections some charts and graphs would 

help teacher to analyse student progress more 

effectively. 

 If the teachers have the option to email/share the 

progress of a student with parents or guardians will 

be a helpful feature. 

 More languages options such as Mandarin, Spanish, 

German or French can be introduced for the users 

belonging to different regions of world. 

 At the end of each correct answer different and more 

interesting sounds like clapping or music could be 

added to make children happy and excited. 

The next section will provide a general discussion and 

concluding remarks for the project. 

8 Discussion 

The application was designed and developed to help 

children between 5-6 years of age learn basic 

addition/takeaway using touch-tablet devices and help 

teachers manage students and monitor student progress. 

The results of a preliminary usability evaluation indicate 

that the application can be potentially effective in 

teaching children about basic numeracy concepts 

(addition and takeaway up to 5 and 10). The teacher 

section also promises to be used a useful classroom tool 

that can be used to add/update and delete students in their 

class list. They can view and compare the results from 

previous exercises and decide which students need help 

and more practice. 

The application could not be evaluated with the actual 

users i.e. children aging between 5 to 6 and teachers 

practically in a classroom setting due to limitations of 

time as the university‟s ethics policy application process 

takes some months. All the participants involved in the 

evaluation of the application agreed that the application 

with some minor improvements could be a very good 

source for teaching a 5-6 year old children addition and 

take away. The evaluations if conducted using the ideal 

user-groups i.e. teachers and children, could be used to 

draw firmer conclusions about the role of this application 

in primary numeracy learning. 

9 Conclusion 

The changing trends in technology and classroom 

teaching suggest that touch-based mobile devices and 

attractive/engaging applications can be essential parts of 

future classrooms. The use of such devices amongst 

children is increasing by leaps and bounds. However, 

research and development of educational software that is 

both engaging and appropriate for classroom usage is still 

in its infancy. Our Math Tutor application can serve to be 

a good foundation for more complicated and 

sophisticated learning tools in future. Extension to two 

and three digits addition and taking away can be added in 

this application to be used by children ages 6 and above. 

The teacher section can include graphical analysis to 

monitor student performance with option to share 

student‟s progress report with parent‟s guardians as 

suggested by some participants. The application can also 

be extended to support more languages. Overall, our 

project is a step towards creating interactive educational 

software for use by digital natives in classrooms of the 

near future. 
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Abstract

Virtual Patients (VPs) have been successful in health
education to promote and foster communication. Ad-
ditionally, computer simulations offer the advantage
of being standardized, repeatable, and do not require
as much resources as role-play simulations. The re-
search presented in this paper offers to explore the
impact of a Clinical Audiology Simulator (CAS) us-
ing virtual patients technology on first year audiology
students of the University of Canterbury. We look
at the CAS’s effects on students’ perceived level of
learning, confidence, and ability to conduct adequate
Pure tone audiometry as well as Clinical history tak-
ing procedures. These studies showed positive results
on students’ perceived level of learning, and history
taking skills when using the CAS as an additional
training tool. We present the findings and lessons
learned from these studies as well as our plans for fu-
ture experiments and software implementations. VPs
have the potential to offer audiology trainees more
opportunities to practice and access to a wider range
of pathologies as they would with their course’s tra-
ditional practical sessions.

Keywords: virtual patient, computer simulation, au-
diology, clinical education

1 Introduction

In healthcare education, actors trained to interact
with students in role-play settings are often used as
Simulated Patients (SPs). However, access to SPs for
healthcare education is limited due to their cost and
availability. SP training is expensive. Despite the
130 medical schools in the U.S. only 5 provide sim-
ulated patients assessment. Additionally, SPs work
for a low incentive, which can be around 10 USD per
hour. Considering this, SPs use in clinical scenarios to
produce valid interactions for clinicians and students
training can be limited (Rizzo et al. 2010).

Another training method in healthcare is Virtual
Patients (VPs). VPs have the potential to improve
clinical practice of healthcare trainees.

Copyright 2014, Australian Computer Society,
Inc. This paper appeared at the Fifteenth Aus-
tralasian User Interface Conference (AUIC 2014),
Auckland, New Zealand. Conferences in Research
and Practice in Information Technology (CRPIT),
Vol. 150. Burkhard Wünsche and Stefan Marks,
Eds. Reproduction for academic, not-for-profit pur-
poses permitted provided this text is included.

They are computer generated patients that allow re-
alistic training in controlled settings. One reality of
healthcare practical education is that students can
spend days doing clinical work to only see repetitive
cases, when patients come in with the same patholo-
gies. VP simulations can be used to provide a varied
and standardized training among students (Collins &
Harden 1998, Johnsen et al. 2005, Triola et al. 2006),
assuring every one of them has the chance to train for
low frequency events too, not just the cases that are
the most common. However, at the same time stu-
dents can choose to interact with the exact same VP
again if, for instance, a debriefing made them realize
they missed critical pieces of information. In addi-
tion, VPs also enable students to practice within safe
boundaries and prepare them to interact with real
patients where mistakes would be costly, as well as
develop clinical reasoning skills(Round et al. 2009).

Previous research shows that VPs can effectively
be implemented as an alternative to SPs in various
types of scenarios to represent illnesses ranging from
a standard medical exam, to eye or breast exams
(Deladisma et al. 2009, Kotranza et al. 2009, Rizzo
et al. 2009), cases for paramedic students (Conradi
et al. 2009), continuity of care for pharmacy students
(Fuhrman Jr et al. 2001), even geriatrics (Tan et al.
2010), surgery cases (Vash et al. 2007), or other psy-
chiatric disorders such as disorderly conduct, post
traumatic stress syndrome (PTSD), or other pho-
bias (Gorrindo & Groves 2009, Kenny et al. 2008,
Rizzo et al. 2010, Triola et al. 2006). This technology
can also enable students to practice from their own
homes (Stanton 2008). VPs have also been success-
fully used with patients with inadequate health lit-
eracy to explain medical documents (Bickmore et al.
2009, 2010), or to promote healthy behaviours such
as adherence to medication and exercise (Bickmore
& Picard 2005, Hayes-roth & Saker 2003, Ruttkay &
Welbergen 2008).

On the other hand, VPs’ main limitation, when
compared to SPs, is frequently their vocabulary. The
process of talking with a patient is often script based.
Developing an interaction script for one VP is a time
consuming process and often needs to be strength-
ened following pilot studies to make it usable. Work
has been done on implementing ways to create more
robust scripts efficiently for VP interactions but it is
still an area that needs to be improved (Halan et al.
2010, Rizzo et al. 2010, Rossen et al. 2010). Conse-
quently, there is little research on implementing a sim-
ulation platform using a multitude of VPs for history
taking training to support students’ practical experi-
ence. History taking is the procedure of interviewing
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a patient and recording past events or circumstances
that could be relevant to the patients’ Health state.

For the purpose of our research, we implemented a
computer simulation platform aimed for trainee audi-
ologists (more information on this sample of students
in the studies’ sections). We propose to investigate
how using this VP based simulator as an additional
tool to traditional means of learning can affect stu-
dents’ performance in their course, and during role-
play situations using SPs. We will also investigate
how the VPs simulator we implemented affects stu-
dents’ perceived level of learning and confidence when
used in addition to regular teaching.

This paper is going to present two studies. The
first is a pilot study that took place during the first
part of the course year and focuses on the pure tone
audiometry procedure. The second study investigates
clinical history taking and spreads over the second
part of the year.

2 Related work

VPs have been used in a wide range of specialities
to train clinical reasoning and patients’ assessment
in different settings. As part of a collaboration be-
tween London’s universities, the Second Life virtual
environment has been used as a way to generate VPs
to train paramedics and allow them to explore more
open ended questions in their decision making pro-
cess. The researchers concluded that VPs in a virtual
environment can offer realism impossible to reach in a
classroom environment, allowing them to experience
the consequences of the different choices they make
(Conradi et al. 2009). At the University of Munich
in Germany, a VP based systems allowed students to
train on gynaecological sonography. The conclusions
showed that training with virtual patients seems com-
parable to live practice with the advantage of a stan-
dardized consistent output which is not the case of
real patients (Heer et al. 2004). The research from
the following groups is considered the most relevant
for our own, as the technologies they use are of sim-
ilar level to ours, and consequently our terminology
matches as well.

The University of Florida’s Virtual Experiences
Research Group provided our research team with the
basis of our simulation platform. The group’s early
studies concerned the possibility of creating a sys-
tem with patient-doctor interactions, focused on as-
sessing whether current technology enabled to simu-
late such experiences, with sufficient immersion and
fidelity. The Virtual Experiences Research group fo-
cused on implementing medical history interviews for
different disciplines as well as investigating different
ways to improve user-VP exchanges. Studies explor-
ing different ways to affect interactions have also been
conducted, using life size VPs thanks to projectors
for instance, investigating natural interactions such
as hand gesture (both real hand through infra red
cameras, or virtual hands ), tablet PC and audio (Fer-
dig et al. 2007, Kotranza et al. 2009, Johnsen et al.
2005). Real size displays, using projectors were also
found to allow users to display more empathy than
head mounted displays (Johnsen & Lok 2008). Con-
sequences of the use of synthesized speech and natural
recorded speech for the VPs answer have also been in-
vestigated and compared. It was concluded that if the
intent was to teach what questions to ask, then both
methods were as effective. However, if the purpose
was to teach how to ask questions, the realism of pre-
recorded speech could make up for its low flexibility
(Dickerson et al. 2006).

Rather than assessing its continuous use by med-
ical trainees, their evaluations often focused on com-
paring the quality of the VP to an SP using the Maas-
trich assessment of Simulated Patients questionnaire,
student posture, tone of voice and speech content for
different exams such as a breast, eye exams or phar-
maceutical exams (Deladisma et al. 2009, Kotranza
et al. 2009, Rizzo et al. 2009), and studies investigat-
ing how racial and social disparities affect participants
relation with VP. In the different conditions explored,
research showed significant results that participants
were able to act with VPs, to a similar or satisfactory
level compared with simulated patients (Ferdig et al.
2007, Johnsen et al. 2005).

Another research group that researches VPs is the
institute for creative technologies of the University of
South California. This group primarily investigates
the use of VPs with military technicians and clinicians
to treat soldiers, which can be dangerous both men-
tally and physically. VPs are considered for PTSD
patients’ suicide tendencies, or even traumatic brain
injuries. Significant results were found and partic-
ipants were able to detect trauma, its duration, or
presenting its origin. However, symptoms requiring
a deep level of exchanges with the VPs to identify
them were almost not detected due to the state of
the scripts implemented, and current performances
of speech recognition (Kenny & Parsons 2010, Kenny
et al. 2008). VPs were also used as an online guide to
promote access to psychological healthcare informa-
tion and assist as well as encourage military personal
and their family to seek care if necessary.

Looking at this researches, the main downside of
the VPs-user interactions appears to be that their in-
teraction are scripted, thus a necessary time consum-
ing step is to implement a script with sets of clues
or triggers for each of the VP’s answers. This is the
main limitation VPs currently suffer from and that
can prevent them from being as realistic as SPs. In
addition, an underdeveloped script can be frustrating
for participants (Johnsen et al. 2005). Development
of an interaction script for one VP is a time consum-
ing process and often needs to be strengthen following
pilot studies to make it usable. Work has been done
on implementing ways to create more robust scripts
efficiently for VP interactions but it is still an area
that needs to be improved (Halan et al. 2010, Rizzo
et al. 2010, Rossen et al. 2010). As a consequence, VP
simulations used in health education are commonly
focusing on a single case or VP (Bickmore & Picard
2005, Deladisma et al. 2009, Fuhrman Jr et al. 2001,
Gorrindo & Groves 2009, Hayes-roth & Saker 2003,
Heer et al. 2004, Kenny et al. 2008, Kotranza et al.
2009, Rizzo et al. 2010, 2009, Ruttkay & Welbergen
2008, Stanton 2008, Tan et al. 2010, Triola et al. 2006,
Vash et al. 2007).

Our research is focusing on the field of Audiology.
In audiology, simulations have been used with success
to teach clinical skills and simulators allowing practice
of procedural skills such as pure tone audiometry are
available on the market (e.g. Otis Audiology simula-
tor, Parrot Software’s Audiology Clinic) for Univer-
sities to use to supplement traditional course work.
There is, however, a lack of simulators incorporat-
ing such procedural skills with clinical history taking
training possibilities and immersing students in real-
istic experiences from meeting a patient up to, and
including pathology assessments. Our research aims
to explore the use of a computer simulation based on
a varied range of VPs, with audiology trainees as our
primary target audience. We aim to answer whether
this system, used as an additional training tool during
the curriculum, can positively impact students’ clini-
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cal skills, perceived level of learning, and confidence.
We reviewed students’ grades as part of the Clinical
Audiology Observation and Practice course to assess
the impact of the pure tone audiometry component
of the simulator. In addition, students were also as-
sessed with role-play situation using SPs to evaluate
their ability to conduct clinical interview and pure
tone audiometry procedures following exposure to our
computer simulation.

3 The Clinical Audiology Simulator

3.1 System architecture

The computer simulation used in this study is re-
ferred to as the Clinical Audiology Simulator (CAS).
The CAS is used to practice procedural skills, clini-
cal history taking and puretone audiometry, as well
as decision making. This takes the form of the stan-
dard audiology range of tests including history taking,
pure tone audiometry, otoscopy, and pathology diag-
nosis for Virtual Patients (VPs). The CAS is based
on a simulation platform originally implemented by
the University of Florida’s Virtual Experiences Re-
search Group (VERG 2005). The initial platform
had been implemented for research study purposes
and was adapted to run as a standalone application.
The CAS has been implemented in C#/C++ using
Visual studio 2010. The application makes use of the
open source 3D library Ogre for graphics, to render
the VPs as well as the room where the consultations
take place within an embedded window (see Fig. 1).

            AudiologyApp SpeechRec

Rencore

EmbeddedRenWrapper

AudiologyLib

   Ogre

message

provides UI components

message

Embeds Ogre window

provides Ogre window

communicates with Ogre

Figure 1: CAS main system architecture

3.2 Using the Clinical Audiology Simulator

When launching the CAS, a student starts with se-
lecting one of the VPs among the different cases of-
fered (refer to Fig. 2 for this section). The appli-
cation then starts and students have access to the
different features of the software, labeled ’Interview’,
’Otoscopy’, ’Tone test’, and ’Submit Results’. The
students can choose the order of the procedures but
would typically start by interviewing the patient.

The interview component of the consultation takes
the form of a loop where the students ask questions to
the VPs which will be answered according to the VPs’
scripts. The students interact with the VP, who is sit-
ting in a room, by typing the questions he/she wishes

Figure 2: Using the CAS sequence diagram

to ask (see Fig. 3 Interview interface of the CAS).
The VP will either answer the students’ question, if
it was understood, or hint the students to reformulate
and/or ask another question (e.g. ”Could you please
rephrase that?”). The students’ aim here is to collect
and sort from the VPs’ answers the necessary infor-
mation to complete a Diagnostic Adult History Form
that is commonly used in clinic when interviewing pa-
tients. The students can stop this process at any time
if they consider that all the relevant information got
retrieved from the VP.

A student can then check the VPs’ ears if he con-
siders it necessary. This will display two eardrum
pictures from our collection of pictures retrieved on
real patients, which can present additional elements
to help identify the appropriate diagnosis.

The student would then follow with the Pure tone
Audiometry procedure, which takes the form of an-
other loop. This procedure is about determining the
VPs’ hearing thresholds. Hearing thresholds repre-
sent a patient’s hearing levels, which is his ability
to hear sounds properly across the range of frequen-
cies the human ear should be able to detect. Hear-
ing thresholds are typically displayed on audiograms,
which are graphs of the hearing level in Decibel for a
set of frequencies ranging from 250 Hz to 8 kHz. To
determine hearing thresholds in the CAS, a student
will have to first select a transducer between supra-
aural, insert, and bone before deciding the ear to be
tested.

This represents the type of headphone used, each
having its specificities. Then, the procedure in-

Proceedings of the Fifteenth Australasian User Interface Conference (AUIC2014), Auckland, New Zealand

13



Figure 3: Interview interface of the CAS

volves submitting different intensities of sound over
the tested frequencies until the VPs are able to hear
them, if at all. When a tone is submitted, the VPs
can either answer, or not. Once a VP answers to a
particular tone the student should mark the response
level on the virtual audiograms. Masking is config-
ured for the non-test ear depending on the patient’s
responses, if the student considers there could have
been conduction from one ear to another during tests.
This process is repeated for the whole range of fre-
quencies the students decides to test, for both ears.
Fig. 4 represents the interface the students face when
conducting a pure tone audiometry procedure on the
CAS.

Figure 4: Tone Test interface of the CAS

Following those assessments, the student has to
submit his/her results. The student has to determine
the pathology(ies) associated with this patient. In ad-
dition, a student can choose to add a comment on his
diagnosis decision. This information can be recorded
and used for assessment. Finally, once the diagnosis
is submitted the student will be given feedback in the
form of the VP’s actual audiogram, and its correct
diagnosis.

The CAS was deployed on a total of seven com-
puters to allow participants to practice during their
free time. During their designated training period,
participants were able to access the computers and
practice on the CAS at any time of the week.

4 Evaluation

To fit the participants’ curriculum in the Clinical Ob-
servation and practice course the investigation was
split into two. First is the Pure tone audiometry pi-

lot study. This pilot is followed by the Clinical history
taking study, which is our main evaluation.

4.1 Pure Tone audiometry pilot study

The Pure tone audiometry pilot study focuses on
learning the procedure and reasoning behind deter-
mining patients’ hearing threshold. This procedure
is typically taught to students in the first part of the
year. Our pilot took place during that period of the
students’ training. This pilot helped us to test the
research setup, as well as measure the quality of our
evaluation. The main hypotheses were:

1. Students’ ability to conduct a pure tone audiom-
etry procedure accurately will increase as a result
of using the CAS in addition to traditional meth-
ods.

(a) Students’ Perceived level of learning will im-
prove as a result of using the CAS to prac-
tice pure tone audiometry in addition to tra-
ditional methods.

(b) Students’ grades when assessed in Role-
play, and on the simulator will increase as
a result of using CAS in addition to tradi-
tional methods.

4.1.1 Participants

The University of Canterbury’s Master of Audiology
Degree (Maud) is spread over two years, with the bulk
of theoretical teachings being focused in the first year.
Entry into the Maud is very restricted and competi-
tive and only ten to twelve students per year are ac-
cepted into the program. The primary reason for this
is that audiologists’ training, just like any healthcare
professional, is resource intensive, particularly in term
of practical training. However, within the audiology
field in a small country such as New Zealand, training
opportunities are even more limited. According to au-
diology teachers, the first year students are the ones
benefiting the most from extra training opportunities
as they are relatively new to the field, starting with
virtually no previous domain knowledge. It would
also prime them on having the set required skills to
make the best of their summer placements.

A group of twelve students was recruited, ten fe-
males and two males. All participants achieved at
least a Bachelor degree in tertiary education. Each
student was enrolled in the Clinical Observation and
Practice course which includes one day a week of
observation and practice at various clinics in the
Christchurch area.

Nine students reported English as being their na-
tive speaking language, two reported German, and
one reported Chinese. All students are fluent in En-
glish. The twelve students declared having adequate
vision and hearing to use the simulator, as well as con-
duct and record a medical history from a patient, as
well as having adequate hearing. Five students rated
their computer skills as Above average, six as Aver-
age, and one as Below average. However, the twelve
students answered they considered having the nec-
essary level of skills required to operate the Clinical
Audiology Simulator (CAS).

4.1.2 Design

The Pure tone audiometry pilot study took place
in the first semester. Participants were split into
two groups, Group A and Group B. Each group was
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T = 2 weeks of training
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Figure 5: Pure tone audiometry study design

made of five female participants and one male partic-
ipant, while the mean gpa (grade point average) of
the two groups was counterbalanced (Group A mean
gpa=7.48, sd=0.97, and Group B mean gpa=7.46,
sd=0.87).

Following a presentation of the CAS as part of a
tutorial session, participants in Group A got access
to the simulator in addition to their in-class teaching
for a period of two weeks. During that time, Group
B was only training using traditional means of learn-
ing. After this first training phase, both groups had
access to the simulator for a week in order to prepare
for ’Test 1’, their midterm assessment and extra role-
play assessment. In addition, participants answered a
questionnaire on their experience with the CAS. Af-
ter these assessments, the conditions were reversed
and Group B had access to the CAS for a period of
two weeks in addition to their courses while Group A
was only following traditional learning methods. Af-
ter these two weeks, both groups had again access
to the simulator in order to prepare for their end of
term assessment. This assessment also got followed
by a second role play assessment, and another CAS
questionnaire (Fig. 5).

4.1.3 Measures

Midterm and end of term assessment grades were used
as a measure for this experiment. For both these as-
sessments, participants had to determine and report
on paper the hearing thresholds of three different pa-
tients using the computer simulator. Marks were allo-
cated depending on how close the hearing thresholds
reported were to the actual threshold of the patients
implemented.

Role-play assessments took place in the audiology
clinic located on campus where research assistants
played the role of Simulated Patients (SP) in realistic
clinical settings. Participants were asked to perform
a pure tone procedure on the SP and report their re-
sults. Marks were allocated to participants following
typical clinical work marking criteria where in ad-
dition to actual threshold validity, points were also
granted for method, pace, confidence, and explaining
results.

A questionnaire was given to the participants fol-
lowing the role play situations. The main measure
of interest was the mean of five 5 points likert-scale
questions referring to participants’ perceived level of
learning as a result of using the CAS (Fig. 6).

4.1.4 Results

We used the Kolmogorov-Smirnov test to attest the
normality of the data. For the perceived level of learn-

Consider your interactions with the computer simulation. Please indicate to what extent you 

agree/disagree with the following statements:

1 – Strongly Disagree,               2 – Disagree,               3 – Unsure,               4 – Agree,               5 – Strongly 

Agree

1.  My ability to obtain accurate unmasked pure tone thresholds from a client has improved as a 

result of working with the computer simulation. 

1  2  3  4  5 

2.   My ability to obtain accurate masked pure tone thresholds from a client has improved as a result 

of working with the computer simulation. 

1  2  3  4  5 

3.  My ability to con!dently recognise and explain the type and degree of hearing loss from an 

audiogram has improved as a result of working with the computer simulation. 

1  2  3  4  5 

4.  My con!dence to perform audiometric testing on real clients in the future has increased as a 

result of working with the computer simulation.

1  2  3  4  5 

5.  I learned a new skill as a result of working with the computer simulation. 

   1  2  3  4  5

Name:   Student Questionnaire 1 

 

Figure 6: Extract of Pure tone pilot questionnaire

ing scores, the results were non significant for the two
groups at Time 1, and at Time 2, which shows nor-
mality. For the learning outcomes, similarly, the re-
sults of the test show that the data assumes normal-
ity for the two learning outcomes (role play grade and
simulator grade), for both groups, at Time 1 and at
Time 2.

For the perceived level of learning scores, we used
a nonparamatric independent sample u-test. This
analysis showed significant differences for perceived
level of learning between the two groups at Time
1 (U =1.50, p=.007), but not at Time 2 (U =15.50,
p=.684).

For the learning outcomes, we used t-tests to anal-
yse the differences in role-play assessments and sim-
ulator assessments between the two groups at Time
1, at Time 2, and on the difference off scores between
Time 2 and Time 1. No statistical differences were
found between the two groups for these measures.

The means and standard deviations for these vari-
ables are presented in Table 1.

4.1.5 Discussion

Preliminary data was analyzed to explore if the ad-
ditional exposure to our VP based simulator could
increase audiology students’ perceived level of learn-
ing and performance. Students were assessed using
both the CAS and with a SP based role-play sce-
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Table 1: Descriptive statistics for perceived level of
learning, role play assessment grades, and simulator
assessment grades at Time 1, and at Time 2

Time 1 Time 2
Group of Mean Std. Mean Std.
the student dev. dev.

Perceived Group A 3.57 0.50 3.70 0.55
level of Group B 1.80 0.90 3.60 0.49
learning Total 2.68 1.16 3.65 0.50
Role play Group A 74.31 6.32 78.94 17.33
grade Group B 68.29 14.55 80.56 9.42

Total 71.30 11.15 79.75 13.33
Simulator Group A 82.22 11.26 88.62 7.31
grade Group B 84.92 7.08 90.71 6.02

Total 83.57 9.08 89.66 6.47

nario. First, as expected, the students did improve
their score independently of their learning group on
perceived level of learning, Simulator assessment, and
Role-play assessment over the course of the experi-
ment.

At the start of the experiment we hypothesized
that students’ perceived level of learning would in-
crease following extended exposure to the CAS. The
results support our hypothesis as Group A showed at
Time 1 significantly higher perceived level of learn-
ing, following their dedicated period of exposure to
the CAS. Following group B’s exposure, this differ-
ence is not significant anymore which could indicate
that they caught up with their peers (Fig. 7). Statis-
tical equivalence has however not been calculated.

Time

21
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4.5
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3.0

2.5

2.0

1.5

1.0

Perceived level of learning

Traditional methods

CAS + Traditional methods

Perceived 
level of 

learning

Figure 7: Perceived level of learning scores in function
of time

The second hypothesis was that students would
get better grades when assessed following their ex-
posure to the CAS. The results, however, show that
while there is an increase in students grades when as-
sessed over time, for both types of assessments, both
groups score increase similarly.

4.1.6 Limitations

The main limitation of this study is that both groups
received one week of training with the CAS right be-
fore each assessments. This was one of the restric-
tion of testing students as part of the Clinical Audiol-
ogy course, and one of the course requirements; every
student had to have access to the CAS before those
course assessments. However, this allowed us to use

both students’ midterm and end of term assessments
as measures.

This week of common training, however, seemed
to have leveled potential differences between the two
groups. A few students reported during informal dis-
cussions that they got the most of their training done
during the week prior to each assessment, whether in
group A, or group B. Additionally, it is possible that
students generally spent more time training on the
CAS to prepare for the end of term assessments than
for midterm’s. We concluded that there are two ways
to remedy this problem.

First is to remove the common week of training
both groups had. Second, is to designate specific
training times for students in both groups, and have
them book specific time slots to ensure that the stu-
dent group exposed to the CAS receives a sufficient
amount of additional training, and control CAS expo-
sure times between the two groups. This would also
mean to abandon mid-term assessments and end of
term assessment as measures. Indeed as mentioned
earlier, to guarantee fairness for the students, they
should all have access to the CAS before any of their
course assessments. This means that the study needs
to run before their midterm, while leaving enough
time for the control group to practice as well follow-
ing the study, in preparation of their exam.

In addition, it seems that an increase in students’
perceived level of learning does not correlate with an
increase in results. This measure will be removed as
well from the following studies which will focus on the
transfer of skill assessed with role-play situations.

4.2 Clinical history taking study

This study focused on assessing students on one of
the main clinical exams our system supports, clini-
cal history taking. Clinical history taking is centred
around learning how to interview patients to retrieve
key information that help determining an accurate
diagnosis and follow up procedures. Assessments are
conducted using role-play with an SP in order to test
for transfer of skills from use of the CAS. While SPs
are not real patients they allow for a simulated experi-
ence which is the closest to real practice. In addition,
SPs enable to standardize the assessment, presenting
a similar patient to each participant.

This experiment was conducted using the same
prototype of the CAS. While still testing the func-
tionality of our system, this experiment also aimed to
answer the following hypotheses:

1. Students’ confidence when conducting a clinical
history interview will improve as a result of using
the CAS, compared to students who were only
given traditional instruction.

2. Students’ ability to retrieve information in clin-
ical history situation will improve as a result of
using the CAS, compared to students who were
only given traditional instruction.

3. Students’ ability to accurately report informa-
tion in clinical history taking will improve follow-
ing exposure to the CAS, compared to students
who were only given traditional instruction.

4. As a result of using the CAS in addition to tradi-
tional instruction, students will take clinical his-
tory more efficiently and will require less inter-
action with patients to retrieve relevant informa-
tion, when compared to students who were only
given traditional instruction.
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4.2.1 Participants

The same participants who took part in the pure tone
audiometry pilot study were recruited for this study.

4.2.2 Design

Participants for this study were split into two equal
groups according to the results of a pre test role play
situation. Following discussions with the course coor-
dinator and other audiology expert, Students’ grade
point average had been determined to not be a valid
representation of clinical interview taking abilities,
thus could not be considered as a means to group
students for this study. Indeed, clinical history tak-
ing skills somehow differ from other procedures as
students need to ask questions accordingly, all the
while interpreting each of the patients’ answers to
contribute towards a diagnosis.

T

Group A

Group B

Test 2

Role play assessment 2

Traditional teaching and Computer simulation

Traditional teaching 

Traditional teaching and Computer simulation

Traditional teaching T = 2 weeks of training

Test 1

Role play assessment 1

Figure 8: Clinical history taking study design

Following the pre-test (Test 1), participants were
split into two groups, CAS and no CAS balanced
based on the accuracy, confidence, and efficiency re-
sults of this test (see the following section for more de-
tails on these measures). Students in the CAS group
then practised for a period of two weeks in addition
to traditional teaching while students in the no CAS
group only followed the traditional instruction. Stu-
dents practising on the CAS agreed to train at least
two hours. At the completion of this training phase
both groups undertook a second role play assessment
(Test 2), with a similar assessment method to Test 1
(see Fig. 8).

4.2.3 Measures

Interview taking skills are not typically graded as part
of the first year audiology students’ curriculum. Our
main focus was to measure students’ abilities during
role play situations. While quantifying the improve-
ment of the students is outside the scope of this paper,
we assess whether the CAS had a positive impact on
students interview taking skills. The role play simu-
lations took place in a realistic setting, with two audi-
ology experts acting as SPs; one for assessment 1, the
other for assessment 2. During those experiences stu-
dents were assessed on accuracy, where students had
to retrieve information from the VPs and translate
them onto standard history sheets, confidence and ef-
ficiency. Assessments were undertaken by two audi-
ology experts to ensure reliability.

Verbal Accuracy: The verbal accuracy score is
based on the number of answers participants were
able to retrieve from the SP while talking during
the interview. This measure was assessed using a
transcript of the interaction between participants and

Table 2: Descriptive statistics for perceived level of
learning, role play assessment grades, and simulator
assessment grades at Time 1, and at Time 2

Time 1 Time 2
Group of Mean Std. Mean Std.
the student dev. dev.

Confidence Group A 3.78 0.73 4.86 0.77
Group B 3.63 0.99 4.33 1.25
Total 3.71 0.81 4.62 1.00

Verbal Group A 42.64 8.91 72.48 8.75
accuracy Group B 42.33 8.92 60.93 7.05

Total 42.49 8.46 67.23 9.73
Written Group A 65.65 16.85 81.09 13.17
accuracy Group B 59.03 21.42 76.60 14.86

Total 62.64 18.37 79.05 13.44
Nbr of Group A 24.67 8.04 44.50 6.09
questions Group B 22.40 6.35 38.00 6.52

Total 23.64 7.06 41.55 6.86
Efficiency Group A 1.33 0.21 1.43 0.14

Group B 1.24 0.30 1.45 0.13
Total 1.29 0.25 1.44 0.13

SPs. Transcripts were recorded during student-SP in-
teractions by one of the audiology experts. It is pre-
sented as a percentage.

Written Accuracy: The written accuracy score
points to the number of adequately reported pieces
of information on a history diagnosis form used in
clinics to report information critical to diagnose the
patients. Students were asked to fill in the diagnosis
form while interacting with the SP, as they do during
clinical exams. Clinical forms were then checked by
both audiology experts and marked. This measure is
presented as a percentage.

Confidence: For each role play situation, par-
ticipants rated pre and post simulation confidence in
their performance using three seven point Likert scale
items.

Number of questions: For each role play situ-
ation, this measure is the number of questions a stu-
dent asked the SP before considering the clinical his-
tory complete.

Efficiency: The efficiency score is calculated by
using the verbal accuracy raw scores divided by the
number of questions asked to an SP.

4.2.4 Results

We used a multivariate analysis of variance
(MANOVA) to analyze the results of the clinical his-
tory taking study. Group was used as a between
factor and the Time 2 confidence, verbal accuracy,
written accuracy, number of questions asked (to SP),
and efficiency measures were used as dependent vari-
ables. Time 1 confidence, verbal accuracy, written
accuracy, number of questions asked (to SP), and ef-
ficiency measures were used as covariates. The means
and standard deviation for these variables are pre-
sented in Table 2.

The MANOVA shows that there were no signifi-
cant differences between students in the CAS and no
CAS group at Time 2 for any of the dependent vari-
ables tested.

Students who received additional training with the
CAS had a somewhat higher increase in verbal accu-
racy between Time 1 (m=42.64, sd=8.91) and Time
2 (m=72.48, sd=8.75), compared to students follow-
ing only traditional instruction, Time 1 (m=42.33,
sd=8.92); Time 2 (m=60.93, sd=7.05). However this
difference is not significant.
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4.2.5 Discussion

This study tested the first prototype of the CAS and
explored how the additional use of the CAS to tradi-
tional methods of teaching impacts on students’ confi-
dence, accuracy and efficiency when practising clinical
history taking.

We hypothesized that students’ confidence level
in their performance would increase following a dedi-
cated training period with the CAS as an additional
practice tool. The results show that both groups had
a similar increase in confidence. We could find no
evidence that practicing with the CAS increases con-
fidence levels.

For accuracy measures, we hypothesized that both
verbal and written accuracy would increase for stu-
dents in the CAS group. Results show that verbal
accuracy, which represents the number of answers stu-
dents were able to retrieve from the SP, increased
for all students and no significant differences between
groups were found. Also for written accuracy, which
is the percentage of adequately reported information
from the verbal accuracy scores, we could not find sig-
nificant differences between groups. Students seem to
perform better than in the initial assessment whether
or not they had access to the simulator.

Our final hypothesis was that efficiency would im-
prove for students who used the CAS in addition to
traditional methods. We characterize efficiency with
two measures: the number of questions students ask
the SP in role play, and the relation between the num-
ber of questions asked and answers retrieved from the
VP. The results did not show a significant effect of
CAS training on the number of questions asked to
SPs in role play. It seems that over time, students
generally started by asking only a small amount of
questions to the SP during the assessments, then ex-
perimented with asking the SP more questions during
the second assessment. Our main efficiency measure,
the number of questions asked divided by verbal ac-
curacy, however, decreased between the first and the
second assessment. This can be attributed to stu-
dents experimenting with the number of questions
they could ask SPs, as mentioned above. No signif-
icant differences between groups could be found to
support our hypothesis.

Limitations

The main limitation concerning the clinical history
study is the VPs’ scripting itself, which was still early
stage in this project. While students did have positive
results using the VPs, some reported having difficul-
ties in retrieving specific information from them. This
was due to the way they asked questions to the VPs,
that was not adequately recognized by the system.
We believe that by improving patients’ interaction-
scripts, we could obtain more positive results in fur-
ther studies. It is also important to mention that
scripts’ implementation and robustness are a crucial
element in VP based systems used in those studies
(Halan et al. 2010, Rizzo et al. 2010, Rossen et al.
2010). Despite not having captured data on students’
frustration, it is clear that a student is unlikely to
spend a large amount of time practising if he finds
the task daunting due to low responsiveness from the
VPs.

Another method that could be followed in further
studies could be the approach designed by Rossen et
al.(2010), which presents a system aiming to improve
virtual agents scripts implementation. It starts by
recording interactions between multiple humans tak-
ing turn interacting with a VP, before formulating an

aggregate encompassing all the previous interactions
within a single script. This process should be iter-
ative, and undertaken alongside field experts (Rizzo
et al. 2009). It is also a process that takes consider-
able time commitment in order to capture the wide
range of conversational stimuli available (Halan et al.
2010).

We suggest that interaction scripts should start
being tested as early on as possible when implement-
ing a VP simulation system, to allow enough time for
sufficient refinement.

A further limitation of this study was the lack of
control over students’ commitment to training using
the CAS, and the size of the sample. The Master
of Audiology is already an intensive degree and ask-
ing students to train in their free time, while deal-
ing with an already full schedule and assessments due
for the different courses they were enrolled in proved
difficult. Students admitted after the study ended,
during an informal meeting, that they did not feel as
though they had enough practice time on the CAS.
This could explain the lack of significant differences
between groups for this study. Another concern was
the limited number of participants available due to
the small number of students enrolled in this degree.

5 Conclusion

Our current studies have found no clear statistical
evidence on the effectiveness of using a VP simulator
as an additional training tool for audiology trainees.
However, the data suggests that there was some im-
provement in some measures after using the CAS.
Those measures were confidence, perceived level of
learning, and ability to retrieve information from SPs
in a clinical role situation. Additionally, we identified
areas that would benefit from being explored more
deeply.

One of the main limitations of this study was the
lack of control over students’ commitment to training
using the CAS. The Master of Audiology is already an
intensive degree and asking students to train in their
free time, while dealing with an already full sched-
ule and assessments due for the different courses they
were enrolled in proved difficult. Students admitted
during our final group reflection meeting that they did
not feel as though they had enough practice time on
the CAS, especially during the study for Pure tone
audiometry. This could explain the lack of signif-
icant differences between groups for this study. A
further limitation concerns the clinical history study
and is the VPs’ scripting itself. While students did
have positive results using the VPs, some reported
having difficulties in retrieving specific information
from them. This was due to the way they asked ques-
tions to the VPs that was not adequately recognized
by the system. We believe that by improving pa-
tients’ interaction-scripts, we could probably obtain
more positive results in further studies. Another con-
cern was the limited number of participants available
due to the small number of students enrolled in this
degree.

While we need more in depth studies to evaluate
the effectiveness of the CAS as part of the Clinical Au-
diology course, at this stage we conclude that train-
ing with the CAS did not impact negatively on the
students. Taking this into account, using the CAS
as a supplementary tool for audiology trainees has a
number of practical advantages. Students were able
to practice at their own pace during their free time,
as the computer room where the CAS was installed
could be accessed 24/7. Then, within the few hours
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of training to which students’ were exposed, they
accessed 25 cases covering most of the pathologies
they encounter during their professional career. This
would not have happened during any of their clini-
cal placements as patients are limited and patholo-
gies can be redundant because students could con-
duct similar diagnoses throughout the day. Finally,
the number of patients and opportunities for actual
hands-on experience can vary greatly from one clinic
to another. This results in students having very dif-
ferent learning experiences. The CAS, on the other
hand, standardizes the training, offering the same op-
portunities to each student.

6 Future work

The next step of this research is to conduct a study
using a similar design, while taking into considera-
tion the lessons learned from the studies presented in
this paper. Improvements will be made to the CAS
according to participants’ feedback gathered in the
present studies.

Additionally, we plan to control more thoroughly
students’ practice sessions by having them book train-
ing slots before hand for both studies. The CAS will
also record practice time and cases seen by students.
This should allow us to confirm that students are ac-
tually training for a sufficient amount of time, and
also focusing on the task at hand. We also want to
investigate how many and what type of patients stu-
dents meet in clinic as part of the traditional train-
ing methods. We will be investigating number of pa-
tients, the range of pathologies, and the time spent in
actual hands-on work with patients. Additional work
will be undertaken with field experts to diversify the
VPs’ recognisable vocabulary and ability to respond
to a varied range of questions. Students will also be
required to complete a typical Adult History form for
each VP assessed in order to practice reporting rele-
vant pieces of information from patients’ interviews.
Other improvements will include but are not limited
to the following: adding different ways of displaying
students’ results in order for participants to engage
more in reasoning while examining their answers, in-
tegrating a more varied range of 3D models for the
VP characters, and implementing additional VPs to
train with.

Finally, we will aim to explore the effect of an addi-
tional formative feedback component when using the
CAS, providing students with hints while they are
conducting their VP assessments. This study will be
conducted on a larger sample of participants recruited
from Speech and Language Therapy students to allow
for more statistical power.
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Abstract

Sketch-based applications are rapidly gaining popu-
larity in 3D modelling because of the intuitive pen-
and-paper metaphor. Even inexperienced users with
little computer graphics and digital design back-
ground can use them to create 3D models rapidly.
However, the development of sketch-based applica-
tions is usually difficult and time consuming. In this
paper, we present a framework for simplifying the de-
velopment of sketch-based 3D modelling applications.
The framework integrates existing techniques for 3D
sketch processing with a processing pipeline for sketch
input, a state-machine for defining processing param-
eters and modes, and a customised event handler.
The modular design means that the functionality of
the framework can be easily extended in the future.
Experimental results suggest that the framework is
easy to use and the implemented functionalities work
correctly.

Keywords: sketch-based modelling, sketch API,
sketch recognition, surface reconstruction

1 Introduction

Computer generated 3D models are common and im-
portant components of many virtual environments.
They are used in a wide range of application fields
including computer games, movies, medical simula-
tions, robotics, architecture, urban design, and edu-
cation. Professional modelling tools such as Maya and
AutoCAD are powerful and able to construct realistic
3D model with high precision, but they have complex
interfaces with a steep learning curve and are most
suitable for expert users. In many applications low
precision is acceptable and the emphasis is on having
an intuitive modelling tool allowing untrained users
to create 3D content quickly and easily.

Sketch-based modelling tools are a promising so-
lution, since sketching is intuitive (pen-and-paper
metaphor), gives complete freedom over the input,
encourages creativity (Gross & Do 1996), facilitates
problem solving (Wong 1992), and allows users to
concentrate on the overall design of a 3D model rather
than the modelling tool itself. With sketch interfaces
even inexperienced users without graphics knowledge
can create 3D content quickly (Yang & Wünsche
2010, Olsen et al. 2011).

Due to the rapid uptake of consumer-level touch
screen devices, the number of sketch-based modelling
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applications has increased significantly over the past
decade. However, developing a sketch-based 3D mod-
elling application is still difficult and time consuming.

One reason for this is, that currently there is no
general framework for 3D sketch processing. For each
new application, developers have to spend a large
amount of effort implementing their own version of
the fundamental tasks in sketch processing, i.e. sketch
smoothing, strokes combination, shape recognition,
3D projection etc.

In order to improve the efficiency and produc-
tivity of developing new sketch-based applications,
we propose a 3D sketch-based modelling framework,
which integrates common functionalities of existing
3D sketch-based modelling tools. The framework is
fully extendible so that more features can be easily
included.

Section 2 reviews previous work on sketch APIs
and frameworks. In section 3 we review some exam-
ples of sketch-based 3D modelling applications. From
these examples we identify common concepts and con-
straints, which are used in the requirement analysis
presented in section 4. Section 5 presents the design
of our framework and section 6 discusses implemen-
tation details. We evaluate the presented sketch API
in section 7 and conclude the project and discuss po-
tential future work in section 8.

2 Related Work

Despite of the popularity of 3D sketch-based mod-
elling most existing APIs and frameworks only sup-
port 2D sketching. The arguably most widely known
tools are the Microsoft Ink tools, which comprise the
Pen API for capturing pen motion, the Ink API for
rendering, grouping, storing and loading ink (pen mo-
tions), and the Ink Analysis API for handwriting
recognition (Windows Dev Center 2013a,b).

Several tools have been presented, which facilitate
the development of components of sketch-based mod-
elling tools. For example, RATA simplifies the devel-
opment of sketch recognisers (Plimmer et al. 2012).

A review of the literature resulted in the identifica-
tion of only one API for 3D sketch-based modelling:
The SketchUp Ruby API enables developers to ex-
tend the functionality of SketchUp as well as create
macros to encapsulate complex tasks (Trimble Nav-
igation Ltd. 2013). However, the API only allows
interaction with traditional geometric entities, such
as points, faces and meshes. The “raw” sketch input
does not seems to be accessible to developers.

3 Background

We reviewed different sketch-based modelling appli-
cations and identified the following important com-
ponents:
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3.1 2D Sketch Processing

Rendered sketches look more attractive and analysis
of 2D sketches and creation of 3D surfaces is made
easier when using a simple mathematical representa-
tion for them.

Igarashi et al. evaluate each stroke input for po-
tential geometric relations such as horizontal and ver-
tical strokes, connections, alignments, and symme-
try (Igarashi et al. 1997). Interactive beautification
is performed after identifying the most suitable ge-
ometry relation.

Sezgin et al. eliminate noise from free-hand draw-
ings by combining average based filtering and scale
space filtering (Sezgin et al. 2001) . The method uses
curvature information and pen speed data in order
to differentiate between shape features of a curve and
unintended wriggles.

A smooth curve can be obtained from sketch input
by reducing the number of samples with the Douglas-
Peucker algorithm and interpolating the resulting
samples using a Catmull-Rom spline (Wünsche 2013).

3.2 Sketch Recognition

Creation of 3D geometry often requires knowledge of
the type of shape a 2D sketch represents. Barber
et al. use primitive shape properties such as length,
oriented bounding box (OBB), curvature, direction
changes, length-area ratio etc. in order to recognise
geometric shapes such as straight lines, triangles,
rectangles, and closed curves (Barber et al. 2010).
Plimmer et al. use machine learning algorithms to
develop sketch-recognisers (Plimmer et al. 2012).

3.3 3D Geometry Creation

3.3.1 Silhouette-Based Methods

The arguably most popular class of sketch-based 3D
modelling techniques uses sketch input to represent
the silhouette (outline) of a 3D object. The outline,
usually referred to as contour, is expanded to a 3D
object by making the assumption that the object is
“blobby”, i.e., the cross section of each component of
the sketched contour is circular.

The 3D surface can be obtained by computing a
skeleton of the contour and then fitting circular cross-
sections around the skeleton (Igarashi et al. 1999,
Igarashi & Hughes 2003, Levet & Granier 2007).
More complex shapes can be obtained by sketching
contours of local features (Zimmermann et al. 2008).
Alternatively implicit surfaces can be used to convert
contours to 3D bodies (Karpenko et al. 2002, Schmidt
et al. 2006, de Araújo et al. 2004).

Two interesting application of silhouette-based al-
gorithms are garment and tree modelling. For tree
modelling the user sketches the outline of the crown
of the tree and the algorithm computes a fitting
branching structure based on existing templates and
a probabilistic distribution (Chen et al. 2008). Gar-
ments can be modelled by sketching their outline and
the algorithm automatically fits them to the body
shape (Turquin et al. 2007).

3.3.2 Contour-Based Methods

Contours include all visible lines and divisions of a
shape, e.g., discontinuities in the surface gradient.
Contour information can be used to edit 3D meshes
by making local modifications (Karpenko & Hughes
2006), or by using free form deformations to adapt
the underlying 3D shape (Nealen et al. 2007). If do-
main specific information is know complete shapes
can be obtained using only a few input sketches. For

example, Gain et al. model complex 3D terrains by
drawing the silhouette, spine and bounding curves of
landforms (Gain et al. 2009).

A popular application of contour-based methods
is the sketching of technical drawings and 3D CAD
models. Computer designed items are often charac-
terised by a blocky shape, flat or arced surfaces, sharp
or evenly rounded edges and corners, many parallel
and orthogonal edges and faces, and symmetrical fea-
tures. These features can be captured using silhou-
ettes which can then be interpreted using application
specific constraints, e.g., surfaces of CAD objects fre-
quently form 90 degree angles (Zeleznik et al. 1996,
Eggli et al. 1997, Mitani et al. 2002).

3.3.3 Skeleton-Based Methods

Skeleton-based techniques are most popular for mod-
elling complex fibrous and branching structures. Ijiri
et al. (2005) use sketch input to model the stem and
branches of flowers. The 3D shape of a stem is com-
puted by solving a differential equation such that the
curvature and appearance of the resulting 3D shape
is identical to the 2D sketch.

A more general system is “Thor” (Arcila et al.
2008). The user draws a skeleton using a series of
sketches. The initial sketch defines the main shape
and subsequent sketches modify it. The user can draw
a radius for each skeleton segment and a 3D surface
is generated by fitting a generalised cylinder to it.

3.3.4 Cross Section-Based Methods

A less common approach for creating 3D models is to
sketch 2D cross-sections. McCord et al. (2008) model
orchids by allowing users to sketch the cross section of
the labellum of an orchid, which is then expanded into
a 3D surface by fitting ellipsoidal contours around.

Cross sections are used in most professional mod-
elling tools, but are usually not sketched but repre-
sented by parametric curves. 3D surfaces are obtained
by extrusion or by computing the tensor product with
a second parametric shape. SketchUp employs some
of these principles using an interface mixing sketch
and CAD elements (Trimble Navigation Ltd. 2013).

Olsen et al. model 3D buildings from two-
dimensional sketched cross-sections. The algorithm
analyses the sketch input, extracts shape and detail
information, predicts the building type, and creates
3D models by applying an extrusion, rotation of a
projection algorithm (Olsen et al. 2011)

3.3.5 General Sketch-Based Modelling Tools

ILoveSketch is a 3D curve sketching system where
users are able to draw curves freely in 3D space (Bae
et al. 2008). Several tools are provided to select a
drawing plane/surface, e.g., coordinate planes from
user-defined coordinate systems and planes obtained
by extruding a sketched curve. 3D curves can also be
obtained from two 2D curves using epipolar geometry.

3.4 Sketched-Based Animation Systems

Sketch-based animation of objects can be achieved
by sketching motion paths, which define the motion
of the entire object (Steger 2004) or the motions of
components of an object such as limbs (Schauwecker
et al. 2011). Motion paths can also be subdivided
into primitives and matched to pre-animated mo-
tions (Thorne et al. 2004).

An alternative solution is to sketch key frame
poses, and use bone information (Davis et al. 2003) or
body contour information (Mao et al. 2007) to infer
3D motions.
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4 Requirements Analysis

Our analysis of successful sketch-based modelling sys-
tems for 3D objects shows that virtually all applica-
tions use the following steps:

• Sketch simplification and beautification: in
order to analyse and interpret sketch input it has
to be converted into a simplified mathematical
form, e.g., a polyline or smooth curve.

• Sketch recognition: in order to create 3D ge-
ometry from 2D geometry, the geometric prop-
erties of input sketches must be identified, e.g.,
“sketch is a straight line”, “sketch is a closed
curve” or “sketch is a rectangle”.

• Context: The interpretation of a 2D sketch of-
ten depends on the context. For example, a
sketch drawn over a surface can indicate defor-
mation of the surface, whereas a sketch drawn
touching a surface can indicate an extrusion pro-
cess.

• Constraints: Limiting the range of possible 3D
shapes makes it easier to recognise and interpret
2D sketch input.

Our goal is to develop a 3D sketch API which
simplifies the development of a large range of sketch-
based modelling applications. We hence need the fol-
lowing functionalities:

• Functions for sketch simplification and beautifi-
cation.

• Functions for sketch recognition.

• Functions to set context, e.g., mod-
elling/edit/interaction mode, definition of
sketch planes.

• Functions to select objects, e.g., closest existing
sketch to a new sketch, closest 3D object to a
sketch.

• Functions to modify objects, e.g., deformation of
a surface using sketch input.

• Functions to derive 3D sketches from 2D sketch
input, e.g., use depth values from a 3D object or
sketch plane.

5 Design

In order to fulfill the identified requirements develop-
ers must be able to specify each stage of the sketch
input processing and model generation. Developers
must be able to store intermediate objects, such as
surfaces defined from sketch input, and use them in
subsequent interactions (e.g., deform a surface using
sketch input).

Application developers must be able to define dif-
ferent functionalities depending on user input. We
hence need to provide event handling. The event han-
dler evaluates each sketch and generates correspond-
ing events, e.g., if the drawing of a sketch was com-
pleted, a closed sketch was detected, or a sketch was
drawn over an existing object.

In order to minimise the developer’s workload and
reduce code redundancies we provide functions to set
states, similar to the OpenGL graphics API. For ex-
ample, the developer can select a function for sketch
simplification and all subsequent sketches are pro-
cessed accordingly, until that function is changed.

Our Sketch API consists hence of a sketch pro-
cessing pipeline, a state machine, event handler, and
object database as illustrated in figure 1.

Figure 1: The Sketch API consists of a sketch pro-
cessing pipeline, and a state machine, event handler,
and object database.

5.1 Sketch Processing Pipeline

The core of our framework is the sketch processing
pipeline shown on the right-hand side of figure 1.
Whenever a sketch is detected, it is processed through
the pipeline. Each stage is configurable via setting an
appropriate mode and can be enabled or disabled.
For example, if a developer wants to simplify sketch
input using the Douglas-Peucker algorithm and then
project the 2D sketch onto the predefined 3D drawing
plane, then this can be achieved using only three lines
of code:

setSimplificationMode(DOUGLAS_PEUCKER);
setProjectionMode(PLANE);
setPipelineMode(PROJECTION |

SIMPLIFICATION);

5.1.1 Sketch Input

In order to make the API as flexible as possible it
should work for different input devices such as mouse,
touch screen, and drawing tablets. We hence use an
extra layer of abstraction, which converts device spe-
cific input into a format suitable for our API. For ex-
ample, when using the mouse as input device mouse
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events such as “mouse up” and “mouse down” are
converted into “sketchStart” and “sketchEnd” events
and the mouse coordinates between any such event
sequence are converted into a sequence of 2D points
with duplicates removed. When using a different in-
put device only this abstraction layer needs to be
modified.

At this point we do not yet record additional pa-
rameters such as “drawing speed” and “pen pressure”
(which could be simulated with the mouse wheel).

5.1.2 Sketch Simplification

Sketches often contain unintended jags and other er-
rors. In order to simplify the sketch input we allow de-
velopers to use the Douglas-Peucker algorithm (Dou-
glas & Peucker 1973). Sketches are smoothed using
Catmull-Rom spline interpolation (Catmull & Rom
1974).

5.1.3 3D Projection

Finding the correct 3D positions for a 2D input sketch
is arguably the most important step in 3D sketch-
based modelling. In our framework, we find suitable
z-coordinates for a 2D sketch by projecting the sketch
onto user-defined planes and surfaces. Currently we
support the following 3D mapping modes:

• 3D Plane: The sketch is projected on a specified
3D drawing plane. The drawing plane can be
defined by the developer or can be selected by
the user through the built in “Plane Selector”
widget.

• Extruded Surface: The sketch is projected on
a 3D extruded surface, which is obtained by ex-
truding a sketch along a vector. The surface
can be specified by the developer, e.g., a curved
sketch followed by a straight line connected to it.
Alternatively an extruded surface can be speci-
fied at run time by the user by using the built-in
“Surface Selector”.

• Arbitrary Surface: The sketch is projected
onto an arbitrary 3D surface by using the sur-
face’s z-coordinates.

More details are given in section 6.

5.1.4 Sketch Assembly

The sketch assembly step provides functions to group
sketches, e.g., combine multiple strokes into a single
sketch, close a sketch, or form meaningful shapes such
as arrows.

5.1.5 3D Sketch Recognition

In this stage the assembled sketch is classified into
a set of predefined shapes, such as rectangle, trian-
gle, circle, straight line, scribble etc. The developer
can enable automatic beautification of shapes, e.g.,
replacing a sketched circle with a perfect parametric
circle. Our current implementation contains a sim-
ple approximation for this, but better algorithms for
finding the optimal fitting geometric shape have been
described in the literature (Arvo & Novins 2000).

5.1.6 3D Object Generation

The last step in the processing pipeline is the gen-
eration of 3D surfaces and objects from the input
sketch. Currently, the framework supports the fol-
lowing modes:

• Extrusion: Extrude a 3D stroke in a specified
direction.

• Filling: Create a parametric surface from a
closed sketch.

5.2 Event Handling

Developers can specify complex functionalities by us-
ing sketch events. The current prototype supports
the following events:

• Sketch Begin: Triggered when a sketch begins.

• Sketching: Triggered repeatedly as long as a
sketch is still drawn.

• Sketch End: Triggered when a sketch ends.

• Sketch Closed: Triggered when a closed sketch
is detected.

• Drawing Plane Changed: Triggered when the
drawing plane is changed.

In order to prevent conflicts with the event handler
of the underlying graphics library (GLUT) we create
our own mouse callback functions which the developer
can call using sketchMouseFunc(handler).

6 Implementation

In this section we explain some of the key functional-
ities in more detail.

Figure 2: Projection of a 2D sketch onto a plane in
3D.

6.1 3D Projection

Sketch raw data consists of 2D screen coordinates.
The 3D coordinates of a 2D sketch are determined as
follows:

If the current OpenGL state associates the sketch
with a sketch plane in 3D, we cast rays from the view
point through the sketche’s screen coordinates and
compute the intersection points with the sketch plane.
Figure 2 shows an example.

An extruded surface is constructed by extruding a
3D sketch along a 3D vector. If the current OpenGL
state associates the sketch with such an extruded sur-
face we can compute its 3D coordinates similar as
above. This is possible since a 3D sketch is approxi-
mated by a sequence of line segments and the result-
ing extruded surface is hence a quadstrip (sequence
of rectangles). Figure 3 shows an example.

In many instances we want to sketch on an arbi-
trary 3D object. In order to make the algorithm as
general as possible our only requirement is that the
3D object can be rendered with depth-buffer values.
Examples are polygon meshes, dense point clouds, or
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Figure 3: Projection of a 2D sketch onto an extruded
surface.

ray traced implicit surfaces. If the current OpenGL
state associates the 2D sketch with such an object,
we can compute its 3D representation by rendering
the 3D object and retrieving for each 2D coordinate
of the sketch the corresponding depth buffer value.
Figure 4 shows an example.

Figure 4: Projection of a 2D sketch onto a renderable
3D object.

6.2 Shape Recognition

Our simple shape recogniser can currently detect rect-
angles, circles and scribbles (for deleting a sketch).

Rectangles are identified by first detecting whether
the sketch is a closed shape (i.e., end points are close
together relative to the bounding box size), simpli-
fying the sketch with the Douglas-Peucker algorithm
using a high error value obtained from the bounding
box size, and then computing the number of turning
points.

Circles are identified by first detecting whether the
sketch is a closed shape, computing the centre of the
bounding box, and checking whether all sketch points
have a roughly equal distance to the centre point.

A scribble is characterised by an approximately
equal number of significant turning points (angle ≥
120◦). Whenever a scribble is detected, the sketches
covered by the bounding box of the scribble are im-
mediately deleted.

Figure 5 shows an example.

6.3 NURBS Surface from Closed Sketch

NURBS surfaces are common in 3D modelling ap-
plications since they can be easily controlled using
a control point mesh and knot vector, they have a
high-level of continuity (smoothness), discontinuities
can be inserted if desired, they have local control,
and they are supported by most graphics APIs such
as OpenGL.

Figure 5: Recognition and beautification of a rectan-
gle (top) and circle (bottom) and a scribble for delet-
ing sketched objects (bottom).

We create a NURBS surface from a closed sketch
by computing its oriented bounding box, using it to
define the control point mesh, and then trimming
the resulting surface using the sketch such that only
the surface section inside the sketch remains (see fig-
ure 6). The resulting surface can then be modified
using sketch input by adjusting control points accord-
ingly.

Figure 6: A NURBS surface defined by a closed
sketch.

7 Results

In this section we evaluate the effectiveness and ro-
bustness of the presented sketch API.

7.1 Effectiveness

The primary goal of our Sketch API is to enable de-
velopers to easily create 3D sketch-based modelling
tools. In order to evaluate our tool we implemented
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a simple tool for sketching 3D leaves. The modelled
functionality has been previously been presented in
different flower modelling tools (Ijiri et al. 2005, Mc-
Cord et al. 2008). A leaf is sketched in three steps as
illustrated in figure 7.

Figure 7: A leaf is sketched in three steps: (1) Sketch
the outline of the leaf using one or two strokes and fit a
NURBS surface to the closed sketch (left); (2) sketch
a modifier stroke and project it onto the NURBS sur-
face (middle); (3) compute the distance between the
modifier stroke and the leave’s centre line and warp
the NURBS surface in the direction of the surface
normal accordingly.

Using our framework the implementation of this
functionality is straight forward.

The sketch processing pipeline requires only the
stage 3D Projection and Sketch Assembly. 3D Pro-
jection is used to project the sketch onto the drawing
plane, and Sketch Assembly is needed to connect mul-
tiple strokes forming the leaf. We also need to set up
callback functions for sketch events. The resulting
code is:

// sketch pipeline
setPipelineMode(SKETCH_PROJECTION |

SKETCH_ASSEMBLY);
setProjectionMode(PROJECTION_PLANE);
setAssemblyMode(ASSEMBLY_ENDPOINS);
// callbacks
onSketchEnd(handleSketchEnd);
onClosedShapeDetected(handleClosedShape);

These handlers are called when corresponding
sketch events are triggered. In our example a NURBS
surface is created when a closed shape (leaf’s outline)
is drawn, and the surface is deformed in 3D space
when a modifier stroke is drawn. The resulting code
is:

void handleClosedShape(Stroke& stroke) {
// when a closed sketch is detected
myNURBS = new NURBSSurface(stroke);
bClosedShapeDrawn = true;
setPipelineMode(SKETCH_PROJECTION);

}

void handleSketchEnd(Stroke& stroke) {
// when a stroke is completed
if (bClosedShapeDrawn)
myNURBS->deformSurface(stroke);

}

The last step is to draw the resulting NURBS sur-
face:

if (myNURBS)
myNURBS->drawSurface();

sketchDisplay();

Our results so far indicate that the framework is
easy to use and suitable for a wide range of applica-
tions. Functionalities are currently very limited, but
new ones are added each time we use the tool for novel
application. For example, we currently work on using
sketch input to complete 3D models obtained from
point cloud data.

7.2 Robustness

In the current version of the framework, most of
the implemented functionalities are working correctly,
such as sketch simplification, projecting sketches onto
a drawing plane, creating NURBS surface etc. How-
ever, the implementations of some functionalities are
not robust, and the processing pipeline can fail as a
result. We have identified two issues below:

Projection on Arbitrary Surface

This functionality is achieved by utilising the
OpenGL depth buffer. In orthographic projection
mode, the algorithm works correctly, because the
depth value is a linear function, which means the
depth value is accurate in all depth ranges. However,
when using a perspective projection problems can oc-
cur if the near plane is set too close to the camera.
In this case the depth buffer values form a non-linear
function and pixels representing objects close to the
near plane have a z-value with high precision, and
pixels representing objects close to the far plane have
a z-value with low precision. In the latter case the 3D
coordinates of a sketch drawn over such an object are
very inaccurate.

Shape Recognition

The shape recogniser uses a variety of threshold
values, e.g., to determine whether a sketch is closed
or whether it is a rectangle. We tried to make thresh-
old values work correctly for a large variety of shapes
by taking into account the size of a shape. However,
many of these decisions are subjective and applica-
tion dependent, i.e., what is a closed curve to one
user might be an open curve to another one. Allow-
ing the developer or user to set these parameters is
not desirable, since it would significantly increase the
complexity of the tool. A possible solution is to use a
machine learning algorithm similar to (Plimmer et al.
2012).

8 Conclusion and Future Work

Sketch-based modelling is an exciting technology with
a wide range of applications. By reviewing the cur-
rent state-of-the-art and evaluating a variety of exist-
ing sketch-based modelling applications, we have de-
signed and implemented a framework for 3D sketch-
based modelling which integrates basic functionalities
of 3D sketch processing.

We have tested the framework by using it to write
a simple sketch-based modelling applications. Prelim-
inary results suggest that the framework is easy to
use, the implemented functionalities work correctly,
and that it can be easily extended.

Future work will concentrate on adding more func-
tionalities, improving the processing pipeline, and
performing more extensive usability testing with more
complex application scenarios and participants unfa-
miliar with the tool.
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Abstract 

The ability for Tangible User Interfaces to enable the 

intuitive control of existing systems and adapt to individual 

users’ usage scenarios remains an area of development. 

Previous research in customizable tangible interfaces has 

focused primarily on the offline creation by the original 

system developer, instead of offering extensibility to the 

end user. This paper presents our system to support the ad-

hoc creation of ‘disposable’ UIs using both projected 

controls and physical objects. To support these controls, a 

software based patch panel enables data to be mapped to 

external systems, and from external systems back to the 

system itself. Using a projector, depth camera and 6DOF 

tracking system, users can create and map tangible/touch-

based ad-hoc user controls to existing system functionality. 

This allows users to both quickly create new inputs for 

existing functionality, as well as create new arbitrary input 

devices from completely passive components.  

Keywords:  user interfaces, ephemeral, tangible, 

projected, extensible customizable, reconfigurable. 

1 Introduction 

Following the concept of Ephemeral User Interfaces (EUI) 

(Doring et al., 2013) as a temporary means of 

communication, we extend this concept to allow the user 

to construct disposable (ad-hoc) UIs to control existing 

systems and applications using physical objects (tangibles) 

and projected content in the environment. These temporary 

UI’s are designed to support the creation of UIs to control 

a subset of a system’s existing functionality for short term 

usage (minutes to hours). For example, when cooking in the 

kitchen, users often need to quickly create a timer based on 

the current recipe’s task. This could easily be done by 

allowing the user to rotate a kitchen utensil on the counter to 

set the time. A projector displays the time, with adjustments 

made by further rotations. This leverages the affordances of 

objects available in a natural, tangible interaction. 

The motivation for these interfaces comes from the need to 

enable a system with a known set of functions to adapt to 

the context and capabilities of the user at time of use, 

something the original designer cannot envision. For the 

kitchen timer scenario, we know that a timer will be 

required, but not the parameters or the context, given the 

user may have limited space or be limited to one handed 

interaction. Similarly, someone sitting on the couch can 

quickly draw a line armrest to control the volume/channel 

whilst resting their arm on the arm rest. As such, there is a 

need for ad-hoc controls that enable users to rapidly create 

controls based on the current context, ideally leveraging 

the affordances of the immediate environment. Previous 

touch-based systems (Akaoka et al., 2010, Henderson and 

Feiner, 2008, Xiao et al., 2013), have shown a need for ad-

hoc interaction, but were designed for developers, 

excluded tangible interactions and did not support the 

integration with existing systems.  

Whilst previous work (Akaoka et al., 2010, Avrahami and 

Hudson, 2002) has looked at creating interactive 

prototypes from passive materials, all interaction has been 

touch based, ignoring the geometric and spatial 

relationships that Tangible User Interfaces (TUIs) (Ishii 

and Ullmer, 1997) offer. Our work focuses on the end user, 

enabling them to utilize the proxemic relationships 

(position, orientation, visibility, etc.) of objects available 

in the immediate environment, as well as touch interaction 

as a means of input. We believe TUIs to be a key 

component in ad-hoc interaction that is yet to be explored. 

In this paper, we explore the application of non-traditional 

tangible interaction to ad-hoc EUIs. We are interested in 

the use of everyday objects as props for supporting TUIs 

and the use of projectors to augment the user’s workspace. 

Through the use of a software patch panel, such as 

Ballagas et al. (2004), we can isolate the UI from the 

application being controlled. This allows information to 

flow from the user defined UI, through the patch panel to 

the end application. This means the system to create the 

UIs and the systems/functions to be controlled can be 

developed independently. This paper makes the following 

contributions: 

 we present extensions to an existing TUI 

architecture to support ephemeral touch and 

tangible UIs, including support for incorporating 

input from external systems,  

 a paradigm to support ephemeral UIs for a wide 

range of existing GUI input controls, and 

 a mechanism to develop ephemeral input devices 

from passive components using touch and 

geometric relationships. 

The first contribution addresses the core system design to 

support ad-hoc controls and interactivity, including 

integration with existing arbitrary systems. We present an 

implementation of a software patch panel for our architecture 

that is capable of passing parameters to individual 

applications provided by the end user. This allows the user to 

integrate the ad-hoc controls with any existing system. This 

patch panel also allows inputs to be passed into the system 

from external systems, allowing the incorporation of input 
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methods not supported by the original system, as well as 

support for feedback loops. 

The second contribution describes a comprehensive set of 

example interactions to control existing applications. These 

are based on the existing tangible controls and the results of a 

preliminary study.  

The final contribution outlines methods for allowing the user 

to create interactive, novel tangible UIs on-the-fly from 

passive physical components that utilize both touch and the 

geometric relationships both of-and-between objects. This 

allows the user to create disposable controls, on demand.  

Following this, our work focuses on ‘what’ functions to 

perform, not ‘how’ to do them, extending our previous work 

in tangible programming by demonstration (Walsh et al., 

2013). We acknowledge a number of our concepts require 

ubiquitous and highly portable sensing and projection 

technologies. In this paper, we are only focused on the 

architecture and methods to support interactions. 

The remainder of this paper is structured as follows: related 

work is discussed, identifying related projects and influential 

factors. A summary of the system and how it is used is 

provided, providing a number of example applications. A 

preliminary study that served as the initial design phase is then 

described, leading into a description of the system 

implementation and design. We then conclude with future 

work and final thoughts. 

2 Related Work 

Our work follows previous human computer interaction 

work relating to TUIs, reconfigurable UIs, and their 

supporting architectures. 

Doring et al. (2013) presented the ideas of EUIs as UIs that 

have at least one element designed for limited time use. 

They defined a design space for EUIs incorporating a) 

materials, b) interactions (input vs. output) and c) aspects 

of ephemerality. Using this design space, our work is 

focused on selecting the right material for the job (a), 

primarily as a form of input (b). Their exploration of 

ephemerality came from the materials used (fog, ice, jelly, 

etc.). We however utilize multiple objects that when 

together, serve as an appropriate input EUI, but when split 

apart fulfil their original roles (c). Despite objects being 

persistent on their own, it is their utility together that is 

ephemeral. 

2.1 Tangible UIs 

TUIs utilize the affordances of physical objects, spaces and 

surfaces as an interface to digital functionality (Ishii and 

Ullmer, 1997). Fitzmaurice et al. (1995) began exploring 

TUIs as Graspable UIs, using 6DOF tracked ‘bricks’ to 

manipulate digital elements This allowed users to explore 

the advantages of bi-manual, spatial interaction with 

digital functionality. Despite the nature of ad-hoc 

interaction meaning we are surrounded by tangible objects, 

previous work has failed to leverage TUIs on an equal level 

to ad-hoc touch interaction. 

The embodiment of TUIs led to the creation of Organic 

User Interfaces (OUIs) (Holman and Vertegaal, 2008), 

exploring non-planer displays that are both input and 

output. This embodiment blurs the distinction between 

input and output and closely mirrors the feedback loop that 

we experience in the real world with cause and effect 

(Sharlin et al., 2004).  

Ullmer (2002) proposed a TUI architecture equivalent to 

the GUI Model-View-Controller (MVC) architecture, 

identifying three categories of TUIs; interactive surfaces, 

constructive assemblies, and Tokens and Constraint 

(TAC). These TACs utilized the unique affordances of 

individual objects as logical constraints on the object. For 

example, an elongated groove suggests placing an object 

in that groove to assign a value across a range. It is these 

kinds of affordances that this work hopes to leverage. 

2.2 Reconfigurable TUIs 

Akaoka et al. (2010) explored the creation of active 

prototypes from passive materials as DisplayObjects. 

Using markers to track a passive object, predesigned 

virtual content (buttons, displays, etc.), designated as 

inputs or outputs, can be dragged from a Physical-Virtual 

palette onto the object. Pressing ‘Play’ on the palette 

allowed users to interact with the device. More intricate 

interactions between input and output controls was 

possible using the computer to generate scripts. 

Avrahami, and Hudson (Avrahami and Hudson, 2002) 

used push-pin enabled RFID buttons and sliders to 

prototype input devices, enabling reconfiguration of 

physical inputs for non-planar surfaces. Building on this, 

the BOXES project (Hudson and Mankoff, 2006) looked 

at using thumbtacks attached to a circuit board to trigger 

user-defined macros. Upon touching a thumbtack, the 

software could emulate a touch at a given screen 

coordinate or simulate any number of predefined 

mouse/keyboard inputs, essentially defining a macro. 

Using the tacks with cardboard and tape allowed users to 

quickly prototype button based interaction on physical 

prototypes. 

Both Phidgets (Greenberg and Fitchett, 2001) and 

VoodooIO (Villar et al., 2006) explored configurable 

component based UIs. Both systems offered a number of 

input controls and could be reused and repositioned, with 

Phidgets using cables to connect to a PC and VoodooIO 

using push-pin components to link to a conductive 

communication layer in a foam substrate. The processing 

of the input into system functionality was an offline 

process done by the developer. Whilst both enabled ad-hoc 

reconfiguration, the user was limited by components for 

which they do not have an input device. 

In exploring touch-based UIs, Light Widgets (Fails and 

Olsen, 2002) explored ubiquitous touch interaction using 

cheap, pervasive cameras. Using a PC application to select 

an input type and a region on a camera’s viewport for the 

control to be located, users could touch that location to 

interact. Aside from the offline creation of the UI controls, 

there was no feedback to the user aside from whatever 

function was being controlled by that input. Tangible 

interaction outside of touch was also not supported. 

Henderson and Feiner explored Opportunistic Controls 

(OCs) (Henderson and Feiner, 2008) to enable natural 

navigation of situated Augmented Reality (AR) systems, 
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whilst leveraging passive feedback from the environment. 

Buttons, dials, etc. would utilize physical surfaces and take 

advantage of the affordances of those surfaces, e.g. a dial 

using a rotating bolt. Given the focus on AR for 

mechanical instruction, the OCs were predefined using 

knowledge of the environment the user would be in (e.g. 

located in front of a certain model of aircraft engine). As a 

future direction, Henderson and Feiner (2010) identified 

the capability for a user to locate an object, select a widget 

type and specify the mapping for that object. This work 

directly addresses that void. 

2.3 Interaction Toolkits 

Whilst frameworks exist to abstract TUIs and facilitate 

easier access, they are primarily for the developer. 

WorldKit (Xiao et al., 2013) provided developers with a 

software framework that uses a projector/depth camera 

pair to enable pervasive interaction. By abstracting the 

sensing and projection system to provide the developer 

with simple events, the developer can easily create 

applications that respond to real world manipulation, such 

as touch input and object presence. Despite enabling 

pervasive interaction in the environment, the system 

cannot be customized given the controls and their 

functions are defined by the original developer of the 

application. Our work addresses this void. 

The Papier-Mâché (Klemmer et al., 2004) project enabled 

the fusion of different sensor inputs, allowing the 

developer to focus on events, rather than hardware sensors. 

This is along a similar line to the Proximity Toolkit  

(Marquardt et al., 2011) in providing a set of abstracted 

proxemic events both within and between objects. 

Kjeldsen et al. (2003) abstracted visual input, but allowed 

the application to ask middleware for a given input (e.g. a 

button), and have that control be dynamically created 

given current context. 

Hardy and Alexander (2012) provided a toolkit for 

developing interactive projected displays. Focusing on 

developers, it abstracts the projectors and sensing 

hardware to provide information about touch-based 

interaction. This allowed the developer to focus on the 

application content and interactivity rather than managing 

display surfaces and their relation to sensed input. Our 

work focuses uses a similar approach to enable UI creation 

by end users, rather than developers.  

2.4 Summary 

Despite work looking at reconfigurable touch and tangible 

interfaces, previous attempts have stopped short of 

enabling completely ad-hoc interaction for arbitrary TUIs, 

instead focusing on touch interaction, primarily with some 

offline component for the mapping of them to a function 

to control. Following on from WorldKit and the future 

work identified by Henderson and Feiner in OCs, this work 

seeks to enable end users to define tangible and projected 

controls for existing functionality, whilst also integrating 

existing systems as a form of input.  

3 Using Our EUI’s 

Our implementation uses a projector and depth camera 

(Kinect) along with an Optitrack 6DOF tracking system, 

used to identify objects between frames. Using a 

combination of the Kinect and Optitrack retro-reflective 

marker trackers, we can detect touches, objects and 

contours (using the Kinect) as well the position, orientation 

and visibility of objects (using the Optitrack). In the future 

we envision that RGBD cameras combined with computer 

vision algorithms will replace the need for the 6DOF 

sensing technology currently used. The system runs ~56fps 

during use. The Kinect faces down onto a tabletop where 

all controls are initially authored.  

To illustrate how to use the system, we shall use an 

example of navigating a slideshow using whiteboard 

marker. Under normal usage, the selection of the 

function/system to control would be based on the user’s 

current context.  

As a means to “boot strap” our system, we use a Griffin 

PowerMate (supporting a button, rotation sensor and blue 

LED) as the initial means of input, however we do not 

utilize the rotation function (the justification for the button 

is provided in Section 4). To provide feedback to the user 

regarding when the system expects input via the button or 

touch input, the button’s LED glows (1Hz) when the 

button can be used. In the future, we will investigate other 

modes of engaging the system that do not require an 

external input device. 

To create a new input control, the user first presses the 

button. The different functions available for control 

(defined and grouped hierarchically in an XML file, 

discussed later) are then displayed as buttons. The user 

then touches the function they wish to create a control for.  

In this example, the user would select the ‘PowerPoint’ 

group and select the ‘Next Slide’ function. 

It is at this point the system requires an understanding of 

what application function the user requires a new control 

for.  Depending on how many parameters the function 

requires (also defined in the XML), different input controls 

can be used. For example, setting the volume would 

require a parameter from a valuator. In our slideshow 

example, the “Next Slide” function does not require any 

parameters. The different options available for controlling  

      

Figure 1: Interacting with dial control (a), slider control on an object (b), interactive lever (c) and improvised 

joystick (d) 

(a) (c) (d) (b) 
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that function are presented to the user as projected touch 

buttons. Upon selecting one, the user is guided through 

creating that control. For our “Next Slide” function, we 

select “Object Orientation” and place the marker we want 

to use on the table and then press the button to confirm the 

object selection. The system then prompts the user to 

orientate the object and the press the button. We hold the 

marker and point to the right side of the room and press the 

button. This links this orientation of the marker to the 

“Next Slide” function, allowing us to point the marker to 

the right to navigate to the next slide. This means we can 

now walk around the room, taking the user control 

(marker) with us, navigating the slides as required, 

something not possible with previous touch based systems. 

The same process can then be repeated for going to the 

previous slide. The whole process of creating a new control 

takes only seconds and  single object can be used in 

multiple interactions simultaneously, e.g. a marker used as 

a joystick (Figure 1d) to define both an X and Y value.  

When creating projected controls, the process involves the 

user using their finger to define that control on a surface. 

For example, to define a dial control the user touches the 

center of its location and drags out the radius and then 

continues dragging to define the size of the dial’s 

arc/circle. Projected controls can utilize any physical 

objects as part of the interaction (e.g. a lever’s handle can 

trigger a virtual button).  

To edit controls already created, the user holds the button 

for more than one second. Projected controls then begin to 

wobble in a similar fashion to the press-hold-wobble 

interaction on mobile devices. Users can then touch and 

drag controls around the table, or drag them off the bottom 

of interaction area to remove them. To edit object-based 

interactions, the involved object is placed in the middle of 

the table, at which time the system presents buttons for 

each interaction involving that object. These buttons can 

then be dragged off the table to delete the interaction 

associated with that object. 

3.1 Example Applications 

We have created a number of example mappings to control 

different applications across a number of domains to 

demonstrate the system’s functionality. 

Video Editor: The user views the video on an external 

screen, with the system creating controls for the timeline 

and cutting/joining sections of the film. The most basic 

controller would be a slider with (at least) two buttons for 

cutting/saving the film (Figure 2), but could be more 

elaborate using a guillotine prop to ‘cut’ the film and  

  

Figure 2: Ad-hoc video editing controls on their own 

(left) and supplementing the existing controls (right) 

another to join it. Different video clips to be split can be 

associated with different objects, allowing the user to 

rapidly switch between clipping/joining different files. 

Audio Mixer: Allows the user to load and control media 

whilst adjusting individual audio channels and settings, 

creating an on demand, customizable DJ-style mixing 

board. What is novel is the user can create as many controls 

as required for the particular task, and destroy them when 

not required. Because the system is not limited to vertical 

or horizontal controls, the channels could be linked to 

dials, sliders and levers, etc., located at different positions 

and orientations surrounding the user, instead of having 

controls laid out in a linear fashion. Tangible objects 

provide persistence, visual feedback, and tactile feedback. 

The use of an application supporting MIDI mappings 

would enable integration with thousands of existing 

applications outside of just PC audio applications.  

 

Figure 3: Basic multichannel ad-hoc audio control 

board 

Game Controller: Allows customizable game controllers 

to be created. Given the ability to use passive objects as 

active input, users can use a child’s pretend steering wheel 

as an ad-hoc means of controlling racing applications, such 

as with the AR simulation by Oda et al. (2007). 

Since controls can quickly be created with arbitrary 

materials and turned into functional interfaces, another 

application is for developing user controls without having 

to integrate electronics with each iteration, e.g. using 3D 

printers. Figure 1c depicts a 3D printed throttle-style lever 

found in airplanes that could work as a functional input 

device for a flight simulator, without requiring 

modifications to the game. Despite this application not 

directly being ad-hoc, we can still leverage near-by 

materials to quickly create such controls in an ad-hoc 

manner, where inputs are dynamically created on the fly 

from passive materials. 

We envision applications to developing large scale user 

controls. By utilizing a realistic simulator using the 

required mappings, we can design industrial control rooms 

whilst controlling a working simulation with passive input 

controls. This allows the user to experiment with 

configurations for different scenarios (e.g. day-to-day 

versus an emergency) inside the simulator, creating 

controls as needed. 

4 Preliminary Study 

A preliminary study was conducted in the initial design 

stages to evaluate how users would ideally create controls 

to interact with existing systems. This study was similar to 
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that used by Henderson and Feiner (2010) for OCs. 

Participants were given a number of everyday arbitrary 

objects (blocks, pens, smart phones, scissors, etc.) and 

asked to create UIs to control different tasks (selection, text 

entry, path definition, etc.) across different applications 

(both within and outside the users reach) using three types 

of UIs: touch, passive tangible and active tangible. 

Participants were surrounded by writable surfaces 

(whiteboard and paper covered surfaces) and asked to 

create controls for the tasks using the materials available. 

They were told to assume the system was ‘all seeing’ and 

asked to sketch out their ideas, experiencing a Wizard of 

Style evaluation. They were asked to describe the order 

they expected to be able to performed certain interactions, 

what navigation aids should be present and when/how to 

edit existing inputs, etc. Devices, menus and other content 

described was created using available materials. By 

evaluating the different types of input devices the users 

constructed from the available materials, as well as the 

manner and order in which they constructed them, we 

evaluated the types of ad-hoc controls the system should 

support, as well as how they expected to be able to create 

them within the system. Approximately half of the 

participants had a computer-science background. 

When asked about the procedure for creating controls, 

participants responded that the system should enable the 

user to select the function to control first, followed by 

selecting the input device and then how that device is 

mapped to the function. It was mentioned that the main 

thing they were thinking about was what function to 

control, and thus needed to “offload” that information into 

the system as soon as possible. This supports the workflow 

suggested at the conclusion of the work on OCs 

(Henderson and Feiner, 2010). When asked how the user 

should be able to select the function to control from a large 

set, participants said that functions should be able to be 

grouped, with the user first selecting the function group, 

then selecting the function itself. 

For the primary means of navigating the system, most 

participants wanted a different form of interaction than that 

supported by the system, i.e. use of a physical button 

instead of a touch-based button if interacting by touch. 

This was described as helping separate defining controls 

versus navigating the system. The workflow of the final 

system was followed these results. 

Participants used both traditional touch controls (buttons, 

dials, etc.) and proxemic relationships (between and within 

objects). Occasional hybrids were created where a tangible 

object would interact with a touch-based control, 

triggering the input, in addition to the tangible object’s 

own explicit input, e.g. a lever handle touching a virtual 

button. 

The different types of touch-based controls and 

interactions using objects served as the first types of 

interactions that were implemented in the system. The 

study also served as inspiration for how the user should be 

able to navigate the system and the information flow 

between user and system for creating interactions. 

5 Supported User Controls 

By sensing different types of user actions with physical 

objects and extending touch interaction to use arbitrary 

surfaces, we can create a functionally comprehensive set 

of UI controls to enable the user to both control existing 

computer applications and create new input devices in their  

Table 1: Mapping existing controls GUI/physical against how they can be controlled in the system (☑ Supported)

  Physical Touch 

  Position Orientation   

  

Object 
Between 
Positions 

Object 
in 

Position 

Object 

is 

Visible 

Object 

Proximity 
Object in 

Orientation 

Object 
Between 

Orientations  

  
Continuous Boolean Boolean 

Boolean and 
Continuous 

Boolean Continuous 
Boolean and 
Continuous 

Controls Button  ☑ ☑ ☑ ☑  ☑ 

 Radio Button ☑ ☑  ☑ ☑ ☑ ☑ 

 Slider ☑   ☑  ☑ ☑ 

 List Box ☑ ☑   ☑ ☑ ☑ 

 Spinner ☑ ☑  ☑ ☑ ☑ ☑ 

 Menu  ☑ ☑  ☑ ☑ ☑ 

 Tab  ☑ ☑  ☑ ☑ ☑ 

Input 
Device 

Mouse ☑     ☑ ☑ 

Keyboard       ☑ 

Joystick ☑     ☑ ☑ 

Steering Wheel ☑     ☑ ☑ 
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own right. Our initial demonstration of the concept 

employs the position, orientation, visibility or proximity of 

one or more physical objects and emulate touch interaction 

on objects and surfaces using a depth camera. By 

monitoring these types of interactions, we can support all 

the types of controls and interactions described in the 

preliminary study. Table 1 describes how our initial set of 

sensed user actions can be used to emulate and recreate a 

wide range of traditional system inputs. The column 

headings describe the different capabilities for input 

detection in our implementation, supporting both Boolean 

and continuous values. For a nullary function (one with no 

parameters, such as a button press) we sense one of the 

following properties of the object in relation to the sensed 

working space: visibility, absolute position (3D), and 

absolute orientation (all three angles), two objects within a 

set proximity as well as supporting touch-based buttons. 

For a single continuous value, the following relative 

geometric relationships are available: the position of an 

object relative to two 3D points, the orientation of an 

object relative to two defined start and end angles, distance 

between two objects as well as the value of a touch-based 

slider or dial. Functions requiring two parameters can 

utilize a projected touchpad.  

To enable extensibility, external applications can provide 

input to the system as if it were native input. These external 

applications either call an application “SendInput.exe” or 

connect to the system via TCP socket to send data. The 

external system sends a keyword to uniquely identify the 

input as well as any parameters for that input, e.g. the value 

from a joystick as “joystick 23 60” for the X and Y values. 

In the case of calling SendInput.exe, the keyword and 

values are just passed as arguments when the application 

is executed. This simple approach allows external systems 

to integrate other capabilities not currently supported, such 

as gesture, voice, pressure, light, etc. with minimal code.  

In Table 1, the checked boxes indicate particular GUI 

controls that are currently supported and implemented in 

either touch or tangible form. While we could conceive 

controls for every position in the table, the checkboxes 

represent the “sensible” interactions. Using data from 

6DOF tracking and depth camera systems, we can map the 

input sensed as controls to both control existing 

applications and to emulate/create physical input devices.  

5.1 GUI Control Substitution 

As discussed previously, a user can quickly create new 

controls in only three-to-four steps to compliment/replace 

existing functionality currently controlled by different 

GUI elements. The top half of Table 1 includes lists how 

the input of various traditional GUI controls can be created 

using geometric relationships both within and between 

objects as well as virtual controls (buttons, sliders, etc.) 

projected by the system. We have developed a wide range 

of controls available to users as disposable UI elements.  

We elaborate on a subset of the developed EUI’s based on 

exiting GUI controls here: 

(Toggle)Button: To simulate a button, we can use any 

tracked object and create an interaction such that when the 

object is in a certain location (Object in Position), the 

associated button is 'pushed'. For toggle buttons, the 

persistence of the physical object’s presence naturally 

supports the button’s current state. To activate a push 

button with a physical object multiple times, the object has 

to be sensed, removed, and sensed a second time. 

Similarly, the orientation of the object may be used to 

indicate the state of a button, such as for the PowerPoint 

“Next Slide” example discussed previously (Object in 

Orientation). 

Slider: The user can employ a tracked object(s) and define 

two positions as start and end positions. Depending on its 

current position between them (Object Between Positions), 

a value is passed to emulate a slider with that value. This 

slider is visualized as a projected path or a linear slider with 

two physical objects as end points (Figure 4). The 

projected path may be linear, a high order curved path, or 

an arc. The path can be tracked on 2D or 3D surfaces. 

 

Figure 4: Objects used to as a slider control for 

volume 

Radio Button: Given a set of options, we can use an object's 

orientation in a single axis (Object Between Orientations) 

to select an option. For each different orientation, a 

different radio button is selected (Figure 5). Since the 

object can only have one orientation at any time, only one 

option can ever be selected. This approach could also be 

used to emulate a dial. Likewise, the position of a single 

object may be employed to indicate which radio button is 

on.  

 

Figure 5: Object used as radio button (digital overlay 

added for illustration) 

List Box:  Given a list of items (similar to a menu), the user 

can use a tracked object, e.g. a pen, and set two different 

orientations on the table plane, the rotation of the object 

between those orientations can then be used to interpolate 

a value and select the appropriate index in the list. 

Spinner: A spinner has a small set of discrete values. The 

user can use the proximity of objects (Figure 6)  to set the  

 

Figure 6: Using physical proximity as valuator (digital 

overlay added for illustration) 
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value for the spinner. The distance between two objects 

may be employed to set the value for an individual spinner 

value (Object Proximity). As the object moves further 

away, the value increases.  

Menu: To emulate a menu system such as a pie menu, we 

can use the orientation of a fixed object at different 

rotations to select different items, similar to the radio 

button functionality. Rotating the object means selecting a 

different menu item. Given any number of different menu 

options, we can also utilize projected touch-based buttons. 

Tab: To switch to different tabs, the user can associate 

different tracked blocks with each tab. To switch tabs, the 

user places one of the tracked objects into the workspace 

to make it visible (Object is Visible). The associated 

system tab is then selected.  

5.2 Input Devices 

Using the sensing capabilities of the system, the user can 

create active user controls from completely passive 

components. These UIs can supplement or replace existing 

input devices with user defined ones. We are interested in 

investigating controlling more complicated interactions 

instead of just emulating GUI-like elements. The bottom 

half of Table 1 outlines how some common input devices 

can easily be created using the system. The system also 

enables the user to create input controls in place of existing 

input devices, including the following: 

Mouse: As per the Slider example above, the user can 

define a 2D area using two perpendicular sliders utilizing 

a common position (an ‘L’ shape). We can then use the 

position of an object for each slider to define both the X 

and Y position of the cursor. The control of the cursor can 

also be in relative scaled coordinates, similar to a touchpad 

device.  

Keyboard: Using touch on the tabletop surface, a user 

could emulate a software keyboard.  

Joystick: As a tangible example, using a simple whiteboard 

marker, we can define a joystick (Figure 1d) using the 

orientation across two different orientation axis (x-min 

left, x-max right, y-min down, y-max up) and immediately 

control any number of games. Using a cup and two rubber 

bands, we can quickly improvise a self-centring joystick 

capable of controlling applications. 

Steering Wheel: We can use any circular object tracked 

with reflective markers and use the angle between two 

defined orientations (rotated left and right extremes) as the 

input value. This provides input akin to the Wii console’s 

steering wheel controller. 

 

Figure 7: Passive steering wheel used as an active 

input device using tracking markers (visible on top) 

6 System Design 

To support ad-hoc interaction, we extended the TAM 

architecture (Walsh et al., 2013). This work focused on 

programming the logic of tangible interactions, the ‘how’ 

of the interaction, whereas we focus on the ‘what’ of the 

interaction. One study participant described this as telling 

the system, “what to do, not how to do it”. As such, our 

work assumes the system already has a set of predefined 

functions, and instead focuses on how control those 

functions at run time. In addition, the previous work does 

not support interacting with external systems and is 

designed for all interactions and feedback to take place 

within the system.  

The previous architecture physical objects as 

InteractionObjects (InObjs) with associated Properties 

(position, color, touch points, etc.). Different Action 

objects evaluate the Properties according to a given criteria 

(e.g. rotation around an axis for a rotation input). Using 

that Boolean result, an Interaction object monitors when 

the Action occurs, and modifies any number of Properties 

of different objects as a result. By using the properties of 

physical objects (location, orientation, etc.) we can 

leverage them as input for existing systems. 

We extend the architecture in four ways: 1) allow Actions 

to have some form of native representation to indicate their 

current state, 2) allow Actions to have Properties to 

communicate a non-boolean state to other components, 3) 

introduce support for VirtualPropeties as a way to 

communicate with external systems without incorporating 

any system-specific code in the core application, and 4) 

allow external systems to pass information into the system 

and use that information as an input for the internal patch 

panel as if it were a normal input from the user.  

6.1 Allowing Actions to Have a Representation 

Whilst the original architecture was focused on purely 

tangible interactions, this work has focused on a 

physical/projected hybrid. Actions that monitor input need 

to be able to report some kind of state, e.g. buttons not only 

need to register for a press, but have some representation 

(i.e. a projected button). Given the Action object evaluates 

input, it is the only component that is aware of the context 

of the value (i.e. is the value based on distance, rotation 

etc.?), it must be responsible for creating any 

representation for that Action. As such, we assign Action 

a method to render its state in some form, e.g. in our 

implementation using OpenGL. This representation is 

generated based on its current state. For example, a button 

would render the button display (changing if pressed), or 

lines to indicate the distance between objects, etc. 

6.2 Allowing Actions to Have Properties 

Given the purpose of the Action component to monitor the 

state of an interaction, we add any number of Properties to 

it to represent its current state and configuration. This 

value is then read as part of an Interaction, and used to 

update Properties of other objects. 

6.3 VirtualProperties for External Functions 

To integrate with existing systems, we require some 

external communication method. A VirtualProperty (VP) 
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was created to enable communication of a value 

represented inside the system to an external application. 

These VPs are associated with single Interaction. A VP 

takes in a string containing an application name (and 

required parameters, if any), to run when the Property is 

set. This string is passed when the VP is created, and could 

itself be a Property that can be edited at run time. It was 

thought that by executing an application instead of an API 

call, we simplify the system by excluding API libraries 

from the core system, without losing any functionality. 

This approach also allows the integration of existing 

applications that can be run/controlled using the command 

line and allows our system to be used by non-developers.  

To format a user control’s output as a valid form of input 

for a specific application, VPs contains a scaling and 

format setting for how the data should be transformed 

before the application is executed. This scaling operation 

includes: minimum, maximum, user defined range, and no 

modification options. For example, to use the rotation of 

an object as a 6-value radio dial (Figure 5), you would 

define a range of 1 (min) and 6 (max). The rotation of an 

InObj would then be transformed to the range 1-6. Using 

this, valuators such as sliders or dials can be used to give a 

value across any given range or even to a Boolean value. 

For Actions that provide persistent values, e.g. using the 

position of an object, VP also contains a rate limiting timer 

(defined in milliseconds) to restrict the rate of execution 

for the related application. This defaults to zero for no 

limit.  

All functions that can be controlled are defined (Figure 8) 

in an XML file, with functions grouped in any arbitrary 

manner (following the results of the preliminary study). 

Groups are used to define logical sets of related functions 

for a given task, meaning they may not all interact with the 

same application. Rather, they all interact with different 

applications to manage a common task. As such, functions 

can appear multiple times across any number of groups. 

Each XML definition defines a program to be executed 

when an attribute is set, along with how values pass to that 

program should be limited/scaled. A user-friendly name is 

also provided and used within the system to identify that 

mapping. 

<output execute="joystick.exe setX %i" ratelimit="0" 
scale="range" min="0" max="1080" name="Joystick X" /> 

Figure 8: Example mapping of a single axis of a 

joystick 

6.4 Allow External Systems to Send Data 

Our system allows external applications and systems to act 

as native input controls. For example, our current 

implementation only senses touch and geometric 

relationships as forms of input. Using this approach, an 

application that monitors pressure exerted on digital foam, 

or the user’s voice or gestures can pass this information 

into the system as a valid control to be utilized by the user. 

In a similar approach to enabling external functions, we 

use a string to integrate external systems for passing 

information into the system. Input from external systems 

is supported through a VirtualAction object. These triggers 

are defined in a similar XML format to outputs, defining a 

user readable name, keyword and what parameters are 

provided.  This allows external systems to send a string via 

TCP in the format “triggerkeyword parameter1value”. In 

addition to TCP, we wrote a simple application 

(SendData.exe) that, when executed, directly passes data 

arguments into the system as if it were sent via TCP.  

An associated VirtualAction produces this value as if it 

were sensed natively, thus registering as a valid input (like 

a button, etc.). Because this interaction appears as normal 

input, it can be mapped back to external applications using 

VP’s, only to be read in again. This ability to both read and 

write to external systems enables the creation of feedback 

loops (Figure 9), creating support for embodied OUIs. 

 

 

 

 

Figure 9: Information feedback loop 

This approach simplifies adding new controls to the 

system, removing the requirement to write system-specific 

code. For example to integrate Phidgets, you could simply 

take the example programs and add one line of code to 

execute SendData.exe and pass in a keyword and the value 

from the Phidgets. Any new type of input not currently 

supported by the system (pressure, sound, light, voice, etc.) 

can easily be incorporated as if it were a native capability 

of the system. This also enables existing applications that 

can be controlled via the command line to be controlled via 

these ad-hoc controls, allowing the user to incorporate new 

functionality without writing any code, a point of 

difference when compared to previous homogeneous 

systems.  

7 Future Work 

A full evaluation of our implementation remains as future 

work. Whilst this work enables the ad-hoc creation of 

tangible controls for existing functions, further work 

remains in the area of temporal and direct manipulation 

interactions for virtual content. In addition to this, the 

object-based interactions do not currently support the full 

set of proximity based relationships between multiple 

objects (e.g. an angle between two objects). These could 

be implemented to ensure full support of proximity based 

relationships both within and between objects, as used in 

the Proximity Toolkit (Marquardt et al., 2011). 

8 Conclusion 

In this paper we have presented our system to support 

ephemeral interaction using everyday objects and an 

architecture to support their ad-hoc creation, including the 

incorporation of new types of input and functionality not 

supported by the original system. This system supports 

creating controls to simulate input from existing GUI 

controls as well as supporting the creation of novel 

tangible input devices made from passive components. 

Using design decisions employed from a preliminary study, 

we have presented an example system and techniques for 

enabling end users to create a wide range of arbitrary user 

controls, both tangibly and virtually, to control existing 

functionality.  

Input Patch 

Panel 

External 

Function 
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Abstract

This paper present results of our investigations into using
spatial augmented reality to improve kitchen design and
other interior architecture tasks. We have developed user
interface techniques for room sized modelling tasks, in-
cluding cabinet layout, viewing and modifying preset de-
signs, and modifying materials and surface finishes. These
techniques are based on Physical-Virtual Tools, which
consist of physical input devices augmented with pro-
jected information. These tools and techniques address
key user interface issues for spatial augmented reality sys-
tems, and we discuss how they can be generalised for other
applications. The techniques have been developed in the
context of a demonstration application, BuildMyKitchen.
BuildMyKitchen allows architects to design kitchen cab-
inets and layouts, and work with clients on the design, in
an interactive spatial augmented reality environment.

Keywords: Spatial Augmented Reality, User Interfaces,
Architecture.

1 Introduction

We have been investigating the use of Spatial Augmented
Reality (SAR) (Raskar, Welch, and Fuchs, 1998) to aid
in the design process (Thomas et al., 2011). This pa-
per presents a set of SAR tools to aid in interior archi-
tecture work such as kitchen design. An example SAR
design application, BuildMyKitchen1 has been developed
in consultation with architect Steve Kelly from the Uni-
versity of South Australia’s School of Architecture and
Design. In developing BuildMyKitchen, new user inter-
face tools and techniques have been created. BuildMyK-
itchen’s user interface is comprised of Physical-Virtual
Tools (PVT) (Marner and Thomas, 2010) that support the
designer in both the design process and designer/client
meetings. The tools that comprise the user interface of
BuildMyKitchen are shown in Figure 4. The tasks sup-
ported by the tools are: Cabinet Layout, Design Presets,
and Modifying Finishes. While these techniques have been
developed in the context of kitchen design, they can easily
be generalised for use in other application domains and ad-
dress important interaction issues for SAR systems, such
as interaction techniques for room size environments and
the lack of virtual projection surfaces.

Copyright c©2014, Australian Computer Society, Inc. This pa-
per appeared at the Fifteenth Australasian User Interface Conference
(AUIC2014), Auckland, New Zealand. Conferences in Research and
Practice in Information Technology (CRPIT), Vol. 150, Burkhard Wn-
sche and Stefan Marks, Eds. Reproduction for academic, not-for-profit
purposes permitted provided this text is included.

1An earlier version of this work (Marner and Thomas, 2013) used the name
“PimpMyKitchen”, a name inspired by the television programme “Pimp My Ride”,
which involves customising and improving cars.

Figure 1: Resizing the Kickboard Inset using the Resizing
Wand and one half of the Resizing Tool.

This paper makes the following contributions to SAR
research:

• Cabinet Layout. Physical-virtual tools that allow de-
signers to specify dimensions and distances in a room
size SAR environment. These techniques have been
optimised for a range of physical movements from
floor level to overhead structures, as most Virtual En-
vironment (VE) interaction techniques are designed
for the user to be in a single posture, standing or sit-
ting.

• Design Presets. PVT user interface techniques based
on a “colour swatch” metaphor for saving and load-
ing preset designs in a SAR environment. These have
been developed to allow both the designer and client
to quickly access previous developed designs without
the need for external technology.

• Modifying finishes using a “magic touch” metaphor
based user interface technique for modifying at-
tributes of the final design.

• BuildMyKitchen. This application represents an ex-
ample exploration of how SAR can be used as part of
the design process for interior architecture projects,
and serves as a concept demonstrator encapsulating
the ideas of the new PVT’s.

This paper is structured as follows. Firstly, the moti-
vation for exploring the use of SAR for interior architec-
ture is described. The remainder of the paper describes
the functionality of BuildMyKitchen, and shows how the
system improves the design process for both the architect
and client. This application provides the motivation for
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the specialised PVT’s presented in this paper. The paper
describes the new user interface tools and techniques de-
veloped to support room size modelling tasks, and how
they can be generalised for use in other application areas.

2 Motivation

The motivation for investigating the use of SAR in inte-
rior architecture stems from the difficulty and complexity
of this design process. SAR uses full scale white repli-
cas (walls, cabinets, and large appliances) to provide a
flexible and understandable environment to convey large
scale designs. In the case of a kitchen design process,
clients currently go through several steps with the de-
signer. Firstly, the client will meet with the architect to
discuss their requirements. Different lifestyles are suited
to different kitchen designs, and the architect takes these
requirements into consideration during the design process.
Following this discussion, measurements of the available
space are taken, and an initial design is created. This de-
sign is presented to the client through 2D plans and 3D
rendered images on a computer. Based on these images,
the client and architect discuss changes to the design. An
additional task for the client is to decide on material fin-
ishes, appliances, door handles, etc. To aid in this process,
kitchen builders have large showrooms with several fin-
ished kitchens. Even still, the client usually will not be
able to truly visualise their new kitchen until the final in-
stallation in their home.

Figure 2: A design flaw in a completed kitchen, where the
dishwasher door and pantry door collide. Damage can bee
seen on the pantry door.

A key motivating goal of BuildMyKitchen is to en-
hance the understanding and decision making ability of
the client. While architects are accustomed to visualising
the end result from plans and CAD drawings, the client
does not usually possess these skills. Even with high qual-
ity 3D renders, it can be difficult for the client to envision
the scale of the final product. BuildMyKitchen makes it
possible to preview designs at 1:1 scale early in the de-
sign process. Furthermore, using physical blanks for the
kitchen cabinets provides a more intuitive environment
than what is possible with a standard computer. This helps
not only in deciding on the visual design of the kitchen,
but also the functionality of the layout. For example, Fig-
ure 2 shows a design flaw in a completed kitchen. Here,
the dishwasher door is obstructed by the door to the pantry.
To access the dishwasher, the pantry door must be com-
pletely closed. Even a slight opening is enough to knock
the dishwasher, resulting in damage to both the appliance
and the door. These kinds of problems are difficult to pre-
dict when looking at a 3D render. Previewing the kitchen

at 1:1 scale, with physical mock-ups can help in detecting
these kinds of problems. Using SAR allows the projected
content of the physical mock-ups to be changed quickly,
making iterating the design easier. This ability becomes
even more important given the rise in popularity of self-
install flat-pack kitchens, where there is no trained archi-
tect and limited opportunities to preview the design before
construction commences.

Another motivating goal is to provide designers and ar-
chitects with tools to manipulate and visualise designs on
a 1:1 scale. While these professionals are quite capable of
visualising designs from drawings in full scale, SAR pro-
vides a new medium to explore designs. Discussions with
professional architects (Thomas et al., 2011) indicate SAR
provides an extra dimension to the design process. To
facilitate the manipulation of designs in-situ of the SAR
environment and not force the designer to make all their
changes in a desktop CAD system, new tools and tech-
niques are required beyond the current state of the art for
SAR environments.

3 Background

We are interested in creating 1:1 previews of designs early
in the design process. Hare et al. (2009) have demon-
strated the importance of physical prototypes to industrial
design. DisplayObjects (Akaoka and Vertegaal, 2009)
bring spatial augmented reality to product design by pro-
jecting user interface controls and other elements onto
simple physical mockups. Porter et al. (2010) investi-
gated using SAR to provide interactive controls for control
panels early in the design process, rather than using elec-
tronic physical controls. (Schwerdtfeger et al., 2008) have
demonstrated how laser projectors can be used for quality
assurance in industrial settings. WARP (Verlinden et al.,
2003) shows how SAR can be used to preview materials
on scale models of design mockups. SAR has also been
used for maintenance and instruction. CADCast (Piper
and Ishii, 2001) shows how SAR can be used to project
in-situ instructions for assembly. Suganuma et al. (2008)
demonstrate how SAR can be used to instruct a player in
how to play Billiards, utilising an overhead camera to de-
tect locations of billiard balls. SAR has also been used to
directly project information onto patients to help doctors
during surgery (Byung-Kuk Seo et al., 2007).

Our work builds on this foundation, bringing SAR
technology to kitchen design and architecture. Our work
is inspired by Shader Lamps (Raskar, Welch, Low, et al.,
2001); we use white cabinet ‘blanks’, and use projectors to
create the detailed appearance of the design. (Low et al.,
2001) used SAR technology to build life sized dioramas
for visualizing room size entities with a mixture of phys-
ical walls and virtual projected imagery. Bandyopadhyay,
Raskar, and Fuchs (2001) demonstrate how SAR can be
used to modify the appearance of movable objects using a
tracked stylus and ’paintbrush’ metaphor.

Physical-Virtual Tools (PVT) (Marner and Thomas,
2010) support interactions within a large-scale SAR en-
vironment. PVT are designed to encompass the entire
user interface of the SAR applications. The user inter-
face is based around physical tools themselves, in a sim-
ilar way to Tangible User Interface systems (Ullmer and
Ishii, 1997). The operation modes supported by a tool are
defined by the shape of the tool itself; picking up a pencil
like object will perform pencil like operations (Fitzmau-
rice, Ishii, and Buxton, 1995). The use of SAR allows for
an understandable overloading of the tool’s operation. The
active mode is conveyed to the user through visual feed-
back projected directly onto the tool itself. No user inter-
face controls are projected onto the artifact, walls, floor, or
ceiling. The user can view and interact with the design ar-
tifact from dramatically different viewpoints, such as from
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different locations within a kitchen.

4 BuildMyKitchen

As previously mentioned, BuildMyKitchen was devel-
oped to support the early design process of kitchens and
designer/client meetings. To support an architect when
developing the initial kitchen design, blanks (white sim-
ple shaped light weight 3D projection substrates) repre-
senting the cabinets are placed in an environment of the
shape and size of the target kitchen. One blank is shown
in Figure 3. The architect decides on the basic layout of
the kitchen by moving the cabinet blanks into the desired
locations. The prototype workflow involves the following
tasks. Architects first block out key positioning decisions,
such as doors and major appliances, to optimise the effi-
ciency of the kitchen, and then work on the next level of
detail. Once the blanks are in position, the architect can
focus on the layout of the cupboards, drawers, and other
components. Some of these components will need to be
resizable, depending on the vision of the architect; some,
such as appliances, have set dimensions.

Figure 3: An example Cabinet Blank.

The second intended use case for BuildMyKitchen is
during meetings where both the architect and client are
present. The goal of these meetings is to come to an agree-
ment on the layout of the kitchen, and for decisions regard-
ing material finishes and component selection to be made.
There are an overwhelming number of possible combina-
tions of appliances, materials, handles, etc. Rather than
have the client select from such a large number of choices,
BuildMyKitchen allows the client to select from and cus-
tomise a set of “preset” designs. These presets are created
beforehand by the architect using their experience and de-
sign sense. The client chooses a preset on which to base
their design and is then able to customise it using a smaller
set of options. This set of options is also put together be-
fore hand by the architect.

5 Cabinet Layout

A key task for the architect is to decide on the layout of
components placed into the cabinets, such as cupboards,
drawers, and appliances. As previously mentioned, some
of these components, such as appliances, have fixed di-
mensions that need to be accommodated. Others will be
set by the architect based on their design expertise. Some
components do not require a specific size, and the compo-
nent can simply make use of whatever space is available.
For example, evenly sizing the height of a set of drawers
to make use of the entire height of the cabinet.

Figure 4: The tools that comprise the BuildMyKitchen
user interface. Top-left: Resizing Wand, top-right:
SAR Swatches, bottom-right: Two-handed Resizing Tool,
bottom-left: Stylus.

In addition to components in the cabinets, other design
features also need to have dimensions set by the architect.
These include:

• Bench thickness. Different benchtop materials are
manufactured to different thicknesses. The architect
may also choose a specific thickness for the bench-
top.

• Kickboard height. The kickboard is the inset mate-
rial at the base of the cabinet. Choosing the height
of the kickboard requires a tradeoff between a func-
tional kickboard and maximum cupboard space.

• Kickboard inset. The inset is the amount the kick-
board is set in from the face of the cabinet. Commer-
cial kitchens often have deep insets so workers do not
kick cabinets with their feet.

• Bench overhang. The overhang is how much the
benchtop overhangs the rest of the cabinet.

• Component spacing. The component spacing is the
horizontal and vertical space between components,
such as adjacent cupboard doors. Older kitchen de-
signs often have large spaces between components,
resulting in smaller doors, where as modern designs
tend to maximise the size of the doors, making it eas-
ier to see into the cupboards when the door is open.

To accommodate these requirements, BuildMyKitchen
automatically places and sizes components according to
their properties. This is done using the following basic
component types:

• Containers. A container contains zero or more
other components, and is responsible for arranging
them either vertically or horizontally according to the
space available.

• Doors and drawers. A door is placed into the cabinet
with the handle either to the left or right. Drawers
have the handle placed horizontally, centred at the top
of the component.

• Appliances, such as dishwashers and ovens.

• Blank spaces, used for filling an area in the layout.
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Drawers, doors, and spaces are able to have preferred
dimension set. When layout out a cabinet, containers will
try to give components their preferred size. Appliances
have dimensions that cannot be altered by the architect, so
they are given priority over other components. As con-
tainers can be nested, any layout can be produced using
the right combination of containers and components. Pro-
ducing the final layout is a recursive process, with each
container allocating space to its children. The algorithm
shown in Listing 1 produces a horizontal layout. Vertical
layouts are produced in the same way, adjusting compo-
nent heights instead of widths.

void C o n t a i n e r : : r e s i z e ( f l o a t w, f l o a t h , f l o a t padding
, V ec to r t o p L e f t ) {

i n t e l a s t i c C o u n t = 0 ;
f l o a t a v a i l a b l e S i z e = w;
f o r e a c h ( PanelComponent∗ component , mContents ) {

i f ( component−>h a s P r e f e r r e d W i d t h ( ) )
a v a i l a b l e S i z e −= component−>g e t P r e f e r r e d W i d t h ( ) ;

e l s e
e l a s t i c C o u n t ++;

}
a v a i l a b l e S i z e −= ( mContents . s i z e ( ) −1) ∗ padd ing ;
wcl : : V ec to r c u r r e n t T o p L e f t = t o p L e f t ;
f o r e a c h ( PanelComponent∗ component , mContents ) {

i f ( component−>h a s P r e f e r r e d W i d t h ( ) ) {
i f ( e l a s t i c C o u n t > 0) {

component−>r e s i z e ( component−>g e t P r e f e r r e d W i d t h
( ) , h , padding , t o p L e f t ) ;

t o p L e f t . x += component−>g e t P r e f e r r e d W i d t h ( ) +
padd ing ;

}
e l s e {

component−>r e s i z e (w / mContents . s i z e ( ) , h ,
padding , t o p L e f t ) ;

t o p L e f t . x += w / mContents . s i z e ( ) + padd ing ;
}

}
e l s e {

component−>r e s i z e ( a v a i l a b l e S i z e / e l a s t i c C o u n t ,
h , padding , t o p L e f t ) ;

t o p L e f t . x += a v a i l a b l e S i z e / e l a s t i c C o u n t +
padd ing ;

}
}

}

Listing 1: Algorithm for producing a horizontal cabinet
layout

5.1 Creating a Cabinet Layout

The architect starts with a cabinet blank with no compo-
nents added to it. They can then add components to the
layout using a simple keyboard interface. As components
are added, the system automatically arranges the compo-
nents to fit the available space. Figure 5 shows four dif-
ferent layouts on the same cabinet. Once the necessary
components have been added, the architect can move on
to specifying dimensions to the components, as shown in
Figure 6. For example, drawers used to store saucepans
will need to be wider and deeper than drawers used to
store cutlery. At a higher level, the architect can experi-
ment with the overall kitchen layout by moving the cabinet
blanks into different positions in the room.

5.2 Resizing Using The Two-Handed Resizing Tool

The two-handed manipulation tool has been developed for
performing operations such as resizing components of the
kitchen. The tools consists of two identical halves which
are held in each hand. To resize a component, the user
places each half of the tool against opposite edges of the
component to be resized, and adjusts the distance between
their hands until the desired size is obtained. This is an

(a) (b)

(c) (d)

Figure 5: Example cabinet layouts.

intuitive gesture, and is a similar motion to how people
estimate and communicate distances in the real world.

This tool is used exclusively for resizing. Resizing in
BuildMyKitchen has a single user definable attribute: the
snapping mode. The user is able to choose between snap-
ping to 1mm, 5mm, and 10mm intervals when resizing.
In addition, when a set of common dimensions are used
in kitchen design, the user can choose to snap to the near-
est preset dimension. The snapping mode is conveyed to
the user by projecting this information onto both halves
of the tool. The current dimension is also projected onto
the tool, allowing the architect to precisely set dimensions
with little effort.

Resizing components on the surface of the blank is ac-
complished by placing each half of the tool on opposite
edges of the component to be resized. The architect re-
sizes the component simply by changing the distance be-
tween the two halves. Resizing the kickboard inset and the
benchtop overhang is a more difficult problem, because
the physical cabinet blank does not match the virtual ge-
ometry. Resizing these components is accomplished by
placing one half of the tool on the component to be re-
sized, such as the front of the bench overhang, and the
other on the top of the cabinet. A line is projected onto the
cabinet blank indicating the amount of overhang. The ar-
chitect changes this dimension by dragging the tool along
the top of the cabinet.

5.2.1 Resizing Wand

In addition to the resizing tool, a Resizing Wand, as shown
in Figure 1, is also provided. This was added after ex-
perimenting with resizing kickboard components. As the
kickboard is near the floor, using the resizing tool requires
kneeling down, which quickly becomes uncomfortable.
The resizing wand can be used instead of one half of the
resizing tool, allowing resizing kickboard properties from
a more comfortable stance. This type of tool could be
extended to specifying a range of dimensions outside the
user’s reach, such as cabinets over benchtops and lighting
fixtures on the ceiling, but these techniques require further
evaluation against current out of arm reach VE interaction
techniques.

6 Design Presets

While the cabinet layout process would be conducted
exclusively by the architect, previewing and modifying
kitchen designs is a process that involves the client. Rather
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(a)

(b)

Figure 6: (a) A user resizes the height of a drawer, and (b)
the thickness of the bench top.

than giving the client a ‘blank canvas’, they would instead
be working with designs created earlier by the designer.
These Design Presets can be a starting point from which
the client can decide on their own design.

6.1 SAR Swatches

To facilitate loading and saving kitchen designs, Build-
MyKitchen makes use of SAR Swatches. SAR Swatches
are based on a metaphor adapted from the colour swatches
used to choose paint colours. A SAR Swatch is a small
board, and a 3D render of a kitchen design is projected
onto the board. Clients can quickly evaluate different de-
signs by holding several in their hands at once. SAR
Swatches are also related to Tangible Bits (Ishii, 2008),
in that the digital information is represented as a physical
object.

The client can preview one of the designs simply by
placing a swatch onto the cabinet. Doing this causes the
kitchen design shown on the swatch to be loaded onto the
cabinet blanks, and the client can experience the design
at 1:1 scale on the physical surfaces. The other side of
the swatch is used for saving designs. A new design can
be saved to a swatch by placing it upside-down on one
of the cabinets. The projected visualisation swatch will
change, indicating the system is asking for confirmation
(Figure 7(b)). To confirm the save operation, the user sim-
ply slides the swatch to the right. This motion will save
the current kitchen design to the swatch, with the visuali-
sation projected onto the other side of the swatch updating

accordingly. The number of swatches is only limited by
the number of physical swatches constructed for use; the-
oretically we could have thousand of swatches. They are
uniquely identified by the tracking system.

(a)

(b)

Figure 7: (a) Comparing one design with another using a
SAR Swatch, (b) saving a new design to a SAR Swatch by
placing the swatch on the cabinet, and sliding right.

SAR Swatches provide a good example of the tradeoff
between several physical tools and a single tool. Rather
than individual swatches, designs could instead be pre-
viewed one at a time on a Personal Interaction Panel (PIP)
(Szalavri and Gervautz, 1997) style device. The PIP could
then be placed in the load area and the kitchen selected
would be loaded. Alternatively, a tool for previewing
could be removed entirely, and instead the user would only
view designs on the full sized mock-up.

SAR Swatches were chosen because they have several
advantages compared to the alternatives described above.
Firstly, swatches allow the user to compare different de-
signs simultaneously. This can improve their ability to
choose a design. For example, when comparing two de-
signs, the client may decide they prefer one design overall,
but with the door handles from another design. This real-
isation would be difficult to come to if only one design
could be seen at a time. Using several physical tools also
makes it easier to quickly flick through several different
designs in a more natural way than using a menu. Finally,
SAR Swatches adapt a device already in use in interior
design: the paint colour swatch. Kitchen swatches extend
this to storing several aspects of the design on a single
swatch.

SAR Swatches are interesting to consider because
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these tools are the first presented in this dissertation where
the primary role is to hold information, not manipulate el-
ements of the design. However, previewing a design on
the swatch can be considered as one task, loading a design
on the prototype as another, and saving the current design
to the swatch as a third task. Each swatch has a single
parameter: the kitchen design it is storing.

6.1.1 Generalising Swatches

Swatches solve the problem of loading and saving data
in a SAR environment in a way that is specifically suited
to the nature of SAR. Text input is difficult in large scale
SAR environments because there is no logical location for
a keyboard. However, for the kinds of industrial design
applications discussed in this dissertation, the data to be
saved is often visual in nature. Therefore, there is no need
for the user to enter filenames. Instead, they can access the
data in a visual manner. This is accomplished through the
use of PVT. The physical SAR Swatches are treated like
any other object in the SAR environment, and have virtual
information projected onto them. The user is able to refer
to and access data in a visual manner, and does not have
to concern themselves with text entry. This simplifies the
user interface by removing the keyboard, which may not
have a logical location in a SAR environment.

7 Modifying Finishes

The final use for BuildMyKitchen is to allow the client
and architect to modify one of the presets in order to ar-
rive at the final design. The client is able to select from
several options to customise the following aspects of the
design: materials (for surfaces such as benchtops, doors,
kickboard, and splashback) and fixture designs (such as
handles, power points, and taps).

There are of course infinite possible combinations of
features. However, at this stage of the design, the num-
ber of choices is deliberately limited by the architect. Just
like the kitchen presets, the designer makes available a set
of options that will work together, based on their design
experience. The client is able to customise their kitchen
based on a smaller number of choices, rather than allow-
ing every possible combination.

A Magic Touch metaphor is used for the modifying fin-
ishes tool, as this greatly simplifies the user interface. To
select different options, the user taps the surface of the
cabinet blank with the Stylus. The system cycles through
the choices one at a time. The process is exactly the same
for door handles and such. For these small items a se-
lectable region is defined around the projected texture. In
the case of a finish being replicated in more than one loca-
tion as with a handle, the system changes all occurrences
to match the selected style. For example there might be
different sizes of handles for different sized doors; there-
fore, the change would modify the style of all the handles
but with the correct sized handles for each occurrence.
This mode of selection is acceptable because the number
of choices is small. In the demonstration system between
five and ten options are loaded for each of the change-
able components. In addition, this task is fundamentally
exploratory in nature. The client is interested in experi-
menting with different designs, and does not need to load
specific finishes at this stage. However, if there were many
choices, an alternate system, such as a pie menu displayed
with a PIP could be employed.

Reusing the Stylus for BuildMyKitchen demonstrates
how the complexity of a physical-virtual tool depends
greatly on the application where it is used. Here, the tool is
used for a single task: changing a property of the kitchen.
This task has no attributes. While the single tool is used to
change all the properties of the kitchen design, the active

(a)

(b)

Figure 8: (a) A user changes the colour of the cabinet
doors using the stylus, (b) a finished kitchen design.

property is not an attribute of the tool. The property being
changed simply depends on what the user touches with the
Stylus.

8 Implementation

Our demonstration system is running on a standard desk-
top PC, with Nvidia Quadro FX 3800 graphics cards. The
environment is lit using four NEC NP510W projectors,
each with a resolution of 1280x800. All projectors were
mounted on the ceiling, approximately 3.5 metres above
the floor. One projector was centred on the cabinet blank,
pointing almost vertically down. This projector primarily
illuminated the cabinet top and SAR Swatches. The other
three projectors were arranged in a hemisphere around the
work area, pointing down at approximately 45◦, giving a
broad projection volume.

An eight camera Optitrack2 tracking system is used to
track the tools and cabinet blanks. BuildMyKitchen is
written in C++, on top of our in house developed SAR
software framework, using OpenGL.

9 Conclusions and Future Work

This paper has presented our work into using SAR for
kitchen design and interior architecture. We have de-
scribed our SAR design application, BuildMyKitchen,

2http://www.naturalpoint.com/optitrack/
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and how it improves the design process for both architects
and their clients. BuildMyKitchen features a PVT based
user interface. We have discussed PVT-based tools and
techniques developed for the application, and how they
can be generalized for use in other application domains.

In the future we would like to extend BuildMyKitchen
to allow functional analysis of kitchen layouts. For ex-
ample, showing the available storage space once appli-
ances, plumbing, and other components are in place. We
could also optimize the functional layout by highlighting
the predicted use of areas of the design, based on data
on the clients actual usage patterns. In addition to these
analysis tasks, we would also like to improve our graphics
system. This would allow accurate previews of lighting
configurations, based on models of actual light fittings.
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Abstract

Head-mounted displays (HMDs) are highly immersive
display devices which are increasingly targeted to-
wards consumer-level video games, E-learning, train-
ing and other forms of digital entertainment. Despite
the hardware now being available, quality factors —
particularly latency — are still issues in large part
due to consumer graphics hardware being tailored for
throughput instead of latency, and the expectation
of a nausea-free experience even on weak hardware.
In this paper we discuss the benefits and disadvan-
tages of using image warping as a means to improve
frame rate and latency in the context of consumer
applications. As part of this, we suggest two appro-
priate algorithms for performing the image warping.
These methods are compatible with other latency re-
duction strategies such as predictive tracking, and re-
quire minimal changes to conventional 3D rendering
processes. In addition, they are implemented purely
in software and are therefore suitable for use on ex-
isting consumer PCs and HMDs. Initial evaluations
indicate that artefacts from both warping algorithms
are minimally visible for typical environments.

Keywords: head-mounted display, latency reduction,
frame rate, image warping

1 Introduction

Today, there are many general consumer applications
where people interact with 3D virtual environments.
Video games, computer aided design, E-learning, on-
line virtual worlds, 3D mapping and navigation and
architectural walkthroughs are just some examples.
Additionally, more and more devices are becoming
capable of running these applications; what was pre-
viously only attainable using high-end desktop com-
puters is now possible on portable laptop comput-
ers, tablets and even mobile phones at remarkably
detailed visual quality.

What has changed little is the way which we view
these virtual environments. It is still almost univer-
sally done by showing a single rendered image on a
flat panel monitor that takes up a small portion of the
user’s visual field. This does not provide a very im-
mersive experience, and only recently have more im-
mersive display technologies started to become avail-
able at reasonable cost and quality. Stereoscopy is

Copyright c©2014, Australian Computer Society, Inc. This pa-
per appeared at the Fifteenth Australasian User Interface Con-
ference (AUIC 2014), Auckland, New Zealand. Conferences
in Research and Practice in Information Technology (CRPIT),
Vol. 150, Burkhard Wünsche and Stefan Marks, Ed. Reproduc-
tion for academic, not-for-profit purposes permitted provided
this text is included.

one such technology that has appeared in computer
monitors, television sets, handheld gaming consoles
and smartphones, however the need to wear special
3D glasses is a factor that has hindered the uptake of
the technology.

One of the more immersive classes of display are
head-mounted displays (HMDs). These are worn on
the user’s head and have the benefit of producing
stereoscopic 3D, taking up a large portion of the
user’s visual field and blocking out the real world.
Many types also have sensors to track their orienta-
tion and/or position, allowing the user to look around
the virtual environment with natural head motion.
Traditionally HMDs have been expensive, or of low
quality, and have therefore been limited to specialised
industrial, scientific, military and enthusiast audi-
ences. Recently however, some HMDs that are both
low cost and high quality have been designed for gen-
eral consumer use. A notable example is the Ocu-
lus Rift (Oculus VR, 2012) which has gained sup-
port from prolific virtual reality (VR) enthusiasts and
game developers (Oculus VR, 2013), despite being
pre-production hardware.

While adapting 3D applications to use sophisti-
cated VR displays is technically straightforward, cer-
tain quality and performance factors such as render-
ing latency and frame rate become significantly more
important for an acceptable user experience. This
necessitates tighter control of these factors than pre-
viously required in these applications. When coupled
with the fact that most consumers would assume that
the experience for sophisticated VR displays should
be at least as good as that of conventional displays,
there arises a need for methods to improve these qual-
ity factors beyond what is possible by using conven-
tional methods.

In this paper we discuss a frame rate and latency
enhancement technique based on image warping, and
how it may be applied to and adapted for these sorts
of applications. After exploring related work, we dis-
cuss the architecture of our image warping enhance-
ment and the benefits it provides. We then discuss
the characteristics of the enhancement with respect
to consumer applications.

2 Related Work

Since low latency and high frame rates can be so im-
portant for virtual reality systems, much work has
been performed over the years in an attempt to en-
hance them.

A universal way to compensate for any type of la-
tency is to use prediction. In the context of HMDs,
by predicting the position of the head at the time the
render frame will become visible, instead of the raw
sampled position, the average latency of head mo-

Proceedings of the Fifteenth Australasian User Interface Conference (AUIC2014), Auckland, New Zealand

47



tions can be reduced. Azuma and Bishop (1994) dis-
cuss several ways to predict head position and find it
can reduce the magnitude of tracking errors by 2–10
times.

One approach to provide optimal frame rates is to
guarantee that the time it takes to render a frame
is always less than the deadline for that frame being
scanned out to the display. Olano et al. (1995) dis-
cuss a method for achieving this for HMDs; using a
cluster of graphics processors to distribute computa-
tion. The authors also dynamically offset scan lines to
further reduce latency by compensating for the time
it takes to scan out an image to a CRT display. For
current consumer HMD systems this is impractical,
as the required cluster of graphics processors is very
uncommon, and modern consumer HMDs are LCD or
OLED based.

Kijima and Ojika (2002) develop the idea of shift-
ing scan lines by designing a modulator system that
is inserted between an LCD panel and the driving
circuitry. The modulator has a direct feed to the
predicted head position which bypasses additional
sources of latency. Since this process requires physi-
cal modification of the HMD, it is less suitable for use
on existing consumer HMDs, as it is unrealistic to ex-
pect average users to be able or willing to perform the
modification.

A third class of latency compensation techniques
has been researched that, like prediction, is able to be
implemented entirely through software. These tech-
niques are based on image warping, i.e. taking previ-
ously rendered views and modifying them to generate
new ones. Mark et al. (1997) discuss how this can be
utilised to improve general frame rates, and latency
when using a remote display. The authors, however,
do not provide an implementation of their system,
something that is accomplished in more recent work.

Smit et al. (2007) present and implement an ar-
chitecture for performing this warping. This is done
using dual GPUs, one for rendering the virtual envi-
ronment to produce what they call application frames,
and one for rendering warped display frames that are
then presented to the user. This architecture is tai-
lored for local VR systems, in particular fish-tank vir-
tual reality which combines stereoscopy with head-
coupled perspective. In their later work they improve
their architecture to reduce crosstalk with stereo shut-
ter glasses (Smit et al., 2008), adapt the system for
use on a single GPU (Smit et al., 2009), and explore
the quality and performance of different warping al-
gorithms.

In our own previous work (Peek et al., 2013) we
have implemented and tested a image warping archi-
tecture specifically designed for HMDs. Our user eval-
uation showed that image warping significantly im-
proves the smoothness of head tracking, and for most
users is indistinguishable from ideally fast rendering;
at least when head tracking is the only motion in the
scene.

3 Image Warping

We extend prior work by examining how the prac-
ticality of these techniques is affected by their use
in general applications, and with currently available
consumer-level hardware. This builds upon our pre-
vious work in this area and provides a more detailed
consideration of image warping in normal 3D applica-
tions. Within this paper, our reference scenario is an
interactive video game on desktop class PC hardware
using the Oculus Rift developer kit as the system
display, and a keyboard and mouse for input. This

is likely one of the major use cases for this wave of
HMDs, and it is complicated enough to surface the
issues we are looking for, while also allowing for some
generalisation to other hardware platforms and appli-
cations. Considering this problem domain, the follow-
ing points were considered especially important and
had a large influence on the process of our investiga-
tion.

3.1 Domain Requirements

The first restriction due to this sort of usage, is
that physical modification of computer hardware is
unattractive to the user, so any sort of enhancement
must be entirely software based. This rules out tech-
niques that involve modification of the HMD hard-
ware itself, such as the Reflex HMD proposed by Ki-
jima and Ojika (2002). Conversely, techniques based
on image warping via the GPU are practical in this
case as they are typically able to be run on any mod-
ern desktop GPU.

An extension to this restriction is that is cannot
be assumed that the user is willing or able to upgrade
their computer hardware, specifically their CPU or
GPU, in order to facilitate use of any enhancements.
Since a large proportion of typical users’ PCs have
only a single GPU, techniques that require multiple
GPUs (such as the work by Smit et al. (2007)) are
impractical unless they are able to be modified to
run on a single GPU (as in their later work (Smit
et al., 2009)). It may be noted however that while
many users have only a single dedicated GPU (dGPU),
most modern CPUs have an integrated GPU (iGPU)
that may be used in addition to the more powerful
dGPU. However, such iGPUs are significantly slower
(up to an order of magnitude), and so sophisticated
techniques may not run fast enough to produce any
improvement in latency or frame rate.

Furthermore, considering the range of PC configu-
rations in current use, a very large number have only
an iGPU as the sole graphics processor. In a July 2013
survey of desktop and laptop PCs used for gaming
(Valve Corporation, 2013), the most common graph-
ics processor was an iGPU (Intel HD 3000) and over
14% of systems had an iGPU as their only graphics
processor. Such systems pose an ambivalent target,
as while they have the most to gain from latency re-
duction and frame rate improvement, they are also
the most difficult ones to develop for due to their lim-
ited capacities. The consequence of this is that for
consumer applications, any enhancement technique
should be capable of running on even modest PC
hardware.

The last point of note concerns the structure of
the application that is to be enhanced. With HMDs
still being only a niche display type, it is unrealis-
tic to expect application developers to enact signifi-
cant changes to application architecture and render-
ing pipeline in order to implement an enhancement
currently useful to so few users. This is especially
true when considering its impact to development and
testing costs, or to the quality and performance of
conventional displays. The suitable response is to en-
sure that any proposed enhancement is compatible
with popular rendering models (such as forward and
deferred shading) with minimal changes, or even en-
tirely separable in the style of NVIDIAs 3D vision
(NVIDIA Corporation, 2013) or our own method for
head-coupled perspective (Li et al., 2012).
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3.2 Overview

This paper discusses how image warping, such as that
by Smit et al. (2007), may be implemented taking
into account these special requirements. We also tai-
lor our method specifically for HMDs, where previous
work (Smit et al., 2007) has targeted fish-tank virtual
reality (FTVR) systems. In this section we present
a high-level overview of our image warping enhance-
ment, how it would be added to a conventional HMD
software application, and two warping algorithms de-
signed for the problem domain.

The central idea behind image warping (as a
means to improve frame rate) is that for a rendered
frame, subsequent frames are visually very similar and
therefore may be extrapolated from the original frame
with acceptably small errors. Error-free reference
frames must still be regularly generated to prevent
errors accumulating over time, and to account for the
fact that only certain changes can be extrapolated by
warping. To structure this method, we use an archi-
tecture similar to that proposed by Smit et al. (2007),
in which the simulation and warping run concurrently
and at separate rates. The simulation generates sim-
ulation frames using conventional rendering as fast
as it can. At the same time, the warper takes the
most recently produced simulation frame and uses it
to generate a display frame at exactly the display’s re-
fresh rate: first by warping the simulation frame with
up-to-date head orientation, and then performing the
HMD lens correction. It is only the display frames
that are made visible to the user via the HMD. Ad-
ditionally, because HMDs are stereoscopic displays,
each simulation and display frame contains a left and
right eye view which are rendered and warped inde-
pendently.

This set-up is able to increase frame rate because
the generation of display frames is less computation-
ally expensive than simulation frames, and thus able
to be performed more frequently on the same PC
hardware. However, because image warping short-
ens the generation of individual display frames, but
requires the sequential generation of both simulation
and display frames, it reduces some forms of latency
while increasing others.

Basic image warping can only be used to extrap-
olate object and viewpoint motion between frames.
Other types of motion require auxiliary data to be
generated with each conventionally rendered frame.
The required data for each type of motion is as fol-
lows.

Viewpoint rotation only requires the rendered im-
age colour

Viewpoint translation requires the colour and
depth of each pixel in the rendered image

Object rotation & translation requires the
colour, depth and velocity of each pixel in the
rendered image

Different algorithms exist for performing the actual
image warp. This paper suggests and discusses two
appropriate methods for our target domain in Sec-
tions 3.4 & 3.5.

3.3 Benefits

To quantify the benefits of image warping, we must
compare how it relates to conventional rendering.
Here we briefly discuss what variables influence the
frame rate and latencies of these two rendering pro-
cesses. In addition to frame rate, the two types of la-
tency of interest are what we call tracking latency Lt
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Figure 2: The constituent parts of tracking and sim-
ulation latency in the conventional rendering process

and simulation latency Ls. Tracking latency specifi-
cally concerns HMDs in that it is the time delay be-
tween a rotation of the user’s head and the rendered
frame accounting for that rotation being visible to the
user. Simulation latency is the time delay between a
change in the simulation’s state (including response
to user input) and that new state being visible to
the user. Usage of HMDs is particularly sensitive to
tracking latency — an excess of which causes motion
sickness — while simulation latency is more accept-
able; but only to the extent that while in need not be
aggressively reduced, it should also not be needlessly
increased. In a GPU-bottlenecked conventional ren-
dering process, as visualised in Figure 2, frame rate
and latencies are given by the following equations.

Lt = Tso + Tbs + Tgs + Tl + Tv + Td (1)

Ls = Tbs + Tgs + Tl + Tv + Td (2)

frame rate =
1

Tgs
(3)

Using this rendering approach, frame rate and la-
tencies are typically improved by reducing scene and
shading complexity to indirectly control Tgs. Other
delays are either impossible to affect from software,
or have consequences from being changed.

The rendering pipeline modified for image warping
is shown in Figure 3 and results in new equations (4–
7) for frame rate and latencies

Lt = Tso + Tbw + Tgw + Tl + Tv + Td (4)

Ls = Tbs + Tgs + Tp + Tbw + Tgw + Tl + Tv + Td (5)

frame ratesingle GPU =
1 + r

r × Tgw + Tgs
(6)

frame ratedual GPU =
1

Tgw
(7)

where r is the number of display frames generated per
simulation frame.
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(a) Simulation frame (t0), rendered before head rotation

(b) Display frame (t1), result of warping the simulation frame after head rotation. Fringe
artefacts are evident in the top and right sides of the images, while a minor edge artefact is
visible on the right chair arm in the right-eye image

(c) Simulation frame (t2), rendered after no additional head rotation. It corrects the errors
introduced in the warped image

Figure 1: Example frame generation sequence, with an (unrealistically fast) head rotation to the upper-right.
The rotation occurs between the rendering of the first simulation frame and the first display frame
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Figure 3: The sources of latency in image warping for a dual GPU system. For a single GPU system, all
rendering work on the second GPU is shifted to the first and the cross-GPU transfer no longer exists

3.4 Reprojection Algorithm

The first warping algorithm we present is a repro-
jection of the rendered image as a textured screen-
aligned quad. Consider the following variant of the
matrix stack used to transform mesh vertices into
screen-space (used ubiquitously in conventional ren-
dering) for time t

~vt
′ = PHBM~v (8)

where P is the projection matrix, M is the
model/world matrix, and the view matrix (normally
V ) is split into the simulation controlled body matrix
B and the head coupled matrix H. The matrix to
reproject the transformed vertex ~vt

′ to its position at
time t + 1 is given by

R = PHt+1H
−1
t P−1 (9)

assuming there is no change in B or M . The full
process for this method of image warping is therefore

1. Sample the head position to obtain Ht

2. Render the scene conventionally to an off-screen
texture, using the transformation given in Equa-
tion 8

3. Sample the head position to obtain Ht+1

4. Render a quad mapped with the texture from
step 2, and aligned to the rear face of the screen-
space frustum to the back buffer, using the trans-
formation matrix given in Equation 9

5. Flip the back buffer to display the rendered quad
to the user

Since H is the only variable that is updated for
the warping, coupled head orientation and transla-
tions are the only types of motion enhanced by this

method. Changes to B are not considered in order
to fully decouple the warping from scene simulation,
although in future work it could be predicted. M is
likewise ignored due to being simulation controlled,
but is also per-object, making it significantly more
complicated to predict and store than B. It should
also be noted that because this method does not con-
sider frame depth information, the head translation
will be imperfectly warped, and objects will be dis-
torted as if their depth is the same as the distance
to the far clipping plane. The effect of this error is
discussed in detail in Section 4.5.

This warping method runs in constant time for
a given screen resolution, and is extremely fast as
it consists of just 4 vertices transformed by a single
matrix, and a single texture lookup per-pixel. This
makes it appropriate for use on low-end GPUs (par-
ticularly iGPUs) which are too slow to perform more
sophisticated warping algorithms.

3.5 Raytrace Algorithm

The second warping algorithm corrects for the trans-
lation error introduced in the reprojection method.
By utilising the depth buffer information that accom-
panies key frames, the distance to scene objects need
no longer be assumed constant. The disadvantage of
this is that the image warping can no longer be per-
formed by a forward texture lookup, and must resort
to a linear search through the frame to find the new
colour value. Forward lookup based methods such as
point splatting do exist (Smit et al., 2007), but ray-
tracing has attractive properties that will be discussed
in later sections.

Effectively, the core difference between the two al-
gorithms is that in reprojection, the simulation frame
is rendered as a flat quadrilateral, while under ray-
tracing it is rendered as a frustum-shaped height map.
To draw this height map, each pixel of the screen
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is treated as a ray that is cast into the screen and
through the height map. The colour of the height
map where the ray intersects with it is used to colour
the pixel for which the ray was generated.

To perform this intersection, firstly each ray’s start
and end point is created in screen-space, and then
transformed into the coordinate system of the height
map by multiplying by R−1 (from Equation 9). A ray-
plane intersection is then performed against planes
at the front and back of the height map’s coordi-
nate system to give texture coordinates for the start
UV start and end UV end of a linear search. The linear
search iterates across the depth values of the simula-
tion frame until it meets the following inequality.

sampledepth(i ∗UV start + (1− i) ∗UV end) ≤ i (10)

where 0 < i < 1 and represents the offset and depth
of the search, and nd is the number of pixels (and
hence number of samples tested) between UV start
and UV end. Once the inequality returns true, the
colour at the successful UV coordinate is returned as
the result of the raycast.

This technique’s runtime is proportional to the
amount of translation of the viewing position. This
is because the amount of translation directly affects
how separated the start and end points are of the lin-
ear search, which subsequently dictates the number of
depth samples (nd) needed: the major performance
cost of this method. Another variable that controls
nd is the near clipping distance, which is normally
recommended to be made as large as possible to pre-
vent Z-fighting. The positive side of this is that for
no translation, no depth lookups are required, giving
comparable performance to reprojection. The average
number of texture samples needed is approximated by

nd ∝
translation

clipnear
(11)

assuming clipfar � clipnear.

4 Results & Discussion

The major contribution of this paper is the consid-
eration of how real-world factors influence the prac-
ticality of these frame rate and latency enhancement
methods. This section contains the discussion of these
factors.

4.1 Required Program Modifications

One of the factors influencing the practicality of image
warping is the extent to which it requires changes
to the architecture of a piece of software in order to
accommodate the enhancement. What’s desirable is
requiring few changes to the conventional rendering
process, as well as being compatible with a large range
of lighting and shading techniques.

In this regard both methods perform extremely
well. Both methods attach to the very end of the
rendering process, making the integration point be-
tween the simulation software and the enhancement
very small. The only process change is that the final
rendered image frame is stored in an off-screen tex-
ture, rather than the back-buffer of the swap-chain.
For reprojection, this is the only technical require-
ment, while for raytracing, there is the additional re-
quirement that the depth buffer must also present
alongside the off-screen texture and with valid data.

While depth buffers are ubiquitously used, some
programs render the scene as multiple layers to

improve Z precision, clearing the depth buffer in-
between rendering layers. This is incompatible with
the raytracing algorithm, as it expects objects to have
correct depth information. This does however have
the benefit of preventing excessive use of this optimi-
sation, which can cause incorrect occlusion where lay-
ers overlap, something barely noticeable on conven-
tional displays, but quite distracting on stereoscopic
displays (including HMDs).

While the requirement of a motion-field buffer
would allow simulation motion smoothing (Smit
et al., 2007), this would require a large step-up in
the intrusiveness of the enhancement which is one of
the reasons it was not considered in this paper.

4.2 Head Rotation and Translation

The image warping enhancement described in this pa-
per is concerned with improving frame rate and la-
tency specifically for head tracking. Furthermore, of
the two components of tracked head motion, orien-
tation and translation, orientation is strongly priori-
tised over translation. The reasons for this are three-
fold.

Firstly, we consider coupled head orientation to be
the major immersion factor for HMDs, as it is what
allows the user to naturally look around the virtual
environment.

Secondly, it is the latency in orientation tracking
that primarily causes motion sickness: by making the
world appear to wobble, roll and lag with fast head
movement, and by preventing the vestibulo-ocular re-
flex from correctly stabilising the user’s view of the
scene.

Lastly, the reference HMD (Oculus Rift developer
kit) only contains an orientation tracking system, and
none for positional tracking. This means that any
translation in the viewpoint caused by this tracking is
purely from correcting the rotation to revolve around
the user’s neck, and not around the midpoint of the
user’s eyes. This produced translation is quite small,
and so becomes negligible compared to changes in ori-
entation.

Another point of consideration is the instanta-
neous angular velocity of head rotation. This is im-
portant as the size of certain types of artefacts (Sect.
4.3 & 4.4), the performance of the raytrace algorithm
(Sect. 3.5), and sample-and-hold blurring (Sect. 4.7)
all depend on this velocity. The details of this re-
lationship are discussed in the relevant sections, but
in general, the slower the head rotation the better.
This turns out to be ideal regarding actual usage, as
our experience suggests long periods of small or no
rotation, with occasional bursts of medium speed ro-
tation. Rapid rotation is rare, and even suppressed
due to the weight and inertia of the HMD.

4.3 Fringe Artefacts

The major visible artefact caused by image warping
with HMDs is holes around the edges of the screen,
what we call fringe artefacts. This is caused by rota-
tion of the viewpoint, which results in sampling be-
yond the limits of usable data around the edge in the
direction of rotation. Raytracing naturally fills these
holes, while reprojection can be trivially adapted to
fill them in the same manner: by transforming the
texture coordinates of the quad’s vertices by R instead
of their positions. Both of these work by clamping
the sampled texture coordinates to stay within the
bounds of valid data, effectively stretching the edges
of the key frame over the holes.
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(a) Fringe error caused by
warp; the red line separates the
valid image data and the error

(b) How the frame would look
if rendered without artefacts

Figure 4: Example of a fringe artefact, with compar-
ison to an error-free rendering

Since these artefacts always appear at the edges of
the screen, and due to the large field-of-view provided
by the evaluated HMD, these artefacts typically ap-
pear in the user’s peripheral vision. Peripheral vision
is more sensitive to motion than the rest of the field-
of-view, which may emphasise the flickering caused
by the artefacts rapidly appearing and disappearing
as they are corrected. Peripheral visual acuity is how-
ever worse than central vision (foveal), and the ge-
ometry of the Oculus Rift lenses prevents the user
from looking directly at objects in the periphery of
the HMD, meaning fringe artefacts are very difficult
to directly observe.

In addition, HMD rendering is frequently designed
to allow for rendering beyond the normal edges of the
display. This is done to compensate for a shrinking of
the rendered image due to lens distortion correction.
This can be reused as-is to hide fringe artefacts by
pushing them further off the sides of the display, at
the cost of increasing Tgs due to rendering more pixels
than are visible.

4.4 Edge Artefacts

When translating the viewpoint position using the
raytrace algorithm, near objects will be shifted by the
warp more than distant objects. Where depth in the
scene changes suddenly, such as when a near object
occludes a far object, the two objects may be warped
away from each other creating a visible artefact along
the edge between them. Because our raytracing algo-
rithm treats the height map as continuous, these arte-
facts do not appear as holes, but rather as a stretching
of the colour at the edge.

The algorithm may be trivially adapted to stretch
image data across the gap in one of two ways. The
first approach fills the gap using the farther side of the
edge, while the second approach is a linear interpola-
tion of the near and far sides. The benefit of the first
method is that it more realistically handles object oc-
clusions, which are the most common cause of edge
artefacts, albeit at the expense of being incapable of
handling multisampled anti-aliasing. The linear inter-
polation approach removes this incompatibility, but
at the cost of having less realistic fill appearance. A
comparison of the the two filling methods can be seen
in Figures 5c & 5d.

The size of edge artefacts is directly related to the
amount of coupled head translation, which is in turn
related to the velocity of head rotation (Sect. 4.2),
and to the ratio of the object depths as given by Equa-

(a) Simulation frame (b) Display frame made by
warping the simulation frame;
missing data causes visible hole

(c) Hole filled using far edge (d) Hole filled by interpolating
between both near and far edges

Figure 5: Example of an edge artefact caused by
moving the viewpoint to the right, as well as the two
filling methods that could be used to mask it

tion 12.

error ∝ translation×
(
distancefar − distancenear
distancefar × distancenear

)
(12)

From this equation, it can be seen that as the ob-
jects get farther away, or closer together, the error
approaches zero. Slow head rotation, coupled with
objects at reasonably far distance and frequent key
frame generation all serve to minimise the visibility of
edge artefacts. Due to the many variables involved in
their size and contrast, it is difficult to give exact val-
ues for these variables beyond which these artefacts
become negligible; however the presence of sample-
and-hold blurring significantly reduces their visibility,
which is discussed in Section 4.7.

4.5 Translation Errors in Reprojection

It was mentioned within the description of the repro-
jection algorithm, that while the method attempts to
correct for viewpoint translations, it is unable to do so
without error due to ignoring depth information. The
effect of this is that translation is under-compensated
for near objects, but approximately correct for far ob-
jects. The amount of error can be determined through
Equation 12 where distancenear is the distance to the
object, and distancefar is the distance to the far clip
plane. The appearance of this error is that, during
head rotation, nearby objects jerk slightly in the op-
posite direction of the rotation.

Considering the points discussed in Section 4.2
along with the fact that for typical virtual environ-
ments most objects are at reasonable distances, the
visibility of these errors is quite small.
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4.6 Head-coupled Scene Objects

One of the major assumptions of these image warping
methods is that no scene objects are coupled to the
head position or orientation. Unfortunately there are
a few common scenarios that violate this assumption.
The most common examples of this are the head-up
display and other types of 2D user interfaces. These
are drawn at fixed positions on-screen and so may
be modelled as scene objects coupled to the camera’s
position. Examples of other common coupled 3D ob-
jects are parts of the player’s avatar, particularly the
hands and held objects.

The violation in the warping model occurs because
these types of objects are not transformed by a matrix
stack of the form given by Equation 8. The visible
effect of this is that these objects will judder in the
direction of any head motion, instead of remaining
stationary (relative to the user’s head).

The simplest solution to this problem is to avoid
using these types of head-coupled objects. Some video
games already follow this model and do not show any
2D HUD, and opt to display the equivalent informa-
tion entirely using in-game objects.

Another option is to shift the rendering of head-
coupled objects themselves into the warping pass.
There are three main disadvantage to this. It deterio-
rates the performance of the warping pass due to the
increase in rendering complexity, although not signif-
icantly as most HUDs tend to be reasonably simple.
It more tightly couples the warping pass to the sim-
ulation logic, making it more difficult to run them at
independent rates. And finally it increases the intru-
siveness of the enhancement by requiring more deep
changes to the conventional rendering process.

A middle ground could be to modify the warp-
ing methods to detect head-coupled objects and then
avoid warping them. This would require some way
to differentiate between head-coupled and normal ob-
jects. Since head-coupled objects are typically ren-
dered in front of all other scene objects, a simple solu-
tion would be to apply a threshold to the depth buffer,
where objects below the threshold are not warped,
while those behind are. While this is trivial to imple-
ment, it does introduce edge and transparency arte-
facts which, due to the great difference in depth be-
tween HUD and scene, would be significantly more
visible than their manifestations in ordinary scene ob-
jects.

4.7 Sample-and-hold Blurring

One of the most interesting factors that deserves at-
tention is a blurring effect due to the finite frame rate
and sample-and-hold nature of the HMDs display.
This appears as a linear blur during head rotation
when fixated on a stationary point in the scene. While
a similar blur also occurs when fixated on moving ob-
jects, whether on a conventional monitor or HMD,
it is how the blur caused by head rotation interacts
with and masks warping artefacts that is of particular
interest.

The reason this occurs is that while the vestibulo-
ocular reflex causes continuous tracking of the object
on the display, the motion of the object on the display
itself occurs in discrete steps. This means that the
focused image of the object follows a rapid saw-tooth
pattern across the surface of the retina, causing it to
be perceived as blurred since it moves faster than the
threshold of persistence of vision.

It has been noted previously that many types
of artefacts depend on head translation, and subse-
quently head rotation. Because the size of this blur

also depends on the amount of head rotation, it will
naturally mask these artefacts by blurring them by
an amount directly proportional to their size. We
find the size of this blur effect due to head rotation
to be approximated by the following equation

blur width =
ω

frame rate
(13)

where ω is the angular velocity of the user’s head in
radians per second, and blur width is the visual angle
of the perceived blur in radians.

The blur is itself a visual artefact however, albeit
one that cannot be reduced much using software. The
blur can be minimised by ensuring that the tracking
frame rate is at least equal to the display’s refresh
rate, 60Hz in the case of the Oculus Rift. Other-
wise the blur may only be reduced though redesigning
the HMD hardware to support a higher refresh rate,
and/or strobe its image.

5 Future Work

While the raytrace warp (Sect. 3.5) has fast per-
formance for minimal head movement, the fact that
performance deteriorates linearly with the speed of
head motion makes the method unusable on low and
mid-range hardware. It does not help that the ma-
jor performance cost is texture bandwidth, which is
particularly limited on iGPUs as it must be shared
with the CPU. Therefore more work is needed to ei-
ther optimise this algorithm, or to find another of
better performance characteristics that supplements
the reprojection algorithm as a higher quality warp-
ing method for faster systems.

Another issue with the proposed enhancement ar-
chitecture is timing issues caused by GPU command
buffering. In order to avoid excessive user-space to
kernel mode switches on the CPU, and to prevent
the GPU from stalling with no work to do, consumer
GPU drivers and hardware will buffer rendering com-
mands. This helps to improve throughput at the ex-
pense of latency. This is preferable on conventional
display types which are latency-insensitive, but highly
undesirable for VR systems such as HMDs which are
not. This causes further issues on a single GPU sys-
tem where the concurrent simulation and warping
logic interleave their rendering commands, making
controlling the timing of them very difficult. Future
work is needed to find ways to avoid command buffer-
ing during the generation of display frames (while
it remains acceptable for simulation frames), which
might be possible though finding a way to give higher
priority to warping commands and by manually flush-
ing the command buffers.

In this paper we have given a technical discussion
on the perception of the benefits and artefacts of the
warping algorithms, and personal experience supports
our conclusions. However, a proper user study is re-
quired to ensure the proposed enhancements really do
give a better user experience with actual users and in
representative applications.

The last major point in need of further attention
is the practicality of the proposed enhancements as
injectable algorithms. Since the enhancement is so
minimally intrusive, it might be possible to modify
it so that it can be retroactively applied to existing
HMD applications in the vein of NVIDIAs 3D Vi-
sion (NVIDIA Corporation, 2013) or our method for
conversion of desktop VR to support head-coupled
perspective (Li et al., 2012).
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6 Conclusion

We have presented and discussed the use of and image
warping based enhancement for improving frame rate
and head tracking latency, that is appropriate for use
with consumer HMDs (particularly the Oculus Rift)
and applications.

Two algorithms are suggested for performing the
actual warping, one based on reprojection and the
other on raytracing, that are suitable for use in PC
systems with either one or two GPUs, and of vari-
able processing power. The reprojection algorithm
has the constant performance of rendering a single
textured quad, as does the raytracing method for
slow head rotations, although the raytracing com-
putation cost increases linearly with head rotation
speed. These warping methods exploit properties of
real-world HMD usage such as minimal head trans-
lation and require only small changes to the conven-
tional rendering process for HMDs.

Furthermore, we have described two types of er-
ror that are visible at the edges of the display and
along object edges during head motion, and how the
sample-and-hold nature of HMD displays produces a
blur which helps to mask them.

Lastly we believe this type of enhancement in their
current form should prove valuable for improving user
experience in many consumer HMD applications, and
even more with the suggested slight modifications.
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Abstract 
Drawing on Kendon’s F-formation framework 
of social interaction, we analysed the game-
space activity of collocated players engaged in a 
tangible multiplayer game. Game input from 
groups of 3 players interacting competitively in 
a natural spatial arrangement via balance-boards 
requiring whole-body movements was logged 
and analysed quantitatively. The spatial analysis 
of a range of players’ activities in game-space 
revealed synergistic effects combining 
perceptual-motor factors with game-strategy 
behaviour which were reflected in preferred 
game-board playing regions. The findings 
illustrate the importance for HCI designers of 
considering interactions between human spatial 
behaviour, physical space and virtual game-
space as games become increasingly embodied 
and social.. 
Keywords: Game analytics, tangible, embodied, 
multiplayer, digital game, collocation, F-
formation, spatial analysis. 

1 Introduction 
Tangible multiplayer games are well-

established and popular. Successful commercial 
interfaces of the genre are the Nintendo Wii 
gaming console played with the Wiimote and 
Nunchuck, and Microsoft’s ReacTable played 
with tokens. Games played with these interfaces 
are embodied through the use of physical 
objects to interact with digital content. The 
games are physically engaging because the 
players’ movements determine the game-play, 
and they make for rich social interaction 

                                                
Copyright © 2014, Australian Computer Society, Inc.  This 
paper appeared at the Fifteen Australasian User Interface 
Conference (AUIC2014), Auckland, New Zealand. Conferences 
in Research and Practice in Information Technology (CRPIT), 
Vol. 150. Burkhard Wuensche and Stefan Marks, Eds. 
Reproduction for academic, not-for-profit purposes permitted 
provided this text is included. 

because the players are collocated and the 
tangible interaction design includes both 
perceptual and motor elements (Djajadiningrat, 
Overbeeke & Wensveen, 2004). An important 
feature of tangible interaction is the direct 
engagement with tangible, non-digital artefacts 
through object-specific manipulations, which 
may involve the entire body (Hornecker, 2005). 
While the degrees of embodiment and social 
interaction vary depending on the design of the 
interaction and the nature of the game, players 
share themselves through physical expression, 
context and space (Buur, Jensen & 
Djajadiningrat, 2004). 

Typically, designers of games with these 
interfaces focus the design on the virtual space 
while the structure of the physical environment 
is less-considered from the point of view of 
creating a game experience that seamlessly 
connects physical with virtual space to form a 
true hybrid (combined virtual and physical) 
space. In our research, we are interested in 
better understanding spatial aspects of play-
areas and how they can be configured so that 
physical and virtual spaces come together in a 
tangible interaction experience for players. 
Based on this research interest, we designed a 
multiplayer game that exploits spatial 
relationships through players’ position and 
orientation in the interface and the physical 
dimensionality of board games in the gameplay. 
In the design of the game, we utilised a prin- 
cipled approach by incorporating natural spatial 
patterns formed in social encounters, which we 
shall describe further in section 1.2. We also 
drew on culturally familiar gaming contexts, to 
maximise a player’s presence and physical 
engagement.  

We opted to design our own game for the 
purpose of creating a research platform rather 
than modifying an existing game because our 
approach is equally inclusive of digital 
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technologies and social elements that are 
spatially-determined (as in traditional, non-
digital play and games, e.g. street or board 
games). While current game consoles such as 
the Wii still closely adhere to the spatial layout 
of conventional computer setups where the user 
faces the screen during the interaction, future 
collocated gaming will continue to develop 
towards spatial arrangements in which players 
are oriented towards each other during 
gameplay (e.g. Microsoft’s holodeck gaming 
experience). Our research anticipates these 
future developments. 

The focus of this paper is on the study of the 
players' interaction and spatial relations.  

1.1 Related Literature 
Not only games benefit from collocated 

tangible interfaces with embodied interaction, 
they are also found across many applications in 
HCI (Hornecker, 2005), particularly for tasks 
that encompass collaborative learning and 
designing. Spatial relationships, though, have 
mostly been considered in context-aware 
computing where space factors into the design 
of applications for devices reacting to a 
situational change (e.g. Schnädelbach, 2012). 
Even proxemic interaction mostly concerns 
itself with sensing proximity and the triggering 
of connectivity switches (e.g. Ballendat et al., 
2010). To-date, the challenge with these 
applications for researchers has been the 
hardware design - the social dynamics of 
contexts in which spatial relationships are 
expanded into hybrid space is typically not 
explored. 

On the other hand, researchers who have 
empirically studied tangible interaction spaces 
and games have mostly focussed on teasing out 
the performance benefits of tangible interfaces 
and applications by comparing them to more 
conventional GUIs. These investigations have 
demonstrated that spatial cognition is enhanced, 
specifically in collaborative tasks where 
tangible interfaces promote the discovery of 
spatial relations between virtual 3D objects 
(Maher & Kim, 2006), and that physical 
gestures are signals that improve 
communication among players (Speelpenning et 
al., 2011). A study of Wii players showed that 
players actively construct spatial awareness of 
each other by announcing their position in 
game-space (Voida et al., 2010). Yet, these 

studies do not reveal much about the 
relationships between physical movement, 
collocation, and the spatiality of hybrid spaces. 
Our study aims to address those issues. Sim-
Suite, the game we designed, combines 
movement-based collocated gameplay with the 
natural spatial arrangement of social encounters 
(Kendon, 1990) - one in which players are 
aware of their co-players’ presence and actions 
(i.e. co-players are within a player’s arc of 
peripheral visual attention). 

1.2 Natural Arrangement of Player Positions 
Kendon (1990) studied how two or more 

people arrange themselves casually, when 
meeting in public spaces - “focussed 
encounters” in his terms. His investigations 
showed that people cooperate with each other to 
physically maintain a space between them to 
which all participants have direct and exclusive 
access, a space he describes as a “joint 
transactional space”. Kendon noticed that there 
are two basic configurations of two-person 
interaction, and that these configurations repeat 
themselves when more than two people meet up 
in a focussed encounter. One configuration 
positions two people face-to-face and frontally 
across from each other, the other is when two 
people are arranged in a right angle to each 
other, in an L-shaped configuration. Both 
configurations come together in a three-person 
focussed encounter that Kendon called the F-
formation system. In the structure of the F-
formation system, Kendon identified three kinds 
of functional spaces (Fig 1): the o-space, or 
joint transactional space, is the central space 
between individuals where they establish 
systematic relations in those aspects of their 
behaviour that maintains the o-space. 
Surrounding the o-space is a narrower, intimate 
space called p-space where individual bodies 
and personal belongings are located. 
Newcomers must receive permission to enter 
the p-space because it requires all other 
participants to adjust their spacing. Beyond the 
p-space is the r-space, a kind of buffer space, 
which is actively monitored by the participants 
and non-participants (passers-by, for example). 
It is also where others may wait to gain entry 
into the p-space. 

F-formations have been used to analyse, inter 
alia, spatial patterns of interaction in real-world 
physical environments (Marshall et al., 2011), 
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virtual environments (Nguyen & Wachsmuth, 
2011) and blended reality contexts (Dim & 
Kuflik, 2013). F-space conceptualisations have 
been applied to non-competitive tasks and 
social interactions. In our research, we focus on 
the F-formation system’s physical component - 
the natural positioning and orientation of 
persons - to support the conceptualisation of the 
game design. We then study the gameplay in 
relation to the players’ natural positioning in the 
game and Kendon’s associated psychological 
meaning of cooperative and competitive 
engagement.  

In our game design, we therefore emphasise 
the concept of embodied facilitation from the 
perspective of real-world physical structure (the 
player arrangement) and full-body movement to 
engage with the digital content (Hornecker, 
2005). Kendon (1990), drawing on Cook 
(1970), describes how, in two-person 
interactions, face-to-face configurations are 
preferred for competitive interactions whereas 
L-shaped configurations are associated with 
cooperative interactions. In the game we 
designed, player positions and their orientation 
to each other reflect the F-formation (Fig. 1). 
Game outcome predictions are made on the 
basis of this arrangement (Aim, section 3.1.2). 

 

 
Figure 1: Kendon's F-formation system 

2 The Tangible Game - Sim-Suite 
Sim-Suite is a tangible game, designed as an 

installation with traditional and digital 
materials. It was conceived as cooperative 
group interaction that draws for its movement 
elements on street games and full-body play, 
and is for that reason more closely related to 
those games than to video games. It has three 
playing stations. Each station is associated with 
a unique token and is fitted with a balance-
board on which the players move to play the 
game. Players move their tokens across fields 

on the virtual board via postural movements 
forward, backward, left and right on their 
balance-board. Balance-board movement is 
captured via infra-red sensors and transmitted to 
a Phidget interface and forms the input to a 
game created in Java. The playing stations are 
embedded in a platform that also houses a large 
LCD screen panel. The screen is centrally 
placed between the players, in a horizontal 
position, just below foot level. Players observe 
the screen via a window into the platform (Fig. 
2). Each player has an equivalent view of the 
game graphics irrespective of which playing 
station she is using. A more detailed description 
of the game and its construction can be found in 
Jungmann & Fitzpatrick (2009). 

 

 
Figure 2: Participants playing Sim-Suite  

2.1 Game-play in Brief 
The game is played with three types of virtual 

token (Fig. 3) that are placed onto a game-board 
consisting of a 10 X 10 array of fields. The 
game is played over a series of timed rounds. 
New rounds continue until one player wins the 
game by building a 5-token cruciform pattern 
using her tokens. At the start of each round a 
player’s token is placed on a field at a quasi-
random starting position on the board. The term 
‘quasi-random’ is used because the game 
software employs an algorithm that maximises 
the distance of the start position from tokens of 
the same kind placed by the player in preceding 
rounds. 

The tokens differentiated by shape and 
colour. Each playing station is associated with a 
token shape and colour (Fig. 3). A green circle 
is used by the centre player, a blue square for 
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the player to the left of the centre, and a red 
triangle for the player to right of the centre 
position. The gameplay requires coordinating 
physical movement with strategic decisions of 
where to place the token on the game-board. A 
player wins a game when she is the first person 
to score two points and achieve the game 
objective. The objective is to create cruciform 
pattern by placing 5 tokens next to each other. 
Players navigate by ‘teetering’ on the balance-
board leaning forward, backward, left and right. 
Over the course of the timed, consecutive 
rounds a player builds up her cruciform unless 
she chooses to use her token to block an 
opponent player; or because her token ‘flies off’ 
(i.e. she loses the token by failing to 
continuously move on the balance-board), or 
because she does not settle her token on an 
unoccupied field. To ‘settle’ her token on a field 
(i.e. occupy it) she must be in place on the field 
when the countdown timer ends the round. Note 
that players must devise an idiocratic manner of 
moving or teetering on the balance-board to 
‘claim’ a field with their token. Static standing 
causes a time-out after two seconds and the 
virtual token flies off the game-board. 
 

 
Figure 3: Spatial game-layout with tokens 
 
Three players play simultaneously and must 

coordinate their actions with each other as well 
as with the virtual artefacts of the game. The 
players must also track the game-play of two 
opponents. The game’s complexity emerges 
from the combination of physical movements 

and visually tracking multiple perceptual 
targets. 

2.1.1 The role of Kendon’s transactional space 
The space between the players which is 

occupied by the virtual game-board represents 
Kendon’s o-space, or joint transactional space. 
It is utilised for token movements and game-
events, which are designed to create feedback 
loops to the p-space (the zone which is adjacent 
to the o-space) where players articulate 
expressive movements on the balance-board to 
animate tokens and navigate the events in the o-
space. The r-space is where the audience 
assembles, to watch and cheer, and from which 
they can step up onto one of the balance-boards 
to play the game. 
 

3 Method 

3.1 System Instrumentation, Data Logging and 
Derivation of Measures 

Gameplay metrics and user-metrics (Drachen & 
Schubert, 2013) in the form of balance-board 
movements, token placements, token movement 
paths across fields, and fields occupied by 
players were derived from raw data logs. The 
raw data was captured at millisecond resolution 
from both the game software and balance-board 
sensors. We also derived metrics of players’ 
interactions with each other. These consisted of 
players’ reciprocal interactions of offensive and 
defensive play, in which players respond to 
other players’ actions on the game-board by 
using their tokens and the available interaction 
mechanisms. By offensive play we mean that 
players are placing their tokens in strategic 
positions for the construction of the cruciform 
token pattern that fulfils the game objective. 
Defensive play entails blocking each other and 
finding techniques to prevent other players from 
completing the winning token pattern. 
Instrumenting the game has a key advantage 
compared to audio-visual recordings that would 
have been intrusive to players, and which are 
difficult to transcribe accurately. Our data 
logging and game analytics approach did not 
intrude upon participants’ engagement in the 
busy, authentic and ambient festival settings in 
which data were collected. In our approach to 
the study of physical player interaction, we 
draw on a methodology that was applied in 
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obtaining player social interaction data in a 
massively multiplayer online game 
(MMORPG). Ducheneaut & More (2004) 
studied anonymous online players in two 
locations in the game ‘Star War Galaxies’. The 
researchers logged the real-time content that 
players posted in public chat boxes at specific 
locations in the game. Once the data was 
obtained, they devised a custom-made parser 
and proceeded in several detailed steps to 
extract patterns of information via quantitative 
analysis. We utilised a similar approach to the 
study of social interaction in our purpose-
designed game, yet we focus on physical player 
behaviour by logging the sensor values that are 
coupled to the game-mechanics and generated 
through the movements of the balance-boards.  

 

 
Figure 3: Sim-Suite’s virtual game-board 
with the dashboard partially visible. The 
square (blue) player’s almost completed 

cruciform has been blocked by (green) circle 
player. Tokens are highlighted white when 
placed by the system at round beginning. 

3.1.1 Data Sample 
Data were collected ‘in the wild’ from nearly 

400 players at a number of digital media, music 
and science festivals in the UK. Participants 
played anonymously and they experienced the 
installation as part of the festivals’ activities. 
The players’ ages ranged from 10 to 60 years. 
Player triads were formed on an ad hoc basis 
and were comprised of all gender-mix 
permutations (i.e. all female players, all male 
players and mixed groups). At all times during 
each exhibition of Sim-Suite one of the authors 
(MJ) was present to administer the installation. 
This was required for setting-up the installation 

and for ensuring that it ran smoothly. Informal 
observations suggested that very few 
participants played repeat games. Player 
turnover was high in the busy and crowded 
festival settings. 
Seventy-eight games were analysed. The 
criteria for selecting games for analysis were, 1. 
completed games with a definite winner; and, 2. 
games with at least seven rounds. The number 
of rounds in a game ranged from 7 to 24 (mean 
= 10.1 rpg). Average round duration was 
approximately 20 to 24 seconds. Short games 
(i.e. fewer than 7 rpg) were excluded from 
analysis because when viewed using a game 
replayer program, they seemed to be associated 
with players’ casual experimentation and did 
not contain significant sequences of engaged 3-
player interaction. 

3.1.2 Aim 
The aim was to investigate how players 

interacted in terms of joint spatial play actions 
and patterns in the shared game-space. 
Adopting a spatial game analytics approach 
(Drachen & Schubert, 2013), we aimed to 
examine the effects of player positions (F-
formations) upon spatial patterns of play, 
considering players’ relative positions with 
respect to each other and the game-board. On 
the basis of Kendon’s F-formation framework, 
we wished to investigate whether circle player, 
the player at the central position of the triad, 
would be disadvantaged in form of game 
outcomes. Circle player is orthogonally aligned 
to the other two players forming two L-shaped 
configurations with them. We hypothesised 
from the F-formation framework that circle 
player’s cooperative positioning in Sim-Suite’s 
competitive game would disadvantage circle in 
relation to the other two players, whose face-to-
face positioning supports competitive contexts 
(Fig.1). 

3.2 Analyses 
Win rates were unequal across players: Circle 

= 28 games won, Triangle = 32, Square=18. 
This was unexpected since our prediction was 
that circle player would be the outlier in terms 
of game win or loss rate. To follow-up, we 
looked at the relationship between a player’s F-
formation position and game strategies. A 
potential artefactual explanation was the 
possibility that square player’s balance-board 
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was less responsive than those of the other 
players. However the average movement rates 
over fields per round were comparable 
(respectively 9.8; 9.3 and 8.9 for circle, triangle 
and square), there was no evidence of defective 
operation. 

Next, players’ spatial play patterns on the 
game-board were characterised in terms of 
game ‘state’ sequences. For parsimony, the 
game-board size was reduced from a 10 x 10 
grid of fields to quadrants (quads) each 
consisting of 25 fields (numbered 1-4, Fig. 2a). 
The quads’ area was not arbitrarily chosen it 
was selected because it corresponds 
(approximately) to the ‘useful field of view’ of 
15-20 degrees of subtended visual arc from the 
balance-board playing position. This is 
approximately the maximum area that a person 
can visually attend to in detail at any single 
point in time (Yokoi et al, 2006; Green & 
Bavelier, 2003). 
 

 
Figure 4: Game-board indicating the four 

quads used in the analysis.  

Players’ moves on the game-board occurred 
at different rates e.g. one player might be 
stationary and attempting to occupy a field 
whereas her co-players are moving (usually at 
different rates) in other parts of the game-board. 
Quad states are ‘snapshots’ of tokens placed 
within the quad division over the course of a 
round. Quad states were searched for using a 
computer program that identified states in 
which all 3 players occupied fields within a 
constrained time-band (<1 sec.). Approximately 
3 quad states across all rounds of 78 games 
were sampled (2235 quad states in total). 

 

4 Results 
A 3 row by 4 column table was computed 

with the cells containing the frequency of field 
moves by each of the 3 tokens (players) in each 
of the 4 game-board quadrants. Field move 
activity differed across the 4 quads as a function 
of player’s position (X2=56.2, df=6, p<.0001). 
The stacked column graph in Fig. 5 shows the 
trends. Player position (token) is associated 
with different quad field move and occupancy 
frequencies. Triangle player is more active in 
quad 2 than in the other quads, circle in quads 3 
and 4, and square in quads 1 and 3. 

 

 
Figure 5: Proportion of game-board field 

activity in each quad for each player (token). 
Further analyses identified three basic 

patterns of quad activity (Fig. 6). State 1 (S1) 
occurred when all 3 players were collocated in 
the same quad (which could be quad one, two, 
three or four, see Fig. 4). In State 2 (S2), two 
players were collocated in one quad with the 
third in a different quad. In State 3 (S3) each of 
the 3 players was active in a different quad. 
Players rarely all play in the same quadrant and 
tend to avoid such crowding. Of the various 
possible S2 sub-configurations, each token was 
equally likely to be the player in the different 
quad (circle 18.6%; triangle 18.7% and square 
17.6%). 

A closer look at S2 sub-patterns revealed that 
circle showed a marked tendency to play in 
either quad 3 or 4 when the other players were 
in quad 1, compared to the other permutations 
of S2 quad arrangement. In S2, triangle 
markedly favoured quad 2 when the other 
tokens are in quads 3 or 4. There was also a 
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marked tendency for square to be active in quad 
1 when the other two tokens are in quad 3. 

Hence each player seemed to seek out 
different ‘sociofugal’ spaces (Sommer, 1967) 
in which they could evade the other players. 

In S3 states, each token is active in a different 
quad. The most frequently occurring 
configuration for this play state was for circle in 
quad 4, square in quad 3, and triangle in quad 2 
(6.5% of S3 states). Twenty-four different S3 
configurations were observed. The 10 most 
frequent configurations accounted for 51% of 
S3 states. Within these, circle was most 
frequently active in quads 3 or 4, (70%), square 
in quads 1 or 3 (70%) and triangle in quad 2 
(50% cf quad 1, 20%; quad 3, 20%; quad 4, 
10%). 

When considered from each player’s 
egocentric play perspective the S2 and S3 
patterns show consistent trends (described 
below). 

We also examined the quads in which 
winning cruciform patterns were built. On 
games won by triangle, 66% were won with a 
cruciform built in quad 2 (25%) or quad 3 
(41%). For square, 72% of games were won in 
either quad 1 (33%) or quad 4 (39%). Circle 
token won most often in quad 4 (36%). For 
circle, quad 3 or quad 4 located winning 
patterns accounting for 57% of games won. 

Considered from each player’s play 
perspective, the two facing players tend to win 
along quad diagonals. The diagonals are 
mirrored - nearest right (quad 1), furthest left 
(quad 4) for square and nearest left (quad 3) and 
furthest right (quad 2) for triangle. Circle, on 
the other hand, wins most frequently in quads 3 
and 4 which are horizontally arrayed and distal 
to that player. 

 
Figure 6: Distribution of gamestates. 

5 Discussion 
The results strongly suggest that a player’s 

position in physical space - i.e. her play 
situation relative to those of her opponents and 
to the game-board - systematically influences 

her spatial behaviour in the virtual game-space. 
Systematic effects were observed across a range 
of different game behaviours. These included 1. 
the frequency of overall activity across 
quadrants, 2. quadrant preferences within two of 
the ‘uncrowded’ play state configurations (S2, 
S3) and 3. game-board areas associated with 
winning token placements. Considered from 
their egocentric play-position perspectives the 
two facing players show consistent preferences 
for playing on the right-hand side of the game-
board (triangle in quad 2, square in quads 1 and 
3). The player ‘to the side’ (circle) showed the 
same tendency to play on the right-hand side, 
which involved the quads that were on the 
perpendicular axis (quad 3 & 4) to those of 
triangle and square. Taken together, these 
results indicate a relatively strong tendency for 
players to prefer to play more in their distal 
and/or right-hand perceptual-motor fields than 
in their left-hand and nearer game-board areas. 
In addition, players appear to seek ‘safer’ game-
board regions that are as far away from their 
opponents’ scrutiny as possible. They also seek 
quads on the ‘open’ side when to do so is 
consistent with the ‘distal-right’ perceptual-
motor bias. These spatial gameplay effects are 
summarised in Figure 7. 

Asymmetrical spatial behavioural effects akin 
to the ‘distal right’ tendency we observe have 
also been demonstrated in virtual environments 
by Gerin-Lajoie et al. (2008). Their study of 
obstacle-passing by pedestrians walking in 
virtual and real environments revealed that 
when participants passed obstacles they tended 
to require significantly more personal space 
when the obstacle was on their non-dominant 
(usually left) side. This bias is consistent with 
the tendency we observe in our results. 

In the study reported here, the handedness of 
the (self-selected) player sample could 
reasonably be assumed to reflect that of the 
general population (i.e. approximately 90% 
right-handed, 10% left-handed). However, 
controlling the balance-board required postural 
adjustments mediated via the legs and feet and 
therefore leg preference and ‘footedness’ of 
participants would be expected to exert a 
greater influence on balance-board performance 
than handedness per se. 

Research findings on the relationship 
between handedness and footedness suggest 
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that for responses such as tapping speed, right 
foot responses are faster in right-handed people 
but also in 62.5% of left- handed respondents 
(Peters & Durding, 1979; Peters, 1988). It is 
reported that, in general “humans are typically 
right-footed for actions of mobilization and left-
sided for postural stabilization” (Sadeghi et al, 
2000, p.37). Peters (1988) states that “the 
specialization for the right foot can simply be 
seen within the larger context of a preference 
for focusing on the limbs of the right body half 
in the realization of a movement goal” (p.190). 

Such preferences have real-world 
implications. For example, a study of shoppers’ 
in-store supermarket travel paths showed that 
11 out 14 “canonical paths” identified via RFID 
tagging were ones in which people walked a 
right-hand path upon entering the store (Larson 
et al., 2005).  

In the context of playing Sim-Suite the 
movement goal consists of balance-board 
‘teetering’ and players may have tended to use 
their left legs for postural stabilization and their 
right legs for producing ‘teetering’ responses. It 
seems likely that lateral asymmetries in 
movement control accounted at least in part for 
the spatial play patterns that we observed. 

Further research on the implications of lateral 
asymmetry in perceptual-motor responses 
seems warranted as an important topic of 
further research for HCI particularly in 
embodied controller contexts where the 
influence of such effects might be 
underestimated. 

In the case of circle and triangle players, the 
‘distal right’ perceptual-motor factor interacts 
with the strategic need to seek the less 
scrutinised, player-free side of the game-board 
in order to minimize blocking by other players. 
This seems to their advantage as reflected in 
their higher game win rates compared to square. 
Square players also manifest a rightmost quad 
bias but tend to opt for the nearer quad rather 
than (from their perspective) the more distal 
quad 3. This is probably because quad 3 is very 
much right ‘under the nose’ of both of square’s 
opponents. 

5.1 Kendons L-shaped configuration: right 
versus left-side 

 The right-hand side play preference and 
right-side physical positioning between circle 
and triangle players naturally supported the 

forming of an L-shaped formation which, in the 
spatial context of the players positioning around 
the game-board, provided both players with an 
“outlet” towards the game-board’s player-free 
side to focus on (Fig.7), and potentially diverted 
the focus from playing defensively against the 
partner in the L-shaped formation.  

From the circle player’s perspective, this 
would explain why the square player was 
adversely affected in terms of wins compared to 
the triangle player. The circle-triangle L-shaped 
relation regulates the spatial relationship 
between square and triangle players, because 
circle player’s right-side play preference and 
right-side physical alignment with triangle 
player creates a natural rightward alignment 
between the circle and triangle players. In the 
circle-square L-shaped relation there is no 
physical right-side alignment for circle, and 
square does not access the right-side ‘outlet’, 
the player-free side, because that side is on 
square player’s far left-side. Circle’s right-side 
alignment with triangle player and triangle’s 
right-side access to the player-free side seem to 
exert a strong influence on the overall play-
dynamics of the players’ interaction. 

According to Kendon’s circular F-formation 
system Sim-Suite’s player-free, open side 
connects people in the ‘focussed encounter’ 
with the surrounding ‘world’. In Sim-Suite we 
see a conceptual and physical interplay between 
o- and r-space. Players’ seek out advantageous 
play-spaces on the game-board based on 
strategic contexts by connecting with the 
physical aspects of the bordering r-space (the 
player-free side), to step beyond the boundaries 
of the focussed encounter. 

Sim-Suite’s virtual and physical spaces are 
very closely intertwined. This feature, together 
with immersive gameplay and the use of virtual 
artefacts, strongly influences the players’ spatial 
relationships. Tangible and embodied games 
offer a useful insight into how interpersonal 
dynamics in virtual space connect with physical 
space and perception. 

6 Conclusion 
Predictions based on Kendon’s F-formation 

framework were partially supported in that the 
most frequent winner (triangle) was one of the 
players who occupied a face-to-face play 
position. However, the other facing player 
(square) lost more games than the non-facing 
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player (circle). This finding did not support our 
prediction made on the basis of the F-formation 
framework. The players’ play-area preferences 
we observed appear to interact with F- 
formation position effects in complex ways. 

 
Figure 7: Summary of spatial play effects. 

The coloured fields indicate the tendency of 
token movement.  

In Sim-Suite, the various o-space (game-board) 
regions vary widely in their strategic 
significance to each player. We have seen that 
several factors interact to affect game win/lose 
outcomes - these are F-formation player 
position, various o-spaces and perceptual-motor 
play biases. Further research is focussed on 
establishing these factors’ relative strengths of 
influence - to identify which is the strongest 
influencing factor, which mediates a moderate 
effect and which have only weak effects. 

In conclusion, our results indicate the 
importance of considering the interaction of 
several factors in embodied, collocated, 
multiplayer, blended physical and virtual 
gaming contexts. The factors include the lateral 
asymmetry in lower limb movement control and 
the players’ spatial orientation with respect to 
each other and to the virtual game-space. With 
the recent advent of technologies such as virtual 
agents, augmented reality and wearables, 
blended contexts in which physical and virtual 
spaces are coextensive and will soon become 
ubiquitous. Designing game experiences that 
take into account spatial factors in blended 
contexts will therefore assume great 
importance. Designers could respond in 
different ways. One strategy would be to 
‘design out’ player position advantages or 
disadvantages by changing the characteristics of 
particular game-space areas. Alternatively, 
future games could incorporate AI or machine 
learning approaches to analyse the spatial 

aspects of players’ behaviour in real-time 
during gameplay so that in-game adjustments 
can be made. These could take the form of 
altering the sensitivity of a player’s input 
system or re-configuring game-play elements 
‘on-the-fly’ e.g. to encourage players to alter 
their positions relative to each other and/or the 
game-space. However designers choose to 
respond to player and game-space spatiality 
effects, the consideration of human spatial 
behaviour in blended contexts by the HCI 
community is likely to assume greater 
importance in the near future. 
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Abstract 
Virtual worlds show promise for conducting meetings and conferences without the need for physical travel. Current 
experience suggests the major limitation to the more widespread adoption and acceptance of virtual conferences is the 
failure of existing environments to provide a sense of immersion and engagement, or of ‘being there’. These limitations 
are largely related to the appearance and control of avatars, and to the absence of means to convey non-verbal cues of 
facial expression and body language. This paper reports on a study involving the use of a mass-market motion sensor 
(Kinect™) and the mapping of participant action in the real world to avatar behaviour in the virtual world. This is 
coupled with full-motion video representation of participant’s faces on their avatars to resolve both identity and facial 
expression issues. The outcomes of a small-group trial meeting based on this technology show a very positive reaction 
from participants, and the potential for further exploration of these concepts. 
Keywords:  virtual meeting, motion sensor, Kinect, avatar 
 
1 Introduction 
Video-conferencing technology, once a stuttering 
impediment to group discussion (Egido, 1988) has moved 
forward significantly over the past 25 years. High-speed 
internet connections and audio-visual integration with 
even low-cost personal and mobile computers, mean that 
reasonable quality video calls are available to all, and that 
the centralised technology of the video-conferencing suite 
is fast becoming an anachronism. 

In hand with this ability to readily communicate via 
everyday technology, at one’s desk, or even on the move, 
is the growing motivation to use this technology as a 
substitute or alternative to physical meetings. Not only is 
the budgetary cost of having people travel to meetings a 
factor in this shift (Lindeman, Reiners & Steed, 2009; 
Erikson, Shami, Kellogg & Levine, 2011) but there is 
increasing awareness of the cost to the environment of 
such travel (Arnfalk & Kogg, 2003).  Personal travel 
accounts for almost one-third of all energy consumption 
in the developed world, and that energy is based almost 
exclusively on fossil fuels, a fast-dwindling resource, and 
accountable for the majority of greenhouse gas emissions 
(Mackay, 2008). 

While Voice Over Internet Protocol (VOIP) 
audio/video telephony services such as Skype™ are 
widely and successfully used, they are essentially one-to-
one, and although they can extend to multi-party 
conference calls, there is an absence of a sense of being 
anywhere (other than where the caller is) or of being 
together; the normal telephone sense of speaking-across-
a-distance remains (see, for example, Steuer, 1992). On 
the other hand, virtual worlds, such as Second Life™ do 
provide a sense of place, and of being somewhere, and 

have successfully been used to provide virtual conference 
venues (Lindeman et al, 2009; Al Qahtani, 2010; Erikson 
et al, 2011). Meeting participants are represented by 
avatars, which they control, in a shared space, which may 
resemble a virtual meeting room, with furniture and 
projection screens. However, a significant shortcoming of 
using such environments for meetings is the major 
overhead for the participant of managing and controlling 
their avatar, and their view of the shared meeting space. 
These overheads become the dominant activity and 
significantly detract from the sense of presence, and 
engagement with the meeting (Al Qahtani, 2010). 

This paper describes the development and evaluation 
of software (VMX) to reduce this overhead, and to refine 
the sense of personal and social presence in the virtual 
world (Dean, 2012). This work acknowledges the fact 
that the typical participant will be physically located in 
their own personal space (quite likely an office), and will 
be seated in front of a computer screen and keyboard. It 
uses a 3D motion-sensing input device to capture 
participant actions in this real space, which it then maps 
to view-controlling operations, such as panning and 
zooming, and avatar actions in the virtual space. Some 
avatar actions are directly mapped from the user’s 
movement (eg, turning one’s head), and others indirectly 
mapped (eg, pointing at a screen). Specific facilities are 
provided for presentations in the virtual space. The real-
time image of the participant’s face is superimposed on 
the avatar, so providing for the subtleties of facial 
expression. 

The preliminary evaluation of VMX has shown the 
combination of these facilities are remarkably successful 
in promoting a sense of engagement with the meeting, 
and of “being there”. 

Section 2 of this paper provides a brief overview of 
relevant prior research and experience in relation to 
virtual meetings, personal and social presence in virtual 
environments, and the capabilities and use of mass-
market motion sensing technologies in virtual world 
interaction. Section 3 then develops the requirements and 
explains the design for software to interpret participant 
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actions and map these to avatar and camera control, 
recognizing the capabilities of the current technology. 
Details of the implementation of the prototype VMX 
software system based on the Kinect™ (Kinect) motion 
sensor, which incorporates and explores these ideas, and 
limitations and issues with this implementation, are 
summarized in Section 4. A trial evaluation of the 
environment is described in Section 5, including a 
discussion of the feedback from participants, and some 
further ideas which arose from the experience. In the 
conclusion (Section 6) the overall findings are discussed, 
and directions for future research with this technology are 
proposed. 

2 Background 
Research relating to virtual meetings and collaboration at 
a distance, be it through telephone, video or 
computer/communications technology, has a history of 
more than forty years (eg, Chapanis, Ochsman, Parrish & 
Weeks, 1972) and crosses a range of disciplines including 
technology, psychology, sociology, education and 
management/organisation. This paper is specifically 
concerned with the use of virtual worlds as places to 
conduct meetings or gatherings, which may range from 
small group discussions to large group presentations or 
performances. Within this context, it sets out to develop 
software based on mass-market motion sensing 
technologies to refine the concepts of personal and social 
presence in a virtual world, and by reducing the 
additional overheads of virtual participation, enhance the 
level of engagement. 

2.1 Meetings in virtual worlds 
In 2009, an IEEE Virtual Reality conference program 
committee meeting was conducted in Second Life 
(Lindeman et al, 2009). Some 39 members of the 
committee participated during the meeting, and on 
average attended about 60% of the approximately 9 hours 
total. Attendees were widely distributed across the globe. 
Although the overall reaction was favorable (in 
preference to travelling to a two-day meeting), 
participants felt it was not the same as a face-to-face 
meeting, with personal engagement less satisfactory in 
the virtual world. They found it difficult to identify other 
participants amongst the ‘plastic’ avatars, found the 
absence of body language an issue, and the document 
presentation tools less than ideal. 

A somewhat larger and more ambitious meeting held 
in Second Life is described by Erikson et al (2011). A 
large corporate meeting spread over 3 days was attended 
by approximately 500 participants from around the world. 
It was a single track conference, with a schedule designed 
to accommodate attendees from all time zones. Overall, 
participants felt the technology worked well, but 
criticisms included: keynotes were wasted in the virtual 
environment, and would have been better simply 
streamed; avatars in general tended to look the same, and 
were difficult to distinguish or identify; feelings relating 
to social events were mixed, with some suggestion they 
need to be either highly structured or focused on quite 
small groups. In spite of these shortcomings, the authors 

present a positive view of the future potential for large 
group meetings in virtual environments. 

A further small-scale study has provided much of the 
motivation for the work described in this paper (Al 
Qahtani, 2010). A trial meeting involving seven 
participants was held in a hired virtual meeting room in 
Second Life. The meeting involved a slide presentation 
followed by a discussion. Reactions were generally 
positive: participants found the virtual conference more 
immersive than a conventional video conference. 
However, largely in common with the studies described 
above, the following issues were identified: 
(i) the need for a participant to overtly control their 

avatar is a distraction, and can dominate other 
activity; 

(ii) providing gestures is laborious, and the gestures, 
which are stylized carbon-copies are unsatisfactory; 

(iii) individual avatars can be difficult to identify, even in 
a small group; 

(iv) there is an absence of any sense of audience response 
or level of engagement, such as subtle non-verbal 
cues like facial expression or eye-gaze direction; 

(v) ‘in-world’ presentations are difficult to deliver for 
the avatar-as-presenter, and not easy to view by the 
participant; 

(vi) general navigation within the world (getting to the 
conference room, sitting down, controlling one’s 
view, etc) seems overly complex, particularly for 
those participants with no prior experience of Second 
Life; 

These six points form the key issues which our VMX 
system attempts to address. 

2.2 Presence 
Although motivated by the potential use of virtual reality 
in psychological therapy, Schuemie et al (2001) provide a 
relevant and comprehensive review of research and issues 
related to the concept of presence in virtual worlds. 
Although their review is not conclusive, and they suggest 
that a sense of presence alone may not be the key to the 
successful virtual environment, the research they review 
does identify factors such as immersion, engagement, 
social interaction, naturalness, social reality and 
interpersonal communication cues as being important 
precursors to that sense of presence. A simple dichotomy 
between “real” and “virtual” worlds has also been 
questioned (Taylor, 2002), with a stress on the 
significance of the persona and appearance of the avatar 
in the virtual world contributing to the sense of presence 
and reality. 

Discussions of presence often focus on the exchange 
of non-verbal communication with an emphasis on the 
use of facial expression to establish trust, particularly in 
negotiation situations (Purdy & Nye, 2000; Bekkering & 
Shim, 2006). In Al Qahtani’s (2010) study, where the 
participants were all known to one another, it was 
identified that non-verbal communication would have 
been helpful for two purposes. First, to establish whether 
another participant was paying attention; in a virtual 
meeting there is always the possibility that a participant is 
AFK (away from their keyboard), or doing something not 
connected with the meeting, whereas a ‘live’ avatar 
imposes some social pressure to take part. Second, 
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although sound location can be helpful in determining 
who is talking (DiVincenzi, 2011), it gives no idea 
whether their speech is being directed at someone 
specifically; an avatar with directional gaze could provide 
this cue. 

2.3 Human motion sensing 
Computer-based systems for sensing and analyzing 
human motion have evolved over several decades (Dean, 
2012). Most recently applicable technology has evolved 
from the once complex, cumbersome, intrusive, 
inconvenient and expensive, to simple, low-cost, non-
intrusive systems based on depth sensing cameras, of 
which Microsoft’s Kinect is probably the most pervasive 
and well-supported.  

Kinect and its supporting software was introduced by 
Microsoft as part of the Xbox 360 gaming system in late 
2010 (Kinect).  It is designed to track a human player, to 
allow them to interact with games by verbal command, 
body movement and gesture.  The unit incorporates 
several components: microphones which pick up voice 
commands; an infrared projector which displays a pattern 
of infrared light; and two video cameras, one tuned to 
visible light and one to infrared.  The visible light camera 
produces an ordinary image.  The infrared camera 
provides data which can be converted to a depth view of 
the scene – for each pixel, measuring the distance 
between the camera and a point in the scene.  Further 
analysis of depth information allows estimation of body 
position and configuration in 3D. 

The utility of Kinect in improving video conferencing 
facilities has been demonstrated with the Kinected 
Conference project (DeVincenzi et al, 2011). This project 
has implemented several features that take advantage of 
the ability of the Kinect audio array to determine the 
position of a speaker in the field of view, and the ability 
of the Kinect depth camera to identify the spatial location 
of objects in the view of the video camera. By using this 
information the software is able to perform a number of 
visual enhancements to the video feed being sent to the 
remotely connected participants of the meeting, such as 
focusing the camera on speakers, freezing parts of the 
camera image, and overlaying spatially contextual 
graphics. 

2.4 Background summary 
Although conferences held in virtual worlds show 
promise, they are unlikely to become an unqualified 
alternative to face-to-face meetings. The limitations are 
very much associated with appearance and control of 
avatars (in subtle, fine and gross movement), as well as 
camera control. For a real sense of engagement, 
participants need to be relieved of the burden of overt 
avatar control (being puppeteers), yet be confident that 
the avatar is a reasonable representation of themselves 
and projection of their body language. Also, in order to 
be able to focus on conference participation, gross avatar 
movement and camera control (controlling your view) 
need to be as unobtrusive and natural as possible. Current 
consumer level motion sensing technology has the 
potential to assist in meeting these requirements. 

3. VMX Design and Development 
As noted earlier, there are many possible scenarios for 
virtual meetings.  One possibility is to simulate a large 
conference, or a performance (Yong, 2003).  In this 
situation a presenter might want information about 
audience response to their material.  For an audience 
member, view of the participant is probably best provided 
by conventional streamed video (Erikson et al, 2011).  
The sense of being part of an audience, hearing others 
gasp or laugh and possibly exchanging occasional 
comments with an immediate neighbour, could be 
benefits of a more immersive virtual environment.  For 
such scenarios, technical issues concerning the 
multiplexing and combination of large numbers of 
location/movement/video/audio feeds are challenging, 
while issues of maximising the benefit of detailed 
exchange are not so interesting.  On the other hand, a 
small meeting (perhaps 4 to 10 people), provides a 
situation in which technical communication issues are 
manageable with current technology, and the intimacy 
and familiarity of such settings enables us to focus on the 
challenges of supporting issues of personal and social 
presence in a convincing manner.   Accordingly, our 
work has focused on virtualising a small meeting.  
However, even in small meetings, seeing and talking to 
other participants is usually not enough; for example, 
frequently, one member will lead discussion by 
presenting a report or plan.  We have therefore developed 
a system (VMX) to support a small meeting, with 
provision for members to share documents and make 
presentations.  The work focuses on addressing the issues 
(as listed in Section 2.1) identified by Al Qahtani (2010) 
in experiments with meeting in Second Life. 

3.1 Avatar control 
The first issue to be addressed is that of avatar control.  In 
Second Life, participants must be ‘puppeteers’, using 
keyboard and mouse controls to operate their avatars.  
The Second Life system gives good control of gross 
movement, allowing users to explore their world, albeit 
requiring some familiarity and experience with those 
controls.  However, it provides poor fine control.  While 
it is possible to orient the whole body, determining the 
gaze direction,  it is not possible to refine gaze direction 
by eye movement.  While it is possible to perform a 
number of animations; for example, to wave or jump up 
and down, by selecting from a menu, it is not possible to 
provide detail in that interaction, such as pointing to an 
item of interest.  Issuing commands itself can be slow, 
although speed can improve if the participant has 
practiced with the software.  For example, if a speaker 
asks for a show of hands in  a vote, participants must 
search through a list of animations to find the appropriate 
one, and that may take some time.  At best their speed of 
response is an indication of their speed of menu search, 
rather than a sign of their enthusiasm.  The lack of fine 
detail means that there is no expressiveness in the gesture 
itself, as might distinguish a reluctant partial raise of the 
hand from something more enthusiastic.  If the player 
does not issue commands, nothing happens to their 
avatars; they remain stationary.  In particular it is 
impossible to distinguish the avatars of people quietly 
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listening from those of people who have stopped 
participating altogether.   We hypothesised that tracking a 
participant’s body and using body motion to animate their 
avatar could have three advantages.  First, it would not be 
necessary for the participant to issue commands, freeing 
them to focus on the content of the meeting.  Second it 
would make fine grain animation possible, both in timing 
and motion, limited only by the speed and detail in which 
body movement was captured.  Finally, it would help to 
show what a person was doing, even when they were not 
intentionally communicating (eg looking away from their 
screen).   

We note that one of the advantages some perceive 
with a virtual meeting setting is the anonymity conferred.  
Appearance can be arbitrarily mapped onto an avatar, 
meaning that people are not required to dress 
appropriately, wear make-up, have neat hair, etc.  They 
might value the option of doing other things whilst 
‘attending’ the meeting (perhaps reading email, or 
playing games on their computer), safe in the knowledge 
that others don’t know what they are really doing.  
However, a feature of real meetings is that there is social 
pressure to participate properly.  Others will notice if 
someone isn’t paying attention.  Whilst there may be 
circumstances in which some degree of anonymity might 
be valuable, our work focuses on exploring a strong sense 
of social presence, and this requires that participants are 
willing to allow others to be closely aware of their 
actions. 

3.2 Mapping from the real to the virtual 
A virtual meeting involves participants in a real world 
setting (not the meeting), with information being captured 
and mapped to a virtual setting (the virtual meeting).  The 
simplest model is that people sit at a desk, in front of a 
computer, quite likely their normal work scenario.  This 
maps nicely to a virtual environment in which they are 
depicted as sitting at a conference table. Potentially, such 
a system provides good possibilities for measuring fine 
movement.  We simply need a sensor on the computer to 
capture an image of the person (see Figure 1).  The 
Kinect sensor is a good fit for this environment. 

  

However, with this scenario, there is little possibility for 
mapping gross movement; the participant cannot move in 
such a way as to naturally map to their avatar moving 
around the meeting room.  In fact that need not be 
problem; people usually stay in their chairs during 
meetings.  If they get up to get a drink, for example, they 
are effectively leaving the meeting temporarily.  Perhaps 
only common exception to the fixed seating rule is that 
someone may move to the front in order to make a 
presentation. 

A minor extension to our real world setting 
accommodates presentations as shown in Figure 2.  As 
before, a participant normally sits in a chair in front of a 
computer.  A sensor mounted on the computer monitors 
them, and  they continue to view the virtual world on the 
computer display.  In addition however, a large display 
screen (or a whiteboard) is arranged approximately 2 
metres back from the computer, fully within the viewing 
angle of the sensor.  The space is sufficient to allow the 
user to stand and present at the screen, and the sensor can 
capture a full body view allowing the user to step close to 
the screen and gesture.  This modified arrangement is still 
suited to the capabilities of the Kinect device and still 
requires only a single sensor.  The user can shift between 
presentation and sitting modes simply by moving.  There 
are a number of options for mapping the movement to a 
presentation position.  One possibility is to have a 
presentation screen behind each participant in the virtual 
world; another is to animate walking to the front of the 
room.  In our experimental system, we have chosen to 
simply jump the avatar to a presentation position when 
the presenter moves to their real-world screen. 

 

 
Figure 2: The modified real-world environment allowing 

for presentations by the participant 

3.3 Avatar appearance 
The second issue to be addressed is that of avatar 
appearance and facial expression. VMX avatars have 
been implemented as ‘pipe’ models based on the ‘bones’ 
deduced by the Kinect body position recognition system, 
with the head shown as a torus containing a live video 
image of the participant’s face; Figure 3 shows an early 
implementation view. In a real meeting there is little 
interest in looking at the back of someone’s head, so  the 
video of the face was made one-sided; from behind the 
head is an empty torus, but the orientation makes it 
possible to work out the general direction in which the 

 

 
Figure 1: The participant in their real-world 

environment 
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person is facing.  When a person is facing away from the 
observer, their head does not completely block the view. 

Using a live video image satisfies both of the 
requirements of participant identification and conveying 
facial expression.	
  	
  

An interesting question was the size of the avatar head 
(and video image).  Figure 4 shows three different head 
sizes.  While the smaller head gives a better view around 
the room,  larger heads give better opportunity to observe 
facial expressions.  VMX provides a keyboard control to 
allow the user to adjust head size.  The default is a view 
that is roughly anatomically correct. 

 

 
Figure 3: One participant mapped around the conference 

table. This is an early screen shot, before chairs were 
implemented. Note the arm gesture, the face, and the 

back-of-head transparency. 

 

 
Figure 4: Effect of different avatar head sizes 

A final detail in avatar display is that the avatar ‘pipe’ 
body is coloured by automatic selection of a colour from 
the user’ clothing – from near the centre of their torso. 

An avatar’s position at the meeting table is determined 
at present by login order.  Once the location is 
determined, the system maps orientation and position 
automatically.  Small movements by the user in the real 
world are mapped to appropriate movements at the virtual 
table.  However, in doing this mapping, a problem arises.   

It makes sense that a participant might look around the 
table by turning their head.  To look at the neighbour to 
the left, the virtual head would be turned 90 degrees to 
the left.    Unfortunately, the participant’s view of the 
virtual world is provided by an ordinary size computer 
monitor in front of the user.  Turning by 90 degrees 
means that they are no longer facing the monitor, and 
therefore cannot see anything, although their avatar turns 
correctly for the intended view.  The VMX system solves 
this problem by making avatar head orientation an 

amplified copy of body orientation.  Users are sitting in 
ordinary office chairs, which permit swivel.  A small turn 
of the chair (and hence the body) is mapped to a larger 
head movement on the avatar, which is in turn reflected 
by change in view orientation in the image of the virtual 
scene.  This system allows a user to turn their avatar, and 
thus view, plus or minus 90 degrees while continuing to 
comfortably view their screen.  User testing showed this 
to be a remarkably natural mechanism to which people 
adapted very quickly. 

3.4 Presentations at the virtual meeting 
Presentation mode is based on a user standing in front of 
a large, but not huge, display (Figure 2).  In our 
experimental setup, the presentation display in a 
participant’s real-world environment is a 52 inch video 
display; large in a personal setting, similar to a medium 
sized office whiteboard, and therefore appropriate.  It is a 
comfortable size for hand gestures, although gesturing 
may at times mean that the presenter is obscuring part of 
the display.  It is however, not as big as a typical 
conference room display, and our  experiments showed 
that the display in the virtual meeting room should be 
larger than life size.   

There are two options for managing content on the 
display screen.  One is to use video of the real display.  
That would nicely accommodate a whiteboard, but would 
lead to lighting, resolution and occlusion problems.  The 
alternative is to use a digital image.  This latter option 
was chosen.  A PowerPoint slide show could be displayed 
on the real large screen, and independently mapped onto 
the virtual display screen.  The result is a crisp image on 
both, with the virtual display larger than the real one, 
relative to the room and the avatars (see Figure 5). 

At this point, a new complexity arises.  Being able to 
point to features of a displayed document was an 
important goal of the project.  The scale remapping 
makes this difficult.  The VMX implementation addresses 
the problem as follows.  Video of the presenter’s hand is 
tracked in the real world by the Kinect camera.  If the 
user makes a pointing gesture, with their index finger, the 
system determines the point targeted on the real screen, 
and in the virtual world draws a virtual pointer from the 
avatar’s hand to the corresponding point on the virtual 
display screen.  Figure 5 illustrates this situation.  (Note 
also the blue avatar body, matching the presenter’s T-
shirt colour.)  Evaluation showed that this approach 
worked with acceptable accuracy. 

A benefit of the screen mapping and virtual pointer 
system is that the software has some control over avatar 
placement, and if necessary could automatically ensure 
that the avatar didn’t occlude any of the display, although 
this feature is not implemented in the current VMX 
system.  Note also that the user doesn’t need to hold 
anything.  The pointer is generated whenever the user 
makes a pointing gesture and that gesture is in the 
direction of the screen. 

The fact that the presenter’s hands are free leaves open 
the possibility of further gesture usage.  VMX 
implements gestures to scale, pan and page the display 
document, although testing has shown that these are not 
easy to use. 
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(a) 

 

 
(b) 

Figure 5: Mapping of a presenter and a presentation; (a) 
the real-world, and (b) the mapping into the virtual 

meeting room 

3.5 Viewing control 
VMX provides additional movement controls.  It is 
possible to watch a presentation in seated mode, and this 
has the advantage of allowing a user to keep an eye on 
other participants.  Figure 6 shows a presentation viewed 
from one participant’s seat; three of the other participants 
are watching the presentation, while the fourth is 
distracted, and looking down at something in their real 
world space.  The prototype implementation allows 

participants to set their viewpoint to a third-person 
perspective (Salamin, Thalman & Vexo, 2006) from 
elsewhere than their seated position.  The head-of-table 
view of Figure 5(b) demonstrates a better-chosen 
viewpoint for the presentation. 

An experimental feature of VMX is table reshaping to 
accommodate presentations, and to obviate the need for a 
third-person perspective.  The concept is shown in Figure 
7.  There is no reason to keep table layout fixed;  the 
format suited to presentation may be different from that 
suited to discussion.  As the mapping from a participant’s 
real world space to the virtual world is an artifice, it can 
be changed dynamically, with the only constraint that the 
change should be animated to avoid participant 
confusion. 

 

 
(a) 

 

 
(b) 

Figure 7: The table can be morphed from a discussion 
layout (a) to one more suited to a presentation (b) 

4. VMX implementation details and issues 
The following brief comments relate to pertinent features 
and issues with the current VMX implementation. 
(i) The prototype VMX system is implemented in C# 

using the XNA 3.1 graphics library and version 1.0 
Kinect SDK.  Networking is a client / server model, 
with clients streaming position and video to a server 
for distribution.  Video is sent via UDP; position uses 
a TCP channel.  The system is quite demanding of 
network bandwidth; careful setting of video 
resolution and size was necessary to get acceptable 
performance for 6 users in a local area network 
environment (only 35x35 pixels for facial features). 

(ii) The Kinect system cannot provide bone locations for 
legs and feet when a user is seated, because the 
participant’s legs are not in the sensor view.  The 

 

Figure 6: A presentation in progress, as viewed in 
first-person by a seated participant 
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VMX system calculates and imposes a seated posture 
for these non-tracked bones. 

(iii) Kinect does not resolve head direction; the head is 
just a single bone.  VMX assumes that the head is 
oriented at right angles to the line between the 
shoulders.  Shoulder orientation is thus taken as a 
proxy for head orientation. 

(iv) Kinect does not track finger positions.  To 
compensate for this lack, VMX implements an image 
analysis system to identify hand gestures, in 
particular the finger point gesture.  The image 
analysis takes advantage of Kinect camera depth 
information to separate the participant from the 
background. 

(v) Kinect also uses image analysis to identify the 
location of the large presentation screen, for the 
purpose of resolving the target of presenter pointing. 

(vi) The VMX prototype does not incorporate audio 
facilities.  For testing purposes we used an 
independent program – Teamspeak 
(www.TeamSpeak.com) – to provide the audio 
channel.  The only disadvantage is that a user must 
establish audio connection independently of their 
meeting login.  However, from an experimental 
development viewpoint, it was convenient to have a 
reliable system to use, and therefore not to have the 
evaluation results complicated by any issues that 
might have arisen with audio. 

5. Testing and evaluation 
In order to evaluate the VMS software a trial meeting was 
conducted with five active participants plus an observer, 
all present in the virtual meeting room, but physically 
located in separate spaces. The agenda for this meeting 
included a research presentation followed by a round-
table discussion. Figures 5 and 6 show scenes recorded 
from this trial. All participants received brief instructions 
on the use of the VMX software at the start of the 
meeting. Following the meeting participants completed a 
questionnaire divided into five sections, covering the 
features of the VMX software, the experience of 
delivering a presentation, the experience of the meeting in 
general, how VMX compared with other forms of 
meeting, and other and general issues. 

Points of note raised during the meeting and in the 
questionnaires can be summarised as follows: 
• Participants reported having difficulty in seeing past 

the heads of others, in spite of the transparent back-
of-head feature. Some overcame this problem by 
moving the camera to a third-person perspective, but 
none used the head-shrinking facility for this 
purpose. 

• Participants reported some difficulty in discerning 
facial expressions, In part this was due to the lower 
than ideal resolution (35x35 pixels for faces) dictated 
by network bandwidth issues, and in the case of the 
presenter, exacerbated by their distance from the 
display screen. 

• Most participants reported being able to recognise 
when  someone was applauding, pointing, raising 
their hand to ask a question, and other gestures 
involving hand/arm movement, although at least one 

instance of a raised hand did go unnoticed by the 
presenter (this can happen in real life too). 

• Some reported that body language was at times 
obscured by jitter in skeleton position data. 

• In general, it was possible to detect in which 
direction participants were looking, and who was 
speaking at any given time. However, there were 
suggestions that a flag above the current speakers 
head would be a useful addition. 

• There were some reports of activity outside of the 
meeting being observed, through head movement, 
body movement, and eye-gaze direction. 

• There were some problems when the presenter 
unintentionally moved out of the camera frame, and 
the presentation view controls (scroll, zoom) required 
practice to be effectively used. 

• At the suggestion of one participant, the presentation 
screen was used to record notes during the discussion 
phase of the meeting. Small modifications to the 
system could make this feature even more effective. 

• Opinions on the relative merit of automatic (first-
person) and manual (third-person) camera control 
were mixed, but there was general agreement that 
there was a place for both. 

• When compared with other forms of remote meeting 
(video conference, teleconference, non-Kinect virtual 
world meeting) all participants reported that the 
VMX experience was as good or better. They found 
it more relaxed that a videoconference, and more 
immersive and engaging than other forms of remote 
meeting. None, however, suggested that the VMX 
meeting was a good as a face-to-face meeting. 

 
In summary, we would suggest that this outcome from 

the initial evaluation of  a prototype system is very 
positive, and shows significant promise for moving 
forward with the notion of meetings in virtual worlds. 

6. Conclusion 

6.1 Summary 
This project set out to address a number of issues 
identified in existing virtual meeting software as 
described in the background discussion (Section 2).  We 
believe that VMX successfully solves or at least 
considerably improves the situation in each case. 

First, the issues surrounding fine grained avatar 
control.  In VMX, user body movements are directly 
measured and replayed on the avatar.  This successfully 
transmits explicit gestures, such as hand raising, in a way 
that requires no other action by a user except simply 
making the gesture.  Because all movements are 
transmitted, there is a continuous sense of ‘liveness’.  The 
avatar orients wherever its user is facing.  If the user 
thumps the table, mops their brow, or just wriggles in 
their seat, their avatar follows suit.  Within the limitations 
of the avatar representation, reproduction of movement is 
faithful in timing and intensity.  An immediate, 
enthusiastic raising of the hand is clearly different from a 
slow, incomplete gesture. 

VMX displays live video of participants’ faces on 
their avatars’ faces (head tori).  This personalises the 
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avatar and provides the primary means of identification.  
The face is not always in view, so identification may have 
to wait until a person turns, but that is not too different 
from what might happen in a real world meeting.  A 
secondary means of identification is provided by 
colouring the avatar body.  This makes the avatars look 
different from one another, and serves as a memory aid to 
retain identification when the avatar is facing away.  A 
second effect of face video is the transmission of non-
verbal cues, such as facial expression and eye gaze.  Eye 
gaze reproduction is not very meaningful in the left/right 
dimension.  VMX’s head orientation is a more useful 
indication of gaze target.  However, the vertical 
dimension of eye gaze shows clearly when a person’s 
attention is focused on the table surface of their real 
world, rather than the meeting.  Overall, the combination 
of avatar body position mapping, and face video provides 
an excellent rendering of a participant’s level of 
engagement with the meeting. 

Presentation mode enables a participant to address the 
meeting, supported by a ‘projected’ document.  VMX’s 
extension to Kinect’s tracking capability provides a 
virtual pointer so that audience attention can be directed 
to items on that document.  Face video has the curious 
effect of allowing any speaker to achieve what only very 
good speakers can achieve in the real world.  By looking 
at the Kinect sensor, a presenter can appear to be looking 
directly at each and every audience member. 

Finally, navigation.  VMX does not provide large 
scale navigation because there seems to be no reason to 
simulate movement that is at best marginally relevant to 
the task of attending a meeting.  In VMX, a person is at 
the meeting table, or giving a presentation, and they 
‘teleport’ between the two states.  Indeed, this ‘limitation’ 
provides a practical advantage.  There is not the 
opportunity offered in the real world to stumble, drop 
papers, or knock over chairs.  Other simulated 
circumstances might dictate a different approach.  For 
example, at a virtual cocktail party, participants should be 
allowed to circulate around discussion groups. 

VMX implements an innovative feature in small scale 
navigation.  Using body rotation to orient a person’s 
avatar might lead to them no longer facing their real 
world screen.  To avoid this, the system amplifies their 
angle of rotation.  Whilst this may seem unnatural, 
participants adapted to the effect very easily, and after a 
short time found that they were looking around the virtual 
scene without conscious effort – in a swivel office chair, 
this could be described as steering by the seat of the 
pants. 

6.2 Further work 
The VMX system described is a prototype, and is under 
on-going development. A range of refinements based on 
experience so far are being considered, including further 
gesture use for presentation control and the meeting table 
manipulation already described. 

The possibility of extending VMX to a large 
conference or performance setting is a greater challenge, 
given the communications limitations experienced with 
the small-scale prototype.  However, a possible solution 
would be to implement local groups in the audience, 
allowing people to attend in small groups (similar in size 

to those that VMX currently supports), and within these 
groups having participants communicate directly with 
one another.  Providing full audience feedback to the 
presenter could be achieved by an aggregation tree of 
video feeds, merging into a single video image stream of 
the audience.  A similar aggregation of audio could allow 
audience members a general impression of overall sound 
– allowing an accurate reproduction of applause, for 
example. 
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Abstract

We report the process of designing an interactive sys-
tem for use in disease surveillance and patient case
management at remote communities in the Amazon
region. The design aimed at coordinating and sup-
porting the tasks of a distributed community of users
in the region, and involved collaboration of designers
and developers located in three continents, working
on a common research project. In spite of this high
degree of geographical distribution, both of users and
designers, a participatory design approach was pur-
sued. The challenges faced by this project as regards
securing end-user involvement, eliciting requirements,
generating and validating design ideas, and iterat-
ing the design process are discussed. A prototype
which embodies the experience gained in applying
these methods in this particular setting is also de-
scribed.

Keywords: Mobile devices, disease surveillance, inter-
active geographical maps, medical information sys-
tems.

1 Introduction

Software engineering projects are increasingly being
conducted by geographically distributed teams (Herb-
sleb, 2007; Cusumano, 2008). The challenges faced
by such teams have been documented in a number of
studies (Damian and Zowghi, 2003; Ramesh et al.,
2006) which highlight issues such as how to best
manage collaboration among team members of dif-
ferent cultural backgrounds, how to minimise com-
munication problems, how to improve the technical
infrastructure for cooperative work, and how to im-
plement effective knowledge and information manage-
ment mechanisms to support the work of the devel-
opment teams and project leaders (Herbsleb, 2007).

Most of these studies, however, focus on large scale
projects, often in the context of cross-border organi-
sations, where the distribution of development is pri-
marily driven by business considerations, such as the
desire to exploit local market opportunities, the “need
to capitalise on the global resource pool” (Herbsleb,

Copyright c©2014, Australian Computer Society, Inc. This pa-
per appeared at the 15th Australasian User Interface Confer-
ence (AUIC 2014), Auckland, New Zealand. Conferences in Re-
search and Practice in Information Technology (CRPIT), Vol.
150, Burkhard Wünsche and Stefan Marks, Eds. Reproduction
for academic, not-for-profit purposes permitted provided this
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2007) and even the need to deal with time pressures
by exploiting time-zone differences. Far less atten-
tion has been devoted to HCI issues in the distributed
development of interactive systems. Such issues are
typical of, for instance, research projects, where de-
velopment is mainly motivated by scientific or applied
research questions and spans multiple institutions. In
these contexts, user-centred and participatory design
methodologies are often preferred, placing additional
strains on activities such as requirements elicitation
which have proved challenging for distributed teams,
even those working with more traditional develop-
ment methodologies (Damian and Zowghi, 2003).

This paper reports the case of one such distributed
project which has focused on exploring the potential
of interactive mobile systems to assist local health-
care providers and epidemiology researchers in treat-
ing patients and monitoring emerging and neglected
infectious disease in the Amazon region. We report
our experience and the methods we employed in de-
signing a system for this geographically dispersed user
community while following a participatory design phi-
losophy. This process has involved several iterations
of requirements gathering, design, development and
user evaluation.

2 Disease surveillance and Healthcare in re-
mote regions

Management of healthcare in remote regions to serve
populations located in large, sparsely populated ex-
tensions is acknowledged as a difficult problem (Dus-
sault and Franceschini, 2006). In the Amazon re-
gion, this problem is compounded by the natural ge-
ographical obstacles, the consequent scarcity of hu-
man resources, and more recently, the phenomenon
of global climate change. Climate change has altered
the pattern of land use and cover in the region and
it is expected to continue to do so (Cesario et al.,
2011). These factors are contributing to the spread
of diseases, such as American Cutaneous Leishmani-
asis, and increasing the likelihood that diseases not
yet found in the Amazon region, such as Bartonel-
losis, will reach the region. This situation creates
requirements that are not addressed in conventional
telemedicine systems, which focus mainly on issues of
remote assistance to diagnosis and treatment (Hailey
et al., 2002).

Health management in this context requires a
more comprehensive approach capable of dealing with
issues of human ecology and disease surveillance, in
addition to patient care (Cesario et al., 2011). Co-
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operative work needs to be flexible and take localised
diagnosis, data collection and data analysis tasks into
account. Therefore the support of interactive com-
puter systems needs to be provided at different levels
in aid of diverse but inter-related activities (Luz et al.,
2013, 2012).

At one level, primary care activities are often car-
ried out in remote locations by nurses and community
healthcare workers. The latter have generally little
training and would therefore benefit from support,
specially under circumstances involving the identifi-
cation of diseases that are rare in the areas in which
they operate. Communication with specialists and re-
searchers might help improve primary care providers’
performance.

At a higher level, the healthcare system needs to
collect and maintain patient records which will be ac-
cessed, among others, by epidemiological surveillance
bodies which have the need to gather accurate infor-
mation on disease occurrence, including patient loca-
tion, along with a number of other relevant environ-
mental variables.

In the case of the project reported here, these
collaborations can also cross country borders. One
of the diseases targeted by our project is Bartonel-
losis, which is endemic in some areas of Peru, has
spread in recent years, and risks reaching the disease-
free Peru-Bolivia-Brazil tri-national borders (Cesario
et al., 2011).

Within these complex practical work settings, we
have explored a number of technological facets as pos-
sible ways of supporting the activities of healthcare
professionals, researchers, policy makers, and admin-
istrators. These include:

• mobile support for epidemiological research and
data collection,

• mobile assistance to disease identification and
case notification,

• visualisation of cases and distributed activities
reported to a central database, and

• support for synchronous and asynchronous com-
munication among healthcare providers.

3 Geographically distributed design

Participatory design literature often cautions design-
ers and developers of technology to be aware of their
differences with potential users, who according to the
principles of participatory design must be actively in-
volved in the design process. Specific techniques, such
as envisionment videos (Buxton, 2007), have therefore
been developed to facilitate this process (Masoodian,
2000).

Further complexity arises when the design and de-
velopment team itself consists of members from dif-
ferent cultural, scientific, and linguistic backgrounds.
Due to the nature of contemporary research, where in-
ternational and inter-disciplinary collaboration is en-
couraged, most projects tend to encompass such di-
verse backgrounds. This is of course the case of our
project.

Given the characteristics of the problem described
in Section 2, the proposed solution we have been in-
vestigating, and the activities it needs to support, our
team encompasses researchers from two main disci-
plines, namely, medicine and computer science. How-
ever, within the discipline of medicine itself, our team
members have different focuses and educational back-
grounds. They include: a professor of medicine, a
medical researcher and an epidemiologist.

In addition to diverse backgrounds, the team has
had to cope with working and cooperating across ge-
ographical distance. The design and software engi-
neering teams are located mainly in Ireland and New
Zealand, while the medical specialists who act as co-
developers and facilitators of end user participation
are located in research institutes in Brazil. The dis-
tances make it impractical to hold frequent face-to-
face meetings. Collaboration has therefore required
not only the regular use of communication tools such
as email and (audio and video) conferencing software,
but also the use of participatory design artefacts (e.g.
sketch interfaces and envisionment videos) that could
be exchanged for asynchronous use to support re-
quirement analysis and design ideation.

At the initial stages of the design process, sketches
and simple storyboards, which could be easily
scanned and distributed among the groups and used
as support material for presentation, proved quite ef-
fective at helping establish common ground among
the different specialist areas and sensitise the design-
ers and engineering team to potential situations of
concern. As a shared understanding developed, more
elaborate tools were introduced. A valuable experi-
ence in this context has been the production of the
envisionment video itself, as a design sketching tool,
involving all the team members. As part of this pro-
cess our team worked together remotely to sketch the
initial storyboards, develop the script, film, and then
iteratively edit and produce the final video.

A similar process has been followed for the design
and development of our software prototype (discussed
later). This has involved dividing the system into dif-
ferent functional components (patient case data col-
lection, computer-assisted diagnostic, and visualisa-
tion), each of which have been designed and devel-
oped iteratively through the involvement of interac-
tion designers, software engineers and specific medical
expert team members.

4 Geographically distributed users

Early on in the design process it became clear that
supporting a complex activity such as disease surveil-
lance would necessarily mean supporting the tasks of
local healthcare providers and mobile researchers who
act as gatherers and users of epidemiology data. This
posed the initial challenge of identifying the main ac-
tors, their background knowledge and their work pat-
terns.

As mentioned before, the geographical area cov-
ered by the prospective users of the system spans a
region of the Brazilian Amazon that borders two other
South American countries: Peru and Bolivia. Within
these countries, the project stakeholders are located
in places that are themselves separated by great dis-
tances (Figure 1). In particular, the focus of data col-
lection is within a sparsely populated rural area whose
healthcare needs are served by community healthcare
providers and nurses.

4.1 Overall Strategy

Due to the complex and distributed nature of health-
care and disease surveillance in the region, we em-
ployed observational and qualitative methods to help
the team reach common ground as to the context of
the activities that might be supported by technology,
the main actors involved and their typical tasks.

Once a shared overall picture of the context of the
project was formed, the team sought to secure the
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Brazil
Peru

Bolivia

Figure 1: Map of South America showing the areas
over which the user group is distributed. The larger
circle indicates the region where patient data are col-
lected. The stars indicate the locations of project par-
ticipants and the filled circle the municipality where
fieldwork has been conducted.

involvement of the prospective user group by recruit-
ing informants who acted as the main contact points
between the developers and the users. These infor-
mants are researchers who have conducted investiga-
tions on different aspects of disease surveillance, pre-
vention and treatment in the region, independently of
this project, but have an interest in tools and technol-
ogy that might improve such tasks. These informants
were briefed on the nature of the project and the pos-
sibilities of technology support. They contributed to
the refinement of use cases, provided feedback on the
sketched interfaces, and participated in interviews.

As the project evolved, key informants were kept
abreast of the developments and employed the above
mentioned techniques in their cooperation with the
international members of the design team, includ-
ing low-fidelity prototyping and envisionment videos.
They also employed these tools to test design ideas
with the local user groups. We also gathered feedback
across a larger user population by means of question-
naires. These key researchers have also played an im-
portant role in the design of a high-fidelity prototype
which currently serves as a basis for further develop-
ment iterations.

In the following sections we describe these meth-
ods and their outcomes in further detail.

4.2 Fieldwork: main actors and their tasks

The fieldwork has been conducted by two members
of the project team over an extended period. They
have medical and epidemiology backgrounds and lived
in the Amazon region for the duration of the initial
fieldwork. Contacts with local health workers were es-

tablished and information exchanges with medical ex-
perts from Peru and Bolivia were initiated. This qual-
itative research produced a comprehensive document
which outlined the disease surveillance and health-
care situation from a general perspective, and doc-
umented the work practices of the prospective users
in great detail. This document was circulated to the
international partners, along with the relevant medi-
cal and healthcare policy literature. The design team
then structured these data in the light of existing ana-
lytic frameworks, paying special attention to issues of
mobility in healthcare contexts (Doherty et al., 2010;
Bardram and Bossen, 2005), in order to identify main
actors and plausible design statements, and devise a
strategy for requirements analysis. This qualitative
analysis was complemented by surveys and focused
investigations of specific issues, along the lines of the
methodology proposed by Kane and Luz (2011) in the
context of information sharing among specialists from
different disciplines.

Fieldwork revealed that the various actors involved
in healthcare provision within the groups represented
in this project perform different but complementary
sets of activities and make use of specialised but in-
terrelated knowledge and representations. Our efforts
therefore focused on supporting the articulation work
(Schmidt and Bannon, 1992) necessary in order to
improve the activities of the different stakeholders
though effective information sharing and use.

Closest to the patients, and performing most of
the primary care in the region are community health
workers, local doctors and nurses. Community health
workers are members of the community who have no
tertiary (university) training in healthcare but never-
theless perform essential functions related to health-
care delivery, receiving basic training in the context
of specific interventions. They also perform other de-
velopmental and promotional roles, acting as bridges
between the community and formal health services
(Lehmann and Sanders, 2007). Their activities are
complemented and assisted by the activities of trained
nurses, medical assistants and doctors based in lo-
cal health centres. Due to geography of the region,
and also to the nature of their job, it is in the work
of community health workers that mobility require-
ments are most apparent. This level of mobility and
the lower levels of medical training of these workers
suggest a need to support coordination between (mo-
bile) community healthcare workers and nurse, their
more direct but less mobile counterparts in primary
care. This type of asymmetry (of mobility, training
and educational level) observed between community
health workers and nurses is even more pronounced
between the former and medical specialists and re-
searchers.

At the levels of secondary and tertiary care, one
finds medical specialists who treat patients referred
to them by the local health centres. In addition to
treating patients, doctors often provide guidance to
the primary care agents and engage in research ac-
tivities. While this type of guidance is rarely for-
malised, reflecting legal and institutional constraints,
it relies nevertheless on certain coordination mecha-
nisms (Schmidt and Simone, 1996) which could, in
principle, be reinforced through technology. Doctors
from regions where a disease is newly emerging will
typically seek information from colleagues from re-
gions where the disease is endemic.

Two types of actors use the patient data gathered
by healthcare providers: healthcare service managers
and epidemiology researchers. The former are con-
cerned with prevention policies, tools and strategies.
The latter are concerned with modelling and assess-
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ment of risks for the purpose of disease surveillance.
In this particular setting, the epidemiologist mem-
bers of the team aim to aggregate data from several
sources, including climate, land use, disease vector
distribution and terrain features, as well as the med-
ical data pertaining to the spread of cases, both geo-
graphically and temporally.

Through the identification of these potential user
groups it became clear that they have different but
somewhat interrelated needs for interactivity and
data. Healthcare workers working in the field need
mobility, access to local data (maps, residences visited
etc) and, occasionally, assess to specialist assistance.
Epidemiology researchers and managers need global,
compiled data. The following use cases illustrate the
nature of these needs.

4.3 Use cases

In the following sections we outline potential use cases
which emerged from the initial observational stud-
ies. These use cases have been further investigated
through the prototyping activities reported in Sec-
tion 4.4.

4.3.1 Diagnostic assistance

Due to their limited resources and medical training,
local health workers can benefit from assistance in
identifying conditions and triaging patients. Since
physical distance and mobility constraints make car-
rying of bulky laboratory equipment and instructional
material impractical, such assistance could take the
form of electronically stored medical atlases for iden-
tification of the cutaneous lesions that characterise
diseases such as Bartonellosis and Leishmaniasis, and
support for synchronous or asynchronous communi-
cation with experts. A typical scenario would in-
volve the use of a mobile device to photograph the
lesion, attempt automatic identification against a pre-
compiled statistical model, fallback to identification
assisted by image (medical atlas) comparison in case
of uncertainty, and transmission of image and patient
data to a specialist centre for further investigation.

4.3.2 Data collection and epidemiological
surveillance

In the context of diagnostic and treatment of emerg-
ing diseases and epidemiological surveillance these
primary care workers could also play an important
role in recording details of suspected cases for no-
tification, identification of disease vectors (carriers)
which in the case of Bartonellosis and Leishmania-
sis are sandflies, and educate the local communities.
Other stakeholders with a local presence, such as field
researchers, may also contribute to gathering different
facets of epidemiologically relevant data from visits to
local families. This includes accurate location data
(GPS coordinates), data about time spent outdoors
by family members during sandfly feeding times, in-
sect bite prevention measures, history of insect bites
or infestation and places where insect bites occurred,
number and type of domestic and peri-domestic an-
imals (known reservoirs of the Leishmaniasis para-
site) at the home, outdoor occupational and recre-
ational activities, travel and household hygienic facil-
ities. These data can be integrated into early warning
systems and shared among fieldworkers.

4.3.3 Mapping, visualisation and coordina-
tion tasks

Information collected by researchers would help in co-
ordination tasks such as mapping of at-risk families to
be visited by a healthcare provider, a record of house-
holds visited, statistics regarding the effectiveness of
specific interventions etc. As these data have spacial
and temporal facets, covering a number of different
categorical and numerical variables, geographical vi-
sualisation can potentially play an important role in
supporting awareness and coordination of activities
among the various stake holders.

4.4 Prototyping

Our analysis of the use cases discussed above identi-
fied four categories of tasks that could be supported
using technology. As mentioned earlier, these related
broadly to patient case data collection, disease iden-
tification, visualisation of cases, and communication
between healthcare providers.

The requirements of each of these categories of
tasks in terms of their scope and the type of function-
ality that needs to be supported by technology have
changed over time as we have worked with our users
in refining them iteratively. The initial design itera-
tions involved sharing of hand-drawn sketches (Fig-
ure 2) and storyboards (Figure 3) illustrating ten-
tative functions identified in the observational stud-
ies and fieldwork. These sketches and storyboards
formed the basis for four initial meetings and various
email exchanges encompassing healthcare profession-
als, system developers and other stakeholders. They
were essential in helping establish an initial common
ground and in giving the prospective users of nu-case
an idea of what was possible in a fairly unconstrained
manner.

These initial low-level prototypes were then re-
fined. The consensus that was emerging on the range
of possible and potentially desirable features of the
system was incorporated into a concept video which
showed scenes of the prototype then under develop-
ment in use in a series of scenarios that illustrated the
above described use cases1. Frames of this concept
video are shown in Figure 4. The video contained
short verbal descriptions (in the form of captioned
voice-overs) of the scenarios. It was presented to a
diverse group of stakeholders, including medical doc-
tors, healthcare service managers, nurses, community
health workers, medical researchers and epidemiolo-
gists. Following the presentation, participants were
given questionnaires designed to elicit their opinions
on the usefulness of the functionality described, on
potential risks, on the perceived usability of the sys-
tem, on the suitability of the devices for the region
and tasks, and on the potential utility of the system’s
functions to different healthcare providers. A detailed
analysis of the feedback gathered in this phase of the
project is presented in (Luz et al., 2013). In addition,
the concept video has been used in a separate activity
designed as part of the training of medical students
in health informatics (Carloni et al., 2013).

From a development perspective, as the design and
development team itself is geographically distributed,
it has been necessary to develop each component of
the prototype individually by different members of
the team over time, while making sure that those
components are integrated effectively. This has re-
quired careful selection of the development platform,
data structures, map format etc.

1The full video is available at http://bit.ly/YFpAun
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Figure 2: Parts of the initial sketches, illustrating patient case data collection using nu-case.

Figure 3: Parts of the storyboards, illustrating patient case data collection using nu-case.

User feedback was gathered at each prototyping
iteration. The initial iterations focused on key actors
and co-developers, while higher fidelity prototyping
was used to elicit feedback from a broader user group.

4.4.1 Patient case data collection

Initially the type of functionality we had envisaged
for this component was to allow collection of simple
patient data, generally in text format, which would be
used mainly for record-keeping purposes. Discussions
with our users, and medical science team members,
however, indicated that there was a need to expand
the functionality supported by this component to in-
clude a range of data such as audio notes, precise GPS
coordinates, photographs of patients and their skin le-
sions, images of slides for laboratory tests (e.g. blood
smears) and other image-based diagnostic exams (e.g.
X-rays).

These requirements are motivated by the fact that
collection of accurate patient data is not currently
carried out by our users working in the remote region,
and such data is much needed not only for better
diagnostic support, but also for notification of cases,
and more effective visualisation and monitoring of the
spread of neglected and emerging diseases.

Clearly mobile devices, with their extensive data
collection capabilities (audio, video, photographs,
GPS), are well suited for this purpose. We have there-
fore developed our prototype for AndroidTM smart-
phones and tablets2. Figure 5 shows a screenshot of
part of the data collection component of our mobile
system, called nu-case.

2http://developer.android.com/

4.4.2 Disease identification and notification

Providing diagnostic assistance to primary healthcare
providers was among the first functions that we con-
sidered prototyping. The initial idea was to allow the
user to attach a portable microscope to the mobile
device and use it to take images of blood smears,
which could then be automatically compared with
blood smear samples of specific diseases (e.g. Bar-
tonellosis and American Cutaneous Leishmaniasis) by
the system to provide diagnostic advice. We therefore
developed the necessary image analysis and machine
learning functionality to support this process (Cesario
et al., 2012). Comparison of blood smear images with
malaria cases, as acute Bartonellosis can sometimes
be misdiagnosed as malaria.

Despite some success with this work however, dur-
ing the second iteration of prototyping, medical users
suggested that a more useful approach would be to
allow the user to make visual comparison of skin le-
sions that characterise diseases such as Bartonellosis
and Leishmaniasis with photographs of existing cases
using the system. This would have the advantage of
resembling an accepted practice (consultation of med-
ical atlases) while adapting it to the mobility require-
ments. The system could also be improved if the user
could add photographs of skin lesions collected in the
field during diagnosis to the image database and ag-
gregated on a central server for curation by specialist
and eventual use for future diagnostic assistance.

4.4.3 Visualisation of cases

Visualisation of geographical disease data using maps
is an important component of epidemiology. There-
fore, support for geovisualisation of patient case data
was considered to be an essential requirement.
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(a) (b)

(c) (d)

(e) (f)

Figure 4: Frames of the video produced as part of the nu-case prototyping activities: (a) a doctor taking an
image of a skin lesion for the electronic medical record, (b) support for image-assisted differential diagnosis,
(c) blood smear image collection and machine-assisted analysis, (d) annotation of collected images for the
medical record, (e) coordination of data collection through geographical information, and (f) visualisation of
epidemiological data.

Since initially we did not have any data collected
by the prototype system itself, we focused on the use
of historical data made available to the project by the
medical science team members. These data, collected
over a decade, did not provide precise GPS location
of reported cases, but had information about the mu-
nicipality of infection and the municipality of notifi-
cation for each case. We therefore developed a spatio-
temporal visualisation of quantitative case data over
the map of the region of interest. The evaluation of
this visualisation in turn led to several improvements
to the prototype.

We are currently working on the next version of
the visualisation component which utilises more com-
prehensive patient case data newly collected in the
region by a collaborating field researchers, based in
the Amazon region. This data set not only includes
the precise GPS data, but also other details such the
patient’s occupation, place of employment, type of
employment, type of dwelling, family composition,
proximity to rivers, presence of domestic animals etc.

These data requirements were elicited through use of
the first version of the visualisation prototype in user
workshops. Figure 6 provides an example of the visu-
alisation component of our nu-case prototype, show-
ing several cases from the new data set.

4.4.4 Communication among care providers

The prototype system includes support for syn-
chronous and asynchronous communication modes.
One form of communication envisaged is between lo-
cal healthcare providers and medical specialists to
provide diagnostic assistance. This communication
could be synchronous, and involve sharing of medical
images and other data when reliable internet access
is available, which may not be the case when work-
ing in the field. Alternatively, the communication
could be asynchronous, and involve gathering of pa-
tient case data when there is no network connection,
and uploading them to a central data repository later,
as network access is restored (for instance when the
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Figure 5: An example of a patient case in the data
collection component of nu-case, which includes tex-
tual data, audio annotations, photographs, and GPS
location data.

healthcare provider returns to their clinic).
Over several iterations, based on the feedback pro-

vided by our users and medical team members, our
system has evolved to included a range of features to
support more asynchronous communication, particu-
larly for diagnostic assistance.

The system also aims to provide support for in-
stance for downloading instructional and reference
material (e.g. updated lesion images annotated by
specialists, as shown in Figure 7) and the latest data
on relevant geographical changes, disease propagation
patterns etc.

5 Conclusion

In this paper we have described the design of an in-
teractive system for assisting healthcare providers in
remote regions with the task of diagnosis and moni-
toring of neglected and emerging infectious diseases.
A distinguishing feature of this design process is the
fact that it has been conducted by an interdisciplinary
team of geographically distributed researchers and
practitioners, for a group of users who are themselves
geographically distributed.

Our experience has shown that although projects
such as this are often complex in their nature, they
can benefit from methodologies such as participatory
design and related techniques. It has also shown that
iterative prototyping can be successfully employed in

Figure 6: Visualisation component of nu-case, show-
ing several individual cases on the map of the region
of interest. Shown cases are selected by the user based
on a number of case data attributes.

The lesion area on the nose

Figure 7: An example of the image annotation facil-
ity provided by nu-case, showing a lesion area on a
photograph annotated by a specialist.

distributed development of interactive systems, pro-
vided that there is sufficient involvement of local in-
formants and co-developers.

Our project is an ongoing one, and we aim to run
field-trials of the nu-case prototype system with close
involvement of our user group, once further develop-
ment and testing of the various components of the
system have been carried out.
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Abstract

View-dependent rendering techniques are an impor-
tant tool in Spatial Augmented Reality. These allow
the addition of more detail and the depiction of purely
virtual geometry inside the shape of physical props.
This paper investigates the impact of different depth
cues onto the depth perception of users.

Keywords: Augmented Reality, Spatial AR,
Projector-based Rendering, Depth Perception

1 Introduction

Spatial Augmented Reality (SAR) provides a very
direct form of mixed reality by augmenting physi-
cal models of objects using projected light (Raskar
et al. 2001). This approach offers therefore more af-
fordances than other types of augmented reality: the
user is able to interact with physically existing mod-
els and there is a sense of ‘presence’ usually lacking
in see-through displays (Bennett & Stevens 2005).

SAR operates in the following way: physical mod-
els, which act as projection surface, have a 3D geo-
metric representation and each projector has a cor-
responding virtual camera. Projectors are aligned
to geometry using pose-estimation techniques. After
alignment, projectors augment the physical models
by projecting the rendered view from their respective
camera.

2 View-Dependent Rendering

View-dependent rendering provides perspective-
correct rendering in a SAR environment from a sin-
gle user’s perspective. It is used to provide additional
detail to coarse physical models (Menk et al. 2011)
or to create purely virtual geometry and space (see
Figures 2 or 1). As there is no intrinsically known
‘central camera position’, the user’s position has to
be tracked.

Creating these virtual geometries is a two-step pro-
cess:

1. The user’s position is known from tracking. The
view of the purely virtual geometry (the inside
of the box in this example) is rendered from the
user’s position and stored in a frame buffer.

Copyright c©2014, Australian Computer Society, Inc. This pa-
per appeared at the Fifteenth Australasian User Interface Con-
ference (AUIC 2014), Auckland, New Zealanda. Conferences
in Research and Practice in Information Technology (CRPIT),
Vol. 150, Burkhard Wünsche and Stefan Marks, Ed. Reproduc-
tion for academic, not-for-profit purposes permitted provided
this text is included.

Figure 1: The virtual inside of a box and virtual wall
depth.

2. When the geometry of the box is rendered for
each projector, projective texture mapping tech-
niques, using the same parameters as before, are
used to project the virtual content onto the ge-
ometry of the physical object.

This creates a view-dependent image for a single
tracked viewer and independent of any projector’s po-
sition or projection parameters.

3 Depth Perception

Many individual depth cues are used by the visual
system to provide an estimate of relative and abso-
lute distances of objects within an image. Individual
depth cues can be sorted by strength into three dis-
tinct ‘action distances’ (Cutting & Vishton 1995). In
SAR, only near-field and mid-field actions are of in-
terest.

Using view-dependent techniques in a SAR system
creates two sets of conflicting depth cues: there are
the ‘real’ depth cues, provided by the physical model
of the box and the environment and there are the
purely ‘virtual’ depth cues from the virtual content.
It is desirable that the virtual depth cues’ strength is
at least as strong as the real depth cues so that the
virtual content is perceived as strongly as the physical
prop.

4 User Studies

Two user studies were designed to measure depth
perception of projected virtual spaces rendered us-
ing view-dependent techniques. To do so, an indirect
measuring task was created. A box (as seen in Fig-
ure 1) had a virtual window cut into one side. The
inside was purely virtual and depicted nine pyramids
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at varying heights and positions within a 3 × 3 grid.
Participants were asked to select the apex of a high-
lighted pyramid by placing the tip of a tracked pen on
the top surface of the box at the location where they
suspected the projected position of the apex would
lie. The selection was blind – no feedback of the se-
lection was provided to the participant. Task distance
error was measured and was used to indicate the ef-
fectiveness of a depth cue. The order of selection, the
relative positioning of pyramids to each other and the
order of the conditions tested for were randomised
to minimise any learning effect. Participants were
not trained to perform the selection task prior to the
study.

4.1 Difference between Real, Static and Head
Tracked Perspectives

A first study investigated the difference of depth per-
ception between a completely physical mockup of
the virtual content, a static perspective (with head-
tracking disabled) and the head-tracked perspective
which provided depth parallax. Participants had no
time constraint during selection. Three participants
had previous experience with SAR installations, the
others not. Thirteen valid data sets (N=13) were col-
lected with 468 data points for the virtual and 234
data points for the real condition. The participant’s
mean age was 28 years (min 17, max 64) and the gen-
der distribution was three females and ten male par-
ticipants. All participants can be classified as ‘expert’
computer users with more than 50 hours of computer
use per week, but only three had previous exposure
to spatial AR systems. The results are listed in Table
1.

Condition Mean Median SD
Real 14.53 14.98 3.97

Head tracking 16.24 16.79 3.51
Static 17.75 17.87 4.47

Table 1: Aggregated distance error in the first user
study in mm sorted by mean error.

We found no significant difference between the
three conditions (F (2, 24.0) = 3.3, p = 0.054).

4.2 Head Tracking with Additional Depth
Cues

The second study compared head tracking to differ-
ent other additional depth cues. The following four
conditions were tested for: head tracking by itself and
head tracking with one of the following: texturing on
virtual content (Figure 2), shadows and virtual wall
depth (‘tunnel effect’, see Figure 1). These conditions
were chosen after an initial pilot study. Participants
were asked to perform the selection as fast and ac-
curately as possible. Eleven data sets were collected
(N=11) with 396 data points per condition. Seven
participants neither had experience with SAR instal-
lations nor participated in the first user study but all
of the participants can be classified as ‘expert’ com-
puter users. The participant’s median age was 26
years (min 20, max 35); the gender distribution was
one female participant and ten male. Table 2 shows
the results of the second study.

One-way repeated measures ANOVA showed that
there were no significant differences in accuracy be-
tween the different depth cues (F (3, 30) = 1.658, p =
0.197). Further post-hoc analysis revealed no other

Figure 2: Textured pyramids.

Condition Mean Median SD
HT + shadows 22.99 23.47 4.95
Head tracking 24.43 25.67 6.93
HT + texture 25.85 25.85 7.68

HT + wall depth 25.85 26.42 7.89

Table 2: Aggregated distance error values of the sec-
ond user study in mm sorted by mean error.

significant differences between the error values, based
on different depth cues. Therefore, different depth
cues did not improve distance error over head track-
ing alone, which confirms the findings of the first user
study. The increased error in all conditions, compared
to the first user study can be explained by Fitt’s Law,
as there was no time-constraint for selections in the
first study.

5 Discussion

This study was unfortunately unable to conclude that
a certain depth cues significantly improves depth per-
ception of virtual geometry. The performance of head
tracking (parallax) improved selection error compared
to the static perspective, however not significantly.
Further work should investigate the impact of stereo-
scopic depth cues in near-field SAR.

References

Bennett, E. & Stevens, B. (2005), The Effect
that Touching a Projection Augmented Model has
on Object-Presence, in ‘Information Visualisation,
2005. Proceedings. Ninth International Conference
on’, IEEE, pp. 790–795.

Cutting, J. E. & Vishton, P. M. (1995), Perceiv-
ing Layout and Knowing Distances: The Integra-
tion, Relative Potency and Contextual Use of Dif-
ferent Information about Depth, in W. Epstein &
S. Rogers, eds, ‘Handbook of perception and Cog-
nition.’, Vol. 5: Perception of Space and Motion,
pp. 69–117.

Menk, C., Jundt, E. & Koch, R. (2011), ‘Visualisation
Techniques for Using Spatial Augmented Reality
in the Design Process of a Car’, Comput. Graph.
Forum 30(8), 2354–2366.

Raskar, R., Welsh, G., lim Low, K. & Bandyopad-
hyay, D. (2001), Shader Lamps, Technical report,
MITSUBISHI ELECTRIC RESEARCH LABO-
RATORIES, Eurographics Rendering Workshop.

CRPIT Volume 150 - User Interfaces 2014

88



Designing an Educational Tabletop Software  

for Children with Autism 

Valerie Picardo
1
 Samuel Metson

1
 Rashina Hoda

1
 Robert Amor

2 

 
Angela Arnold-Saritepe

3
 Rebecca Sharp

3
 Denys Brand

3  
 

 

1
SEPTA Research 

Department of Electrical  

and Computer Engineering 

2
Department of Computer 

Science, Faculty of Science
  

 

 

3
Applied Behaviour Analysis 

Programme, School of 

Psychology, Faculty of Science

The University of Auckland 

Private Bag 92019 Auckland, New Zealand 

{vpic007, smet013}@aucklanduni.ac.nz   
{r.hoda, r.amor, a.arnold-saritepe, r.sharp, denys.brand}@auckland.ac.nz 

 

Abstract 

Discrete Trial Training (DTT) is an intervention method 

used by behaviour analysts for teaching skills to children 

with Autism Spectrum Disorder (ASD) around a table 

using physical materials and artefacts. Traditional DTT 

suffers from these main challenges: inconsistency due to 

human limitations; need for focusing the child’s attention 

on the trial at hand; and disruptions on account of in-

session data recording and analysis by the analysts while 

delivering the training. Developed in collaboration with 

HCI and behaviour analysis experts, our proposed 

solution is an interactive, tabletop software application 

that provides the consistency and integrity that DTT aims 

to achieve, while engaging the child’s attention on the 

interactive interface, and seamlessly collecting and 

analysing in-session data in the background. Upcoming 

usability evaluations of the prototype promise to provide 

insight into the potential effectiveness of our prototype. 

Keywords:  Autism Spectrum Disorder (ASD), Discrete 

Trial Training (DTT), Child-Computer Interaction (CCI) 

Education, Children, Learning 

1 Introduction 

Autism Spectrum Disorder is a neuro-developmental 

condition and Autism is one of three recognised disorders 

on this spectrum, and affects the cognitive development 

of the child. In the last 40 years, the rate of incidence of 

Autism Spectrum Disorders has risen from 4 in 10,000 to 

approximately 62 in 10,000, as of 2007 (Rutter 2005). 

Part of this increase can be attributed to better diagnoses 

and more awareness of ASD, but this still means that 

there are much greater numbers of people who require or 

will benefit from specialized teaching. Targeted methods 

must be used to teach basic behaviour and interaction 

skills to learners with developmental and learning 

disabilities.  

___________________________  
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Discrete Trial Training (DTT) is a teaching procedure 

based on the principles of Applied Behaviour Analysis to 

teach academic and other skills to children with neuro-

developmental disorders, such as Autism (Smith 2001). 

DTT has four distinct parts: the trainer’s presentation, the 

child’s response (which may be prompted), the 

consequence, and a short interval between the 

consequence and the next instruction (Smith 2001). 

Performing trials in a consistent way is a large contributor 

to the effectiveness of DTT sessions. Traditionally, DTT 

sessions are conducted using physical materials while the 

analyst and child-learner sit around a physical table.  

DTT is meant to carried out according to the scientific 

guidelines in a highly consistent format (Smith 2001). 

While this may sound feasible in theory, the reality is that 

DTT conducted in traditional settings is error-prone as the 

analysts conducting it are liable to be inconsistent and 

make mistakes on account of human limitations. 

Additionally, in-session data recording (e.g. 

correct/incorrect responses) and analysis by analysts is 

often inaccurate and disruptive to the primary aim of 

DTT (Smith 2001). 

2 Assistive Technology 

Technology can provide the consistency and integrity that 

DTT aims to achieve, while engaging the child’s attention 

and thus immersing them in therapy for longer periods of 

time than they would otherwise sustain. 

It has been suggested that the reason children with 

autism gravitate towards technology is because of its 

consistency, predictability, logic and freedom from social 

demands (Chen 2012). The concern that the use of 

computers may inhibit spontaneous language and social 

interaction in children with autism has not been 

conclusively evidenced by research. In fact, the children 

were found to have increased their motivation, use of 

spontaneous comments, eye gazes towards the parent, and 

positive affects while on the computer and decreased their 

inappropriate language and behaviour compared to 

baseline play sessions (Whalen et. al 2006). Touch-based 

applications are particularly suited for this purpose 

because of their popularity, especially among the younger 

demographic who have emerged as digital natives 

(Palfrey and Urs 2008).  
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A significant number of existing software applications, 

related to the DTT intervention were found on software 

app markets. However, many of these applications were 

designed by domain experts in the field of behavioural 

analysis alone and therefore did not harness technical 

expertise or the benefits of good HCI design. Despite 

their portability benefits, DDT applications on mobile 

touch devices such as on iPhone, iPad and Android have 

the disadvantage of limited screen real estate and non-

collaborative allowance (Artoni et. al 2012). They also 

lack the support of multiple simultaneous touch gestures, 

which is crucial for instances when both the child and 

therapist could be interacting with the application at the 

same time. Given DTT sessions are typically conducted 

with the analyst and child-learner sitting around a table, a 

tabletop seems well-suited for our interactive software. 

3 Project Overview 

The hypothesis of our study is that multi-touch table-top 

software has the potential to engage children in autism 

therapy while allowing therapists/behaviour analysts to 

conduct and monitor DTT far more easily and accurately. 

The aim of this project is to develop an interactive, 

multi-touch based software application that mimics the 

research-based intervention of DTT. In particular, this 

software focuses on teaching basic colour and shapes 

recognition. The software application aims to act as a 

novel learning/teaching tool to allow therapists/behaviour 

analysts to conduct and track sessions with children 

diagnosed with Autism, in a far more effective and fluid 

manner, whilst still having the flexibility to customise 

sessions for each child. Additionally, the software 

application should also engage the child in the learning 

process without any sensory overload. 

This cross-disciplinary project harnesses the expertise 

of software engineering and HCI researchers and 

software developers, certified behaviour analysts and 

psychology researchers. Our team is working 

collaboratively to create a solution that leverages the 

technological affordances offered by touch-based 

platforms in order to enhance the effectiveness of DTT 

while preserving its pedagogical requirements and 

original structure. 

As part of the design process, both pen-and-paper and 

electronic user interface prototypes were created to give a 

basic vision of the structure of the application. The paper 

prototype was rapidly created as a very basic view of the 

application, and discussed at meetings with the subject-

matter experts (certified behaviour analysts.)  

Using the Scrum software development method 

allowed us to develop this iteratively and incrementally 

weaving in feedback from collaborating behaviour 

analysts. The tabletop used is the Samsung SUR40 with 

Microsoft PixelSense which supports 50 simultaneous 

touch points and object recognition. 

4 Design Features 

The application is aimed at providing a holistic approach 

to DTT and consists of the following main features: 

 Setting up trials customized to individuals 

 Conducting trials (train for colours and shapes) 

 Tracking and reviewing trials  

The portion of the UI that is viewed by the learner is as 

simple and minimal as possible in an effort to reduce any 

distractions that can lead to the learner not attending to 

task instructions and to maximize the probability that the 

learner emits a correct response (Koegel et. al 1977). To 

use the app, a facilitator will log in, choose a child profile 

from those they are teaching, and either “train” the user 

(conduct a trial) or “track” them (review progress data). A 

trial setup can be customized to select: colours or shapes, 

number of trials in a session, and type of prompts. 

Analysts can also select to focus on certain colours by 

setting them as the correct response and mixing them 

with a number of other colours of their choice. As 

children with neuro-developmental disorders can be 

easily overstimulated or overwhelmed, the portion of the 

UI that will be presented and viewed by the child has 

been made as simple and minimal as possible to reduce 

any distracting factors and allow the child to focus on the 

task at hand. Data recorded includes correct and incorrect 

responses for each of the trials in order that trends over 

the latest DTT session and over time can be reviewed by 

the analysts. 

5 Future Work 

Human Ethics approval for conducting usability 

evaluations is in place. Relevant institutions are currently 

being invited to participate in our evaluations for usability 

and usefulness. We expect to discover any remaining 

usability issues which will then be rectified; and identify 

the application’s effectiveness in assisting with DTT in 

the aforementioned areas (providing integrity and 

consistency, increased child engagement, and seamless 

data recording and analysis.) 
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Abstract

Spatial memory has been recognized as an important
factor in efficient human-computer interaction. How-
ever, most previous studies are limited to very sim-
ple depth cues and 2D displays. We present a study
investigating the effects of head-coupled perspective,
stereoscopy and simple landmarks on spatial memory
by measuring performance and accuracy in a memory
game. Our results indicate that head-coupled per-
spective affects spatial memory positively and should
be investigated further. The polarized stereoscopic
display and the landmarks used in this study had a
significant negative effect, suggesting that they should
be used with care. Users’ perceived efficiency of a 3D
display technology turned out to be a bad indicator
of its actual efficiency.

Keywords: Spatial memory, 3D display technology

1 Introduction

Several studies show that users’ spatial cognition is an
important indicator of their performance when oper-
ating a user interface (Vicente et al. 1987). So it
comes as no surprise that researchers have tried again
and again to harness the power of spatial memory
in user interfaces (Jones & Dumais 1986, Robertson
et al. 1998). It is not clear whether adding depth
cues to a 2D user interface actually enhances spa-
tial memory: while some studies demonstrated im-
provements, e.g. Robertson et al. (1998), these im-
provements could be attributed to factors other than
the depth cues, e.g. (Cockburn & McKenzie 2001).
Moreover, the range of 3D display technologies that
has been investigated with regard to spatial memory
is rather narrow, using mostly primitive depth cues
such as 3D perspective projection, size gradient and
shadows.

In this study, investigate the effects of stereoscopy
and head-coupled perspective (HCP) on spatial mem-
ory in a memory game (Figure 1). We incorporate
3D objects representing the data elements and simple
landmarks consisting of a 3D room with distinctive
wall, ceiling and floor patterns.

Copyright c©2014, Australian Computer Society, Inc. This pa-
per appeared at the 15th Australasian User Interface Confer-
ence (AUIC 2014), Auckland, New Zealand. Conferences in Re-
search and Practice in Information Technology (CRPIT), Vol.
150, Burkhard Wuensche and Stefan Marks, Ed. Reproduction
for academic, not-for-profit purposes permitted provided this
text is included.

Figure 1: Screenshot of the 3D memory game with
all objects uncovered

2 Methodology

The memory game task involved finding matching
pairs of objects. In each round of the memory game,
20 objects (i.e. 10 matching pairs) were shown un-
covered for five seconds, and then they got covered
with boxes. In each move a player could uncover two
objects by clicking on them, and if the two objects
formed a matching pair, they stayed uncovered. Oth-
erwise, they were covered again and the move was
counted as a mistake to measure recall accuracy. Per-
formance was measured as task completion time.

We measured user performance (task duration)
and user accuracy (no. of mistakes made) in display
conditions formed from different combinations of 3D
perspective projection (3D), stereoscopy (S) using a
polarized screen and polarized glasses, HCP (H) using
a webcam and tracking software, and landmarks (L)
involving flower wallpaper, a floor and a ceiling (Fig-
ure 1). Using a within-subject design, each partici-
pant played the game under nine display conditions:
2D, 3D 3DH, 3DL, 3DHL, 3DS, 3DSH, 3DSL and
3DSHL. The order of test conditions was permuted
between participants to distribute any order effects.
Object positions were chosen randomly from a set of
pre-defined arrangements (without recurrence). Par-
ticipants would play the memory game for five rounds
in each test condition, of which the first two were
training and did not count towards the experimental
results. Participants had the option to rest between
rounds. At the end of the experiment, each partici-
pant was asked to fill out a questionnaire.

Proceedings of the Fifteenth Australasian User Interface Conference (AUIC2014), Auckland, New Zealand

91



0

20

40

60

80

100

120

140

2D 3D 3DH 3DL 3DHL 3DS 3DSH 3DSL 3DSHL

Ti
m

e 
D

ur
at

io
n 

(s
ec

on
ds

)

Display Conditions

Figure 2: Task durations under different conditions (median and quartiles)

3 Results

We performed the experiment with 29 participants,
which were chosen from different genders, age groups
and occupations. Most of them were university stu-
dents from various disciplines.

A boxplot of the task durations under the different
conditions is shown in Figure 2. The results show a
significant advantage of 2D and 3DH (3D projection
with HCP) over all other display conditions, with no
significant difference between the two. Landmarks
and stereoscopy had significant negative effects, with
3DSL and 3DSHL performing worst.

There was not as much variation in the number of
mistakes as there is for task duration. Noteworthy is
only that simple 3D had significantly more mistakes
than all other conditions except 3DSH and 3DSL. The
only display technology that had a significant positive
effect on the number of mistakes was HCP.

The questionnaire asked the participants to rank
the display conditions with regard to their perceived
efficiency and enjoyment. The results indicate that
users’ perceived efficiency was correlated with per-
ceived enjoyment, but inversely correlated with the
actual efficiency of display technologies as measured
by task duration and number of mistakes.

Users were asked to think aloud during the task.
Judging from that, the majority of participants be-
lieved that HCP was helpful because of adding more
realism to the environment (i.e. the ability to see the
environment from different view points) without im-
posing significant strain. The stereoscopic display
used in our study caused fatigue and consequently
deteriorated the performance. The landmarks added
visual clutter and had therefore a negative effect on
user performance. Other features such as the spa-
tial arrangement of objects, their colors and a user’s
familiarity with them seemed to affect recall signifi-
cantly.

4 Discussion

Unlike the 3D condition where the arrangements were
random, the 2D condition always arranged all objects
in a regular grid. Furthermore, the objects in the 2D
condition were generally bigger than in the 3D con-
ditions and had a clearer contrast to the background.
Consequently, layout, object size and contrast were
confounding variables that have likely made the 2D
condition easier.

Technical problems in the head tracking system
caused random jitter and occasional malfunction.
Participants found this distracting, and it is a likely
reason why participants mostly gave low rankings for
HCP. This makes the positive effects of HCP the more
surprising, and suggests HCP may perform even bet-
ter if a more stable technology were used and the
participants were more experienced in its use.

5 Conclusion

HCP seems to be a promising technology wrt. spatial
memory and should be investigated further. Appar-
ently stereoscopic displays can affect spatial memory
negatively, likely because of fatigue. Landmarks need
to be designed carefully, as they can have a significant
negative effect on spatial memory by adding visual
clutter to an environment. Finally, the perceived ef-
ficiency of a display technology is not necessarily an
indicator of the actual efficiency, but may be more
related to enjoyment. As future work, we will modify
and replicate the study to remove confounding vari-
ables, especially in the 2D condition, and investigate
the impact of other stereoscopic displays and types of
landmarks.
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Abstract 
In the early phases, software engineers use 

whiteboards and flip charts to create and discuss their 

ideas and later they transform manually the hand drawn 

pictures into machine readable models. During this 

transformation important sketch information, like the 

history of origin or some elements, will be lost. To solve 

this problem, we present a new approach using digital 

whiteboards to elaborate in a creative and collaborative 

environment hand drawn pictures and transform them 
into domain specific models and vice versa. This poster 

outlines the process of the automatic transformation from 
sketch models to models based on well-defined notations 

and vice versa in the early creative phases of software 

development. 

Video: https://www.youtube.com/watch?v=0i3M9djPrRM 

Keywords: Sketch Recognition, Model-Based Software 

Development, Collaborative Software Engineering 

1 Introduction and motivation 
These days software development is a distributed team 

process. The commercial success of products is 

increasingly important and the quality of the software has 

an important role in this context(Friedewald et al. 2001). 

However, less than 30% of all software projects are 

successful (Hartmann 2006). Especially critical are the 

early phases of the requirements analysis and the 

architectural design. Studies show, that the correction of 

errors from these early phases will cost up to 14 times as 

much as in case of errors in later phases (Westland 2002). 

Requirements analysis and architectural design are 

particularly important for the success of development 

projects. These early phases are also the creative phases. 

It is crucial for the success of a project, that teams work 

closely together – occasionally at different locations - and 

have strong cooperation. Thereby, handwritten sketches 

on whiteboards have been generally accepted in practice 

as the medium of communication. About 75% of 

developers like to use whiteboards during analysis and 

design (Cherubini et al. 2007) – even and especially in 

team workshops.  
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Normally software engineers do not use modeling 

tools like MagicDraw UML (MagicDraw 2013) in this 

early phase, because of their cumbersome handling. 

Modeling tools are made for precise model 

documentation, and not for creative sketching. Hence 

software engineers use whiteboards and flip charts in 

team meetings to create and discuss their ideas in form of 

various hand drawn pictures using well defined notations, 

like for instance, UML diagrams or Flow Chart diagrams. 

The existing (and partly expensive) modelling tools are 

used later on, to manually transform the hand drawn 

pictures into machine readable models for the next 

development tasks, like for instance, code generation. In 

follow-up meetings software engineers use the old hand 

drawn pictures and print-outs of the afterwards 

documented and further developed models to discuss and 

further improve their solutions. Thereby, they again 

produce additional hand-drawn pictures which again have 

to be later on manually integrated into the existing 

machine-readable models. Another topic is that some 

team members will not recognize the shown model, 

because in the transformation some important information 

is lost or a team member might try to optimize the 

resulting sketch model in the modeling tool.  

2 Scribbler: A model sketching environment 

To support software engineers in the early phases, we 

developed a collaborative and creative modeling tool 

called Scribbler. Scribbler uses digital whiteboards to 

transform free hand sketches in models based on well-

defined notations and back again, saving the history of 

origins, recognizing objects and handwriting.  

 

Figure 1: The Scribbler tool 

Scribbler is portable for every device which uses java 

and supports ad-hoc meetings between geographically 

distributed locations. The transformation is completely 
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independent from a pre-defined modeling language. The 

tool provides a training mode to learn new graphical 

syntax elements and map these to formal meta models 

entities. Furthermore developers can quickly create new 

pluggable components for their own requirements (Bartelt 

et al. 2013). A screenshot of the tool is shown in Figure 1. 

At the top (1), all current loaded plugins (e.g. learning) 

are represented with an icon, in the center (2) the canvas 

and last but not least the toolbar is located at the bottom 

(3), which consists of four colors, an edit button and a 

rubber. 

3 Transforming sketch models to models 

based on well-defined notations and back 

again 
Transforming a hand drawn sketch to a formal based 

model, describes a process, of mapping sketches to 

elements of the given meta model. Figure 2 shows a small 

Ecore (EMF) meta model. 

 

 

Figure 2: Ecore meta model  

This meta model consists of entities like houses, 

rooms, windows and doors, and connections between this 

elements. In this example DoorToRoom, 

WindowToRoom and RoomToHouse are connections 

represented as lines. Room, Door, Window and House are 

represented by meaningful icons. 

 

Figure 3: Transforming sketches into a model and 

back again 

As mentioned above, the process of the transformation 

from sketch models to models based on well-defined 

notations is error-prone. Almost always the sketch 

information, like the history of origin, is lost and the 

formal model looks different to the sketch. To fix this 

problem, Scribbler can export sketched models to models 

based on well-defined notations which are generated with 

EMF – the Eclipse Modeling Framework - without losing 

sketch information. Furthermore, Scribbler can import 

these models from the EMF-Editor. Figure 3 shows an 

example of the import/export process of a sketched 

model. In phase 1, the team created a sketch model. After 

the meeting Scribbler can transform automatically the 

sketch model to a model based on well-defined notations. 

Thereto, Scribbler detects collision and inclusion, maps 

the recognized sketch objects to concrete elements of the 

Ecore meta model, stores the sketch model into a special 

tag and stores it into a file. Phase 2 displays the formal 

model which is the result of the transformation. It is easy 

to see that the elements are at the same position and have 

roughly the same size like in the sketch model in. After 

the transformation of a sketch model to a formal model, 

the user is able to work on the model in the editor. In this 

example a user changes the position of the room and adds 

a new room. The modifications in the editor can be seen 

in phase 3. After that, the formal model can be imported 

in Scribbler. During the import Scribbler verifies the 

information of the formal model file. If there are valid 

sketch information Scribbler draws these elements on the 

canvas. If the position or size has changed, Scribbler 

adapts the coordinates. In this example a new room was 

added in the GMF-Editor. The application checks to 

which element in the knowledge base room is mapped 

and draws the room with this information. Phase 4 shows 

the result of the import from the formal model file. 

Scribbler allows distributed, parallel (collaborative) 

sketching of models on digital whiteboards and tablet pcs, 

the transformation of those sketches in model based on 

well-defined notations and back again, recognize objects 

of every domain, recognize hand writing, an easy and 

interactive learning of new domain specific syntax 

elements and a recording/playback of the 

modeling/sketching history.  
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Abstract 
The concept of casual screen sharing is that multiple users can cast screen images from their personal hand-held devices 
on to a large shared local screen. It has applications in personal and business domains where documents or images need 
to be discussed in a shared environment. The ‘casual’ qualifier implies that the overheads of this sharing should be 
minimal. Implementation of casual screen sharing poses two general problems: sending content from multiple devices 
with minimal or no authentication/authorisation, and displaying this content on the larger screen. This paper proposes a 
solution and describes the development of a prototype, CasualShare. 
Keywords:  screen-sharing, public display, casual sharing 
 

1 Introduction 
Screen sharing is an effective method to share what one 
person sees on their device’s screen with the screen of 
another device. The technique typically involves a host 
sharing its screen to a client’s screen through an 
appropriate communication channel. The potential of this 
technique for a mobile device is significant, as it enables 
viewing on a larger screen which is more convenient for 
an audience. There are some particular problems that 
arise with existing screen sharing techniques: 

The first problem is how the host and client will 
connect to each other. This can be a connection via cord, 
Bluetooth, wireless local network (wifi) or through the 
internet. Many existing techniques require long-winded 
authentication or synchronisation between the devices; 
this affects the usability of these techniques and can be 
frustrating to the users.  

The second problem is that of providing for multiple 
connections.  Many existing techniques allow only a 
single screen sharing session, because when more than 
one device is sharing their screen to a single server a 
variety of new problems occur. These include (i) the need 
to handle more connections which can cause delays, and 
(ii) the allocation of the real-estate on the large screen. 

2 CasualShare 
This paper describes a MAC OS X program called 
CasualShare which runs as a server and receives content 
from client(s) within a local area network (LAN), through 
Airplay™ (Apple, a) and a VNC connection (Fleishman, 
2010). Both VNC and Airplay are used because they 
support wireless transfer, and require minimal 
authentication. The VNC connection is used for mirroring 
the whole of a client’s screen, while Airplay is used only 

for sending images and videos. Once thiscontent is sent to 
the server, it is subject to manipulation by CasualShare to 
be displayed on a large screen. This overcomes both 
problems stated earlier: by allowing clients to share 
content with no authentication once connected to the 
same local area network (LAN) – it assumes whoever is 
connected to the network is trustworthy – and displaying  
content appropriately on a large screen. 

3 Airplay 
Airplay comprises a mix of protocols created by Apple, 
to view media from an iOS device or from a computer, 
using iTunes™ (Apple, b), to an Airplay receiver. 
Airplay supports images, videos, audio and also screen 
mirroring which requires special encoding hardware that 
does not use too much CPU power. iPhone 4S, iPad2 and 
Macs with Sandy Bridge CPU’s include this hardware. 
Airplay locates compatible devices automatically by 
using Apple’s Bonjour software (Apple, c),  without 
requiring any configuration. This is achieved by using a 
DNS-based service discovery (Krochmal & Cheshire, 
2011), and allows an Airplay server to be found from an 
iOS device simply by clicking the Airplay icon (see 
Figure 1).  

With CasualShare, to send an image via Airplay once 
connected is simple; whatever image is displayed on the 
device is automatically sent to the server.  A slideshow 
session is started by going to the first image of the 
slideshow then pressing the play button, located on the 
bottom of the image. Then every three seconds a new 
image is sent to the server. The duration can be changed 
in the device’s settings, and the slideshow can be stopped 
at any time by pressing the pause button. 

Videos are sent to the server in the same manner as 
slideshows. Pressing the play button while dislaying a 
video will send that video at the current play position to 
the server; the device keeps control over the video so it 
can still pause and scrub. The video is shown with a 
custom controller, placed in the centre bottom; this 
controller has four controls: play/pause, scrubbing scroll 
bar, full screen button and a volume scroll bar, so the 
server also has control over the video. These buttons are 
transparent and fade out when the mouse is inactive; this 
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makes it more aesthetically pleasing and less distracting 
for the user(s) to view the images and videos.  

 
4 VNC Connection 
CasualShare uses FlashLight-VNC (Fucci, 2010), a 
lightweight open source VNC Client written in Adobe 
Flash. It is used to connect to a VNC Server (Richardson, 
et al, 1998) like Veency (Simon, 2008) which will be 
running on the mobile device to mirror its screen and also 
allow control from a mouse and keyboard. 

To locate VNC Servers running on the network this 
project uses Nmap (Lyon, n.d.) ("Network Mapper") 
which is a free and open source utility for network 
discovery and security auditing enabling fast port 
scanning within an IP range. This allows the software to 
scan all addresses on the network to see which addresses 
have the VNC port open, allowing a user to easily 
connect to a VNC server without manually entering an IP 
address. 

 

 
Figure 1: Multiple devices connected (images top and 

bottom right, mirroring session on bottom left) 

5 Display Content 
This server is also capable of displaying media 
simultaneously with multiple devices. This means several 
devices can send images, videos or mirror their screens to 
the server at the same time. The server partitions the 
screen appropriately so that each device receives the 
same proportion of the screen (see Figures 1).  

There is currently no limitation on how many devices 
can connect. When a new device connects, the server 
simply checks to see if the screen needs splitting to create 
a new space, and if it does, it will be split vertically 
before horizontally, as screens are typically wider.  

6 Preliminary Results 
While extensive user testing has not been done, we have 
conducted a usability study on CasualShare with five 
participants. The goal of this study was to gather and 
analyse findings about the perceived strengths and 
weaknesses of CasualShare. 

The results obtained through this study show that 
using Airplay to send images and videos to CasualShare 

is the favoured feature, as it is straight forward and easy 
for users to control. The mirroring feature proved to be 
the hardest and most undesirable feature of CasualShare, 
as it required the user to navigate to the mirroring tab, 
scan and connect to a specific IP address.  

The study revealed that CasualShare was overall 
effective and easy to use, and that all participants found 
the software useful and would use the system again for 
personal and/or business use. 

7 Conclusion and Further work 
The aim of this project was to produce a casual but 
efficient technique for screen sharing from a mobile 
device to a larger screen. This has been achieved by 
utilising existing techniques and addressing their 
weaknesses. CasualShare, the screen sharing software 
created by this project runs on a Macintosh computer and 
displays images, videos and a mirroring session, sent 
wirelessly from a mobile device. The improvements 
achieved by CasualShare regarding screen sharing 
include: wireless transfer of media through a local area 
network (LAN); casual approach with no authentication 
(once connected to LAN); multiple connections from 
clients to the server; the display of media from multiple 
devices with appropriate partitioning; caching media  to 
reduce latency; and full control of media from server and 
client side; 

CasualShare is freely available through the website 
www.joris.co.nz. At the time of writing there had been 
some 1500 downloads over the 10 months it had been 
available. 

CasualShare could be taken along several different 
paths to further improve its functionality. Screen 
mirroring is a capability of the latest Airplay protocol. 
This is achieved through an encoded video stream which 
is packetized holding a 128-byte header. One 
improvement for future work would be to include screen 
mirroring by decoding the video bit stream. This would 
allow mirroring without the need of a VNC connection. 
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