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ABSTRACT
Virtual Worlds present a 3D space to the user. Hewe
input devices are typically 2D. This unnatural miagp

reduces the engagement of the experience. We are )

exploring using Wii controllers to provide 3D gestibased
input to the 3D virtual world, Second Life. By ewating its
usability, we found that gesture-based interfaces a
appealing and natural for hand gestures such ag Wwat/
difficult to map to facial expressions.
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1. INTRODUCTION

We are developing a 3-dimensional (3D) gesturedbase
interface for a 3D environment to investigate ib¢gmtial to
provide more a immersive experience. The Nintendo W
controller (also known as the Wii Remote or Wiimaiee
Figure 1) is the 3Dinput device we are using. h datect
motion and direction information, allowing users rmo
natural interaction with virtual environments sucs
Second Life[4] (Figure 2).

Over recent years, virtual environments have grdwn
popularity. These 3Dvirtual worlds have developetb i
effective tools for social interaction, becoming mmo
realistic not only in terms of appearance, but afsdhe
types of inter-personal interactions available.
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Figure 1: The Nintendo Wii Controller

Second Life is the virtual environment we are ustog
investigate the gesture interface. It is an onioenmunity
where users are represented with user-created raerso
called ‘avatars’. Linden Labs’ Second Life currgntas
around 5 million registered accounts [5]. Usersrnatt
using a combination of text messages, to act avéheal
component of conversation, and gestures performyetthdo
avatar to act as the non-verbal component.

However, avatar gestures are currently activatedidigig
text commands. For example, by typing ‘/hey’ in tieat
text box, the avatar performs a waving action vitshhand
(see Figure 2). Second life is typical of 3Dvirtual
environments; the vast majority of 3Dactions ardqrened
using 2-dimensional input devices such as the kayband
mouse.

With the release of Nintendo’s Wii gaming consdieg
popularity of 3Duser input has also increased loyiging
a gesture interface to a mainstream audience. Tiemdo
Wii controller has a built-in accelerometer to meas
accelerations in the X, Y, and Z axes, an infra-sedsor
for accurate pointing, various buttons, and Blu#iofor
communication with a Wii console or a computer[7].

However, while 3Dinput has proven to be an effextiv
means of interaction for games on the Nintendo \t4i,
efficacy is yet to be formally determined in thentext of
online social interaction within a virtual enviroent. Our
focus with this work is on the user experience sihg a
hand-held device and gestures to interact with a 3D
environment



2. RELATED WORK 3. GESTURE INTERFACE DESIGN

While 3D gesture input for navigation of virtual We determined the key functions required by sealecti
environments has been explored in a number ofrdifite ~ commonly used in-game gestures performed by avaddrs
types of systems there are few reports of the ligalbif these, half were hand gestures, and the othemlead not.
these interfaces. The usability is complex and \vaeeh

drawn on reports of these experiences for our We also included navigational functions as pauwfstudy

since we are determining the overall usability koé Wi
Research into the usability of 3D interfaces fortual controller in Second Life. The next step is to eclla set of
reality environments has been conducted by Cabel[&]. intuitive gestures from users which map to thesetions.
They performed experiments involving the virtuaality

environments CAVE and Powerwall. From the reseasthe -1 User Study _ o
observations of user preferences, it was found tisars  1hiS part of our user study was designed to detegrmitial
generally preferred a lack of physical stress asgstem user perceptions and reactions to the Wll controdied
responsiveness when manipulating  in-world 0bjects_gesture—based interfaces and to determine a sdéefatilt
Meanwhile, users generally desired freedom of memem 9estures [6]

for in-world navigation, placing great importancen 0 e interviewed ten people of varying cultural armtis-

making interaction with the virtual environment as economic backgrounds. All were proficient computsers
immersive as possible. very familiar with the keyboard and mouse. Howevest

Another study on the usability of gesture interfaceas aII__had used a Wii controller before. Each was red a
made by Kwon and Gross [3] who combined the use ofWil controller and asked to demonstrate how thewldo
sensors on the body with motion capture camerasafor Perform the following actions using the Wii conteol

motion training application. Usability tests of iheystem  Walk, run, fly, look, move the camera, select aswarld

found users often formed the opinion that a gesased ~ ©Object.

interface  made the application more appealing andrhis was done to determine how users would expect t
encouraged the users to concentrate more on tkettabe  npayigate through a virtual environment when givies Wii
achieved. controller as an interaction device. The actionsciviwe

There is little existing literature to suggest home should ~ requested users to perform using the Wii controller
design a 3D gesture interface. We based our aplproaccorrespond directly to tasks which must be perfarrhg

towards designing a logical and ergonomic interface  the user when navigating through Second Life.

guidelines offered by Nielsen et al.[6]. Their seg®d  Then participants were shown videos of a Secone Lif
steps are: First, determine the desired functiohthe  ayatar performing each of the following gestured asked
gesture interface. Second, study the actions patarers  how they would perform them using the Wii contralle

information to determine the gesture vocabularytloe

system. Finally, benchmark the gesture interfacengus We could then extract common gestures to help us
usability tests. determine the default gesture vocabulary through th

observations we made during the study.

3.2. User Study Observations

We found that participants showed a preferencaHer2-
dimensional interfaces for navigational actionsefusing
buttons on the controller instead of performing estgre
with the Wii controller.

For the second half of the interview, participateisded to
mimic the avatar's actions. Participants used astiwhich
very closely resembled the avatar's actions for halhd
gestures. Even for avatar gestures that tendedttose the
hands, many participants attempted to mimic théaava

For the ‘Yes’ and ‘N0’ gestures, only two particaiyps
preferred using buttons. One participant positiotredWii
controller next to his head to capture head movéwhile
Figure 2: Avatar performing a ‘Hey’ gesture in Secad Life the rest used up-and-down movement of the hangesy
and side-to-side movement for no.
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The ‘Laugh’ gesture especially does not map so teethe
Wii controller, however one participant still attptad to
mimic the avatar.

Of the gestures which we asked participants tooperf
only five were common across most participants.séHeve
gestures are: Hey, Yes, No, Point at me, Pointoat §s
shown in Fig. 3.

Figure 3: 5 gestures used in our study. From top-feto
bottom-right: Hey, Yes, No, Point at you, Point aine.

4. Implementation

Rubine’s algorithm calculates a score for eachuyestlass
representing how well an input gesture matchesvangi
gesture class. The maximum score represents therges
class which the input gesture most closely matchéss
application provides an interface in which usery mr@ate,
train and recognize gestures.

4.3. Perform

The current implementation of “Silverbolt” performs
actions within Second Life via the Windows API hysf
recognizing the input gesture and then convertirtg the
appropriate Second Life instruction.

5. USABILITY TESTING

Our second user study was designed to determine the
efficiency of Silverbolt as well as to obtain useypinions

of the system in comparison to a keyboard and moluse
range of Second Life avatar gestures used in thdyst
consisted of: /hey, /yes, /no, /pointyou, /pointme.

Users were required to navigate through a course we
devised performing seven tasks as they went. Tlee'sus
avatar was guided through the course and givenirthe
world challenges by another avatar controlled bg th
researcher. The tasks included answering triviastons
such as “is the sky blue?” or “who is holding thd@iéote?”

One question required a ‘hey’ response, three wesno

We implemented a prototype gesture interface calledquestions and three were poinyou/pointme. Tengipatits

“Silverbolt”. It performs three main functions: d,
recognize and perform.

4.1. Record

Accelerometer data from the Wii controller is traniited to
the computer via Bluetooth. This data is colleced then
stored in an array-list data structure which we tiaen
process.

4.2. Recognize

were asked to perform the test using both a keybaad
mouse interface and our Silverbolt interface. Befthe
Silverbolt test participants trained the recognizith four
examples of each gesture. After both tests thdcpzanhts
were asked to rate Silverbolt in comparision to the
keyboard and mouse on: their enjoyment, ease ofande
overall rating and preference on a 10 point Lilsrdle (1
worse, 5 same, 10 better).

The results suggest that users generally prefethed

Our system implemented a gesture recognition systensilverbolt interface over keyboard and mouse. Bigdits

using a variation on Rubine’s Algorithm[8]. Thisshbeen
used in other system requiring recognition capidsli(for
example Inkkit [2]). It employees hidden markov ratxd
and a set of gesture features to statisticallyrdetes the
most likely gesture match.

Rubine’s algorithm is trained by providing it withset of
example gestures for each class (type) of expegstlre.
Our system can be trained by adding recorded gesstora
particular gesture class. A major decision when
implementing this algorithm is the features to sele

The features we arrived at heuristically were:

The duration of a gesture.

The starting orientation of the gesture.

The amplitudes of acceleration values in the X,nd a
Z directions.

The number of turning points in the acceleration vs
time graph of this data in the X, Y and Z direction
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found the gesture interface more enjoyable to gseng
the system an average rating of 6.9. We also fahatl
participants perceived the system a little easienge than
the standard keyboard and mouse interface on averag
average rating of 5.75. Finally, participants gthe gesture
recognition system a higher overall rating of 6.35.
Furthermore, 70.0% of participants would rather tise
Wii controller interface over the keyboard intedac

As far as the recognition rates for our gesturegaition
system are concerned, 92.9% of all questions were
answered correctly using Silverbolt, however ory9%s of

all questions were answered correctly on the éitstmpt.

This compares to 90.0% of questions answered offirgte
attempt using the keyboard and mouse interface.t Mos
keyboard mistakes made were typing errors ofteserhby
unexpected auto-completion within the Second Lifiate
box.



Problems with recognition affected one participant’
opinions negatively, rating the system 1/10 inaalbects. It
was observed that the participant’'s Wii controligstures
became more and more erratic from subsequent rémogn
failures. These erratic movements were noticealffgrant
to the gestures the participant performed duriregtthining
stage.

Interestingly, another participant faced similaffidulties.
However, even with the participant’s limited succén
completing different tasks, the participant stiflted the
system 7/10 in terms of enjoyment, 8/10 in termsaxde of
use and would use the Wii controller interface otles
keyboard interface. The participant made the contrifet
the gestures used in the gesture-based interfaoe avéot
easier to remember than the text commands proviged
Second Life.

Some participants made the comment that by using ou
gesture interface more they would be able to perfoetter

in our testing course. The effect of user expeeenad
training on the usability of our system would b&enesting

to investigate in a longer term study.

6. CONCLUSIONS

We found that users are currently unfamiliar with 3
gesture interfaces, often devising ergonomically
inappropriate gestures or resorting to 2-dimendiaspects
of the Wii controller such as buttons. It is possito set an
intuitive gesture vocabulary for hand gestures sagwave
using user feedback. The wide variety of resporfees
facial gestures (look etc) suggests that these atomap
naturally to a hand gesture. For gross body gest(men
etc) users preferred the Wii buttons and joystieé,did not
investigate whether this is a result of previougegience or
whether buttons and joysticks are inherently maiited to
this type of action.

We also found that the Silverbolt 3D gesture irateef
provides users with a more enjoyable and intuitiger
interface for Second Life. However, our recognition
accuracy needs to be increased to improve the iexperof
users of this system and better facilitate furtady.

7. FUTURE WORK

Implementation of more sophisticated gesture reitiogn
algorithms would improve the user experience. &sidan
be done using multiple algorithms and the resutagared
to remove any skewing of results caused by algorith
choice.

Currently our work dealt mainly with the sociale@naction
aspects of user interaction in Second Life. A labisext
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step would be to determine the usability of this @&ture
based system for other tasks which need to be npesfb
such as interaction with in-world objects.

Larger scale and longitudinal studies are needetllty
determine the usability of a Wiimote-style intedafor
virtual environments and negate the novelty effect.
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